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Abstract. Heat waves and dry spells are analyzed (i) at eight stations in south Moravia (Czech
Republic), (ii) in the control ECHAM3 GCM run at the gridpoint closest to the study area, and
(iii) in the ECHAM3 GCM run for doubled CO2 concentrations (scenario A) at the same gridpoint
(heat waves only). The GCM outputs are validated both against individual station data and areally
representative values. In the control run, the heat waves are too long, appear later in the year, peak
at higher temperatures and their numbers are under- (over-) estimated in June and July (in August).
The simulated dry spells are too long, and the annual cycle of their occurrence is distorted. Mid-
tropospheric circulation, and heat waves and dry spells are linked much less tightly in the control
climate than in the observed. Since mid-tropospheric circulation is simulated fairly successfully, we
suggest the hypothesis that either the air-mass transformation and local processes are too strong in
the model or the simulated advection is too weak. In the scenario A climate, the heat waves become
a common phenomenon: warming of 4.5◦C in summer (difference between scenario A and control
climates) induces a five-fold increase in the frequency of tropical days and an immense enhancement
of extremity of heat waves. The results of the study underline the need for (i) a proper validation
of the GCM output before a climate impact study is conducted and (ii) translation of large-scale
information from GCMs into local scales using downscaling and stochastic modelling techniques in
order to reduce GCMs’ biases.

1. Introduction

Ecosystems and various sectors of human activities are particularly sensitive to
extreme climate phenomena, including heavy rains, droughts, high and low tem-
peratures. Even relatively small changes in means and variations of relevant climate
variables can induce considerable changes in the severity of extreme events (Katz
and Brown, 1992; Hennessy and Pittock, 1995). Such changes are likely to have a
great impact on ecosystems and society. Of particular importance are long-lasting
extreme events, such as prolonged periods with no precipitation (dry spells) and
with high temperatures (heat waves), both imposing high stress on plants, animals
and humans. Heat waves and dry spells are the focus of this study.

Among a variety of harmful effects, episodes of extremely high temperatures
can damage plants, especially when there is a shortage of water (Kirschbaum,
1996), which can adversely affect their growth during key development stages
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(Acock and Acock, 1993). Heat stress has detrimental effects also on livestock
with significant impacts on milk production, as well as on reproductive capabilities
of dairy bulls and conception in cows (Thatcher, 1974; Cavestany et al., 1985;
Furquay, 1989). Heat waves pose a danger for human health, too, and during heat
waves, the overall death rates rise (Kalkstein and Smoyer, 1993; Kunst et al., 1993;
Changnon et al., 1996). The prolonged periods with no precipitation may cause
a soil moisture deficit, which impairs crops as consistent moisture availability
throughout the growth period is critical for them (Reilly, 1996).

General Circulation Model (GCM) studies have recently paid increased atten-
tion to extreme phenomena, both in validating simulated present-day climates and
analyzing possible future climates. For example, Joubert et al. (1996) and Mason
and Joubert (1997) analyzed frequencies of droughts and extreme rainfall events in
South Africa in the CSIRO GCM. Hennessy et al. (1997) examined the probability
of exceeding precipitation thresholds in two GCMs at various locations. Gregory et
al. (1997) dealt with dry spells and their return periods in the transient experiment
with the Hadley Centre GCM.

The climate variables on a local scale are to a certain extent (widely differing
among variables) governed or influenced by large-scale circulation. The heat waves
and dry spells do not therefore occur independently of circulation conditions, but
their occurrence is favoured by certain flow configurations while unlikely under
other ones. The relationship between circulation and the occurrence of prolonged
extreme events is thus an important component of a climate system, and the ac-
curacy with which it is simulated by a GCM can serve as one of indicators of
the model’s validity. For example, Risbey and Stone (1996) found that circulation
conditions producing high precipitation events differ between the model and real-
ity, precipitation being caused by different mechanisms. Heat waves and dry spells
have not been examined from this point of view yet.

The present paper investigates heat waves and dry spells observed in south
Moravia (southeastern part of the Czech Republic) during the vegetation period,
and their relationships with continental-scale circulation. The observations are
compared with the corresponding ECHAM GCM simulations both for present
climate and for doubled CO2 concentrations.

When validating a GCM output on a local scale, one should bear in mind that
GCMs have not been designed for simulating local climate. The interpretation of
GCM outputs is, therefore, ambiguous: The values at GCM’s gridpoints can be
treated in two alternative ways, either as areal or point quantities. In terms of
GCM validation, i.e., comparing simulated and observed values, this means that
GCM gridpoint values should be compared either with area-averaged observations
or directly with local values. There is continuing debate, about which approach
should be given preference and considered more appropriate, but still without a
definitive conclusion (Skelly and Henderson-Sellers, 1996; Zwiers and Kharin,
1998). Some studies have compared GCM outputs with observations at individual
stations (Portman et al., 1992; Palutikof et al., 1997; Schubert, 1998; Nemešová
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et al., 1998, to name a few), others with observations interpolated to gridpoints or
with gridded climatologies (e.g., Airey and Hulme, 1995; Risbey and Stone, 1996;
Osborn and Hulme, 1998). The dilemma is perhaps more serious for precipitation,
which is more spatially variable, and whose spatial behaviour widely changes from
seasons and regions with prevailing stratiform rainfall to those with convective
rainfall. Robinson et al. (1993) have shown that during the convective season, the
GCM-simulated number of dry days closely approximated the individual station
values, whereas during the seasons with prevailing stratiform precipitation, it was
closer to the areal aggregate value.

Nevertheless, the approach to validation is frequently selected arbitrarily, which
is only sometimes explicitly admitted (e.g., by Osborn and Hulme, 1998). In this
paper, the GCM outputs are validated against the individual station values and two
kinds of area-representative variables: (i) the ‘pooled’ ones obtained by averaging
the heat wave and dry spell characteristics, calculated at individual stations, and
(ii) the ‘averaged’ or ‘aggregated’ ones, obtained by calculating the characteristics
from area-averaged or aggregated series. Whereas the pooled values can be thought
of as characteristics at a ‘typical’ single station, the averaged (aggregated) values
describe the behaviour of area-averaged temperature and precipitation, forming an
analogy to a GCM output treated as a gridbox value.

Recent examinations of the ECHAM GCM revealed that its precipitation
climatology is simulated worse than its temperature climatology in the region
considered. Specifically, the model systematically underestimates the interdiurnal
variability of temperature and is too wet (Nemešová and Kalvová, 1997; Kalvová
and Nemešová, 1998; Nemešová et al., 1998).

2. Data

This study examines the heat waves and dry spells during the vegetation period,
which in central Europe covers approximately the months from March to October.
Three datasets are analyzed: observations, the ECHAM simulation of the present
climate (control run; CTR), and the equilibrium ECHAM simulation of the climate
under doubled CO2 concentrations (scenario A run; SCA). The simulated datasets
were produced by the ECHAM3 model with the T42 resolution, corresponding
approximately to a 2.8◦ gridstep both in longitude and latitude. In the control
run, the climatological SSTs and sea ice were employed while the scenario A
equilibrium run was forced by SSTs and sea ice averaged over years 65 to 74
(roughly corresponding to doubling CO2) in the scenario A transient integration.
The model is described in detail in DKRZ (1993). Each dataset comprises thirty
years. Observations span the period 1961–1990; in the simulations, years 11 to 40
in the control run and years 13 to 42 in the scenario run are analyzed. Each model
month consists of 30 days. The observations thus amount to 7350 days, and CTR
and SCA data to 7200 days.
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Figure 1. Location of stations used in the study (dots) and ECHAM GCM grid points (crosses).
Stations are identified by their numbers, with their altitudes (in m a.s.l.) given in parentheses.

The observed maximum temperatures and precipitation are analyzed at eight
south Moravian stations (Moravia is the eastern part of the Czech Republic). Fig-
ure 1 shows their locations and altitudes together with the position of the close
ECHAM gridpoints. Because of similarity of basic characteristics of simulated
temperature and precipitation time series at the four close gridpoints (Kalvová and
Nemešová, 1998; Nemešová et al., 1998), point E4, nearest to the region analyzed,
was taken as a representative of south Moravia in the model.

Continental-scale circulation is characterized by 500 hPa geopotential heights.
The observed values were interpolated using bicubic splines from the 5◦ × 5◦ grid
onto the model grid (approximately 2.8◦ × 2.8◦), covering most of Europe and
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the easternmost flank of the Atlantic Ocean. For the area covered by the grid, see
Figure 5 as an example.

3. Heat Waves

There are two general approaches to defining heat waves: Either the most extreme
events lasting the period of a required duration (typically one to three days) in each
summer are selected or all heat waves above a certain threshold are analyzed (Karl
and Knight, 1997). Here we adopted the latter approach as it allows us to consider
several heat waves in one year. Possible definitions of what can be considered a
heat wave differ according to the thresholds employed, for example, in its required
duration and extremity. We found it useful to define the heat wave as ‘the longest
continuous period (i) during which the maximum daily temperature reached at least
T1 in at least three days, (ii) whose mean maximum daily temperature was at least
T1, and (iii) during which the maximum daily temperature did not drop below T2’.
The threshold temperatures T1 and T2 are set to 30◦ and 25◦C, respectively, in
observations. This is in accordance with common climatological practice in the
Czech Republic, which refers to the days with maximum temperature reaching or
exceeding 30◦ and 25◦C as tropical and summer days, respectively. The definition
follows the general perception of what a heat wave is: It allows two periods of
tropical days separated by a slight drop of temperature to compose one heat wave
but, on the other hand, two periods of tropical days separated by a pronounced tem-
perature drop below 25◦C (e.g., due to a cold front passage) are treated as separate
heat waves. The minimum duration of a heat wave required by the definition is
three days.

Given the definition for observed data, there are two ways of defining the heat
wave in the GCM control simulation. Either the thresholds of 30◦ and 25◦C can
be directly applied or the thresholds can be redefined in the control run so that
the probability of exceeding them would be the same as in the observed. The
latter way accounts for the model’s possible temperature bias, thereby allowing
a more direct interpretation of the scenario run, and has therefore been applied in
this study. The respective percentiles of the maximum temperature distributions
corresponding to 30◦ and 25◦C thresholds were determined at the eight stations
for the period from May to September. Their values representative for the region
were obtained by averaging the eight local percentiles: They equal 97.1% and
80.9%, respectively, for 30◦ and 25◦C temperatures. In the simulated maximum
temperature distribution at point E4, the two percentiles coincide with temperatures
of 30.7◦ and 24.5◦C. This procedure is referred to as ‘averaged-percentiles’ (AP)
adjustment. An alternative to it is to take the time series of area-averaged values as
a basis (‘averaged-temperature’ – AT adjustment): The areal mean temperature of
30◦C and 25◦C corresponds to the percentiles of 97.7% and 82.0%, respectively, in
its distribution; the adjusted threshold temperatures in the control simulation then
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being 31.2◦C and 24.7◦C. Both ways of adjusting simulated thresholds lead to the
values that correspond relatively well to the observed thresholds, indicating that
the right tail of the maximum temperature distribution is simulated by the model
rather successfully, even though it is notably flatter relative to observations. In the
two simulated climates, the terms ‘summer day’ and ‘tropical day’ refer to the
adjusted threshold temperatures.

Basic characteristics of heat waves are summarized in Table I for individual
stations and gridpoint E4. Also shown are the characteristics pooled over all the
stations, and over the lowland and higher-elevated stations separately, as well as
the characteristics for the spatially averaged temperature series. The heat waves are
characterized by their total occurrence in 30 years, average peak day (the peak day
is the central day of the three-day period with highest mean maximum temperature
within a particular heat wave), average duration, peak temperature (the highest
maximum temperature of a heat wave), relative position of the peak within the heat
wave (defined as a ratio between the order of the peak day within the heat wave
and its duration), and the percentage of all tropical days that occur in heat waves.

A detailed scrutiny of the observed heat waves was performed by Kyselý and
Kalvová (1998). Here we only note a pronounced dependence of several charac-
teristics on elevation: at higher elevations, the heat waves are less frequent, tend to
peak later and to be shorter, and the percentage of tropical days that occur in heat
waves is smaller. The peak temperature and the relative position of the peak appear
to be independent of elevation. The heat wave characteristics calculated from the
averaged temperature series (AVG) closely resemble the characteristics averaged
over individual stations (ALL). The only exception is the relative position of the
heat wave peak, which in the averaged temperatures is shifted to the center of heat
waves.

The AT adjustment results in a bit higher threshold temperatures, so the two ad-
justments lead to slightly different heat wave characteristics in the control climate:
the mean duration is shorter and peak temperature higher for the AT adjustment.
The most important finding is, however, a disparity between the control and ob-
served heat wave characteristics, regardless of how they are defined. The heat wave
frequency and the relative position of the peak in the control simulation compare
quite well with the observations; however, these are the only two quantities that are
reproduced successfully by the model. The simulated heat waves are much longer
than the observed, tend to occur later, and peak at temperatures by about 2◦C
higher. Also, fewer tropical days occur outside of heat waves. Most of these dis-
crepancies result from two shortcomings of the model, viz., too low an interdiurnal
variability (Nemešová and Kalvová, 1997) and a deformation of the temperature
annual cycle with a maximum shifted towards August (see Figure 2 where the
annual cycles of the mean temperature are shown for the eight stations and two
model runs).

The character of heat waves changes dramatically in the scenario climate. The
model indicates that the mean monthly temperature at point E4 increases due to
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TABLE I

Characteristics of heat waves: total number in 30 years; average peak day (day/month), duration (days), peak temperature (◦C), and relative position of the
peak within the heat wave (ratio between the order of the peak day within the heat wave and its duration); and the percentage of tropical days that occur in
heat waves. Values are given for individual stations (636 to 779), pooled over lowland (LO), higher-elevated (HI) and all (ALL) stations, for spatially averaged
temperature (AVG), and for the control (CTR) and scenario (SCA) climates at point E4. The higher-elevated stations are 636, 687 and 779, the lowland stations
include the other five. The values for simulated climates are shown for both threshold adjustments (AP and AT – see text for definitions)

636 687 698 723 754 755 774 779 LO HI ALL AVG CTR CTR SCA SCA

AP AT AP AT

Number 9 16 28 32 37 43 30 11 34 12 26 22 24 22 53 52

Peak day 4/8 25/7 27/7 30/7 24/7 25/7 26/7 1/8 26/7 31/7 28/7 30/7 9/8 8/8 3/8 5/8

Duration 5.3 5.9 7.8 7.2 7.4 6.8 6.4 5.3 7.1 5.5 6.5 6.6 11.3 9.7 34.8 33.7

Peak temp. 32.9 32.7 33.3 32.5 32.8 32.6 32.4 32.0 32.7 32.5 32.6 32.5 34.4 34.7 37.8 37.9

Position 0.76 0.63 0.68 0.71 0.63 0.63 0.67 0.60 0.66 0.66 0.66 0.59 0.62 0.62 0.58 0.57

Percentage 39.5 42.7 57.3 63.0 63.3 66.1 59.6 43.3 62.2 42.0 58.0 58.4 82.3 81.0 97.4 97.1
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TABLE II

Mean monthly and annual frequency of tropical days. The observed data are adjusted so that they correspond to a 30-day month.
The notation of columns is same as in Table I. There are no tropical days in the months not shown (October to April) at any
station/in any climate

Month 636 687 698 723 754 755 774 779 LO HI ALL AVG CTR CTR SCA SCA

AP AT AP AT

V 0.0 0.0 – – 0.0 0.1 0.0 – 0.0 0.0 0.0 0.0 – – – –

VI 0.1 0.6 0.8 0.9 1.5 1.5 1.1 0.3 1.1 0.3 0.8 0.6 0.2 0.1 2.6 2.3

VII 1.1 2.2 3.3 3.2 3.7 3.7 2.8 1.3 3.3 1.5 2.7 2.2 1.5 1.4 12.9 12.2

VIII 1.2 1.8 2.9 2.9 3.4 3.7 2.7 1.4 3.1 1.4 2.5 1.9 3.9 3.0 20.0 19.4

IX 0.1 0.2 0.3 0.3 0.4 0.4 0.2 – 0.3 0.1 0.2 0.1 0.5 0.3 4.4 3.9

Annual 2.5 4.8 7.3 7.3 9.0 9.4 6.8 3.0 8.0 3.4 6.3 4.9 6.1 4.9 39.9 37.9
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Figure 2. Annual cycle of mean temperature at eight stations (solid lines) and at point E4 in the
control (dashed) and scenario (dotted) climate.

doubling CO2 concentrations by 3.4◦C in June, 5.6◦C in July and even 6.4◦C in
August (Figure 2). This leads to an immense increase in the number of tropical
days: five to six tropical days per year occur in the control climate (depending on
the threshold definition), which is in accord with observations, while in the scenario
climate, this number rises up to 40 (last row in Table II). As a consequence, the
number of heat waves is more than doubled, the average heat wave lasts longer
than a month and its peak temperature reaches almost 38◦C (Table I). Tropical days
outside of heat waves become an exception. There are heat waves in the scenario
run that last more than 80 days, starting in mid-June and persisting until early
September. The most extreme heat wave peaks at 46◦C, maximum temperature
not dropping below 40◦C during seven successive days.

The deformation of the maximum temperature annual cycle in the model can
be illustrated by the frequency of tropical days in individual months (Table II).
Tropical days are most frequent in July in all the observed series (including the
averaged ones), except for two elevated stations, 636 and 779, where a slight
dominance of tropical days in August is found. In the control simulation, a strong
maximum in the number of tropical days occurs in August. The model clearly
underestimates the number of tropical days in late spring and early summer (May–
July) but exaggerates it in late summer and early autumn (August, September). This
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TABLE III

Mean monthly and annual frequency of tropical days in heat waves. The
values for individual stations are not shown; otherwise as in Table II

Month LO HI ALL AVG CTR CTR SCA SCA

AP AT AP AT

V – – – – – – – –

VI 0.5 0.1 0.4 0.1 0.2 0.1 2.3 1.9

VII 2.3 0.7 1.7 1.5 1.2 1.1 12.6 11.9

VIII 2.0 0.6 1.4 1.1 3.1 2.6 19.8 19.2

IX 0.1 0.1 0.1 0.1 0.5 0.2 4.2 3.7

Annual 5.0 1.4 3.6 2.8 5.0 4.0 38.9 36.8

unrealistic feature, i.e., the shift of the annual temperature maximum to August, is
retained in the scenario run: the number of tropical days in August highly exceeds
that in July.

Despite the deformation of the seasonal cycle, the heat waves occur in the
same months in the control run as in observations, i.e., in June to September
(Table III). An interesting feature is that although the thermal extremity increases
in the scenario run in all aspects (number of tropical days, number and duration of
heat waves), the heat waves do not spread further to spring and autumn and their
occurrence remains limited to the period from June to September.

The conclusions concerning the simulated heat waves do not appear to be
sensitive to what they are compared with: both the characteristics of the spatially
averaged temperature and the pooled characteristics yield similar results, which
differ widely from the control simulation. Most characteristics of control heat
waves fall well outside the range of values observed at individual stations. On the
other hand, the results for the control climate are robust regarding the definition of
threshold temperatures. In other words, the validation of heat waves appears to be
insensitive to whether the GCM output is treated as gridpoint or gridbox value.

4. Dry Spells

Dry spells are usually defined as runs of consecutive days without precipitation.
In many applications, however, it is common to allow days with very small pre-
cipitation amounts to be considered as dry and to be included in dry spells (e.g.,
Joubert et al., 1996; Gregory et al., 1997). In this study, we define a dry spell as the
longest continuous period lasting 10 days or more, during which the precipitation
total does not exceed 1 mm.
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Figure 3. Annual cycle of monthly precipitation totals at eight stations (solid lines), their areal
average (dotted), and at point E4 in the control climate (dashed).

Because of large spatial variability, constructing areal representation (aggregate
value) of precipitation is a difficult task. Following Robinson et al. (1993), the
‘aggregate dry day’ can be defined as the day when no precipitation was recorded
at any station. This is a rather stringent definition, especially during the convective
season when local showers that are recorded at only a single station may be quite
frequent. Therefore, we employ another, more liberal, criterion, whereby we count
days with precipitation recorded at just one station as ‘aggregate dry days’. The
two criteria are referred to as ‘aggregate (0)’ and ‘aggregate (1)’, respectively, in
the text below.

To be able to calculate ‘aggregate dry spells’, one has to define the area-
averaged precipitation series. Here, we define it simply as an average of station
values.

The analysis is confined to the observed and control climates, since for the
scenario climate, precipitation values were unfortunately not available.

Let us start with monthly precipitation sums. There is a wide difference in
annual cycle between the observed and control climate, the latter appearing to be
unrealistic (Figure 3). The observed precipitation series agree with each other in
having their annual maximum in early summer and minimum in winter; a sec-
ondary minimum and maximum appear in October and November, respectively.
The control annual cycle is clearly bimodal with maxima in June and December
and main minimum in August and September. The annual precipitation sum is
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Figure 4.Relative frequency of daily precipitation totals for station 698, areal average (AVG), and
control run at point E4 (CTR). Relative frequency of dry days (not included in the figure) is 60.8%
for station 698, 41.6% for the areal average, and 40.8% for the control run.

exaggerated in the model by a factor of more than two. The only two months when
the model delivers less precipitation than observed at any station are August and
September; the overestimation is largest in winter.

Two systematic errors may be the source of the excessive wetness of the con-
trol climate: the number of days without precipitation may be too low and/or the
precipitation intensity too high. Which error is in effect can be deduced from the
precipitation frequency distributions (Figure 4). First of all, we should note a differ-
ence between the observed values at a single station and the area-averaged values:
at a single station, the share of days without precipitation is much larger than for
the average series, whereas for all non-zero precipitation intensities, the share at
a single station is smaller. The higher the intensity, the closer the single station
and area-averaged values. The comparison of precipitation intensity frequencies in
the control climate with observations at a single station appears to be inadequate:
The control intensities are closer to the area-averaged values. The number of dry
days is almost the same (around 41%) in the areally averaged observations and
the control climate. However, the model overestimates the number of rainy days
for moderate and heavy precipitation (over 3 mm). This is an important difference
from a ‘drizzly’ nature of other models, which tend to overestimate the frequency
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of light precipitation but underestimate heavier rains (e.g., Reed, 1986; Risbey and
Stone, 1996).

Basic characteristics of the distribution of dry spells duration (mean, median,
maximum) as well as their mean annual frequency and the percentage of dry days
that occur in dry spells are listed in Table IV. Shown are the values for the eight
stations, values averaged over the lowland, higher-elevated and all stations, the val-
ues for the area-averaged precipitation, and values for the control climate at point
E4. There is little difference in the characteristics of dry spells duration (mean,
median, maximum) between individual stations and the area-averaged values, and
between lowland and highland stations. For the area-averaged precipitation, the
annual frequency of dry spells is much lower than at individual stations, and there
is much weaker tendency for dry days to chain in prolonged spells. It is also worth
noting that at lowland stations, the dry spells are more frequent and relatively more
days occur within dry spells than at higher-elevated stations. In the control climate,
dry spells are longer than in the observed. Since the dry spells duration distributions
for the observed and control climate have the same median but differ in their means,
we can state that the model overestimates the frequency of very long spells at the
expense of spells with medium duration (13 to 20 days). The frequency of dry
spells in the control climate compares fairly well with the observed area-averaged
precipitation; on the other hand, the simulated percentage of dry days occurring
within dry spells resembles the single station values.

The observed and control climates differ notably in the distribution of dry days
and dry spells throughout the year. In the observed, the number of days within
dry spells (Table V) closely reflects the annual cycle of precipitation: the larger
the precipitation total, the fewer days within dry spells. This holds both for area-
averaged precipitation, and precipitation at individual stations, represented by the
pooled values. In the control climate, such a simple relationship does not hold.
The number of days within dry spells peaks in the driest months of August and
September, which corresponds to the minimum of the precipitation annual cycle.
However, dry spells are rarest in spring even though March, April and May are
all less wet than the month with maximum precipitation, i.e., June. Although the
March and April precipitation amounts are comparable with July and October, the
dry spells in spring are much less frequent. The total simulated frequency of dry
days in the vegetation period (Table VI) is closest to the number of aggregate dry
days according to criterion (1) (which allows the day with precipitation at one
station to be counted as dry). However, the annual cycles are very different: The
frequency of dry days varies rather moderately in the observed, with the minimum
in June and maximum in October. In the control climate, the range is much broader:
dry days are least frequent in March (although March is far from being the wettest
month) with less than six dry days on average whereas more than 21 dry days occur
in August and September.

The percentage of dry days occurring in dry spells is almost the same in the
control climate as at individual stations if the vegetation period is considered as
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TABLE IV

Characteristics of dry spells: mean, median and maximum duration, mean annual frequency, and percentage of all dry days that occur in dry
spells. Given are values for eight individual stations, the values pooled over five lowland (LO), three higher-elevated (HI), and all (ALL)
stations, the values for precipitation series averaged over lowland, higher-elevated, and all stations, and the values for the control run. For the
area-averaged precipitation, the percentage is calculated for the aggregate dry days according to criterion (0), i.e., with no precipitation at any
station

Stations Pooled Averaged CTR

636 687 698 723 754 755 774 779 LO HI ALL LO HI ALL

Mean 13.8 14.1 14.8 14.6 14.5 14.9 13.8 14.0 14.5 14.0 14.3 14.2 14.0 13.7 18.1

Median 13 12 13 13 13 13 12 12 13 12 13 12 12 12 13

Maximum 34 36 34 38 38 38 31 34 36 38 38 35 34 34 49

Frequency 4.2 4.0 5.0 5.7 5.0 4.9 4.7 4.7 5.1 4.3 4.8 4.0 2.9 3.1 2.8

Percentage 38.1 37.6 45.1 48.6 45.7 44.5 41.9 38.2 45.2 38.0 42.6 24.9 20.0 22.0 42.5
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TABLE V

Mean monthly and total (for the vegetation
period) number of days within dry spells:
values pooled over all stations (POOL), for
area-averaged precipitation (AVG), and for con-
trol climate (CTR)

Month POOL AVG CTR

III 10.2 3.8 0.7

IV 10.2 5.6 1.8

V 5.1 1.8 0.8

VI 3.5 1.3 1.9

VII 5.4 2.2 4.6

VIII 6.8 1.9 15.3

IX 10.8 7.0 15.3

X 14.0 11.7 5.1

Total 66.0 37.4 45.5

a whole (bottom row in Table IV). However, the climates differ widely in this
quantity if compared month by month (Table VII). For example in dry months,
the tendency towards chaining dry days in long periods without rain is similar

TABLE VI

Mean monthly frequency of dry days and their total in the vegeta-
tion period. AGGR(0) and AGGR(1) refers to the two definitions
of the ‘aggregate dry day’, given in the text

Month POOL AGGR(0) AGGR(1) CTR

III 17.3 10.4 13.7 5.8

IV 17.9 11.2 13.5 11.4

V 16.4 9.3 12.8 9.4

VI 15.5 8.2 10.8 8.8

VII 17.2 10.6 13.9 14.1

VIII 18.1 11.7 14.5 21.2

IX 19.2 11.5 15.5 21.7

X 19.5 11.1 15.9 14.7

Total 141.1 84.0 110.6 107.1
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TABLE VII

Percentage of dry days occurring in dry spells, monthly values.
Otherwise as in Table VI

Month POOL AGGR(0) AGGR(1) CTR

III 59.0 37.6 33.4 12.1

IV 57.0 36.2 32.6 15.8

V 31.1 14.7 12.7 8.5

VI 22.6 11.9 10.5 21.6

VII 31.4 16.9 14.1 32.6

VIII 37.6 12.4 12.4 72.2

IX 56.2 41.0 38.6 70.5

X 71.8 56.8 56.7 34.7

in the control climate (August and September) to the observed in October but
considerably stronger than in the observed in spring (March and April).

5. Circulation

Before validating relationships of heat waves and dry spells to continental-scale
circulation, we should examine circulation itself. In doing so, we follow the meth-
odology used in Huth (1997a) where continental-scale circulation is characterized
in two complementary ways, namely, by modes of variability and by circulation
types.

Modes of variability are identified in two important frequency bands: (i)
synoptic frequencies, in which synoptic-scale pressure formations (cyclones, an-
ticyclones), affecting in midlatitudes the instantaneous weather conditions and
their day-to-day changes, develop and move, and (ii) low frequencies, in which
planetary-scale formations such as blocking events evolve, affecting weather con-
ditions over large areas for relatively long time periods. For this purpose, 500 hPa
heights were filtered using Blackmon and Lau’s (1980) low-pass and band-pass
filters, which retain periods longer than 10 days (low frequencies) and 2.5 to 6 days
(synoptic frequencies), respectively. As an analysis tool, obliquely rotated principal
component analysis (PCA) in an S-mode is used. The procedure is basically the
same as in Huth (1997a) where it is described in detail.

The modes of variability identified in the three datasets are displayed in Figures
5 (low frequencies) and 6 (synoptic frequencies) in terms of principal component
(PC) loadings. PC loadings are correlations of PC amplitudes with original (low-
passed or band-passed) data. Circulation on each day in respective frequency bands
can be approximated by a linear combination of the modes detected. For example,
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Figure 5.Modes of low-frequency variability (i.e., correlations between principal components and
500 hPa geopotential heights): observed (top), control (middle) and scenario (bottom).

days with positive amplitudes of the third low-frequency PC are remarked by a
negative anomaly over and west of the British Isles and a positive anomaly centered
over central Mediterranean, inducing a southwest flow in central Europe, whereas
negative amplitudes of PC 3 cause a north to northeast flow in central Europe.

There is a clear one-to-one correspondence between the low-frequency modes
detected in the observed, control, and scenario datasets. There are minor dif-
ferences, e.g., in the position of the Scandinavian center in mode 1 and in the
orientation of the anomaly flow in modes 2 and 3; in spite of it we can state that
the low-frequency variability is captured very well by the ECHAM GCM. A one-
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Figure 6.Modes of synoptic-frequency variability; otherwise as in Figure 5.

to-one correspondence can also be found for synoptic-frequency modes, that is,
the variability in synoptic band is also well simulated by the model. (Note that
observed mode 3 is paired with control and scenario mode 4, and vice versa.)
The modes of variability in both frequency bands differ negligibly between the
control and scenario climates. This indicates that the enhanced greenhouse effect
will, according to the ECHAM GCM, cause only a marginal change in the modes
of variability.

In identifying circulation types, we followed a modified methodology of Huth
(1997a); please refer therein for more details on the procedures used. The PCA
in a T-mode was applied to a subset of the observed dataset, consisting of every
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Figure 6. (Continued).

fifteenth daily pattern. This resulted in prerequisite circulation types. They were
then projected on the whole observed dataset, as well as on the two model data-
sets. The projection is a mathematical operation, which, simply speaking, consists
in assigning a pattern to the prerequisite type most similar to it. The projection
makes it possible to cope with large datasets and allows a fair comparison between
observed and simulated types. Its description in mathematical terms can be found
in the paper by Huth (1997a). All daily patterns are classified unambiguously, i.e.,
with just one type.

Six circulation types were identified in the observed data and, because of the
projection, the same types were analyzed also in the control and scenario model
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Figure 7.Mean 500 hPa height patterns (in metres) of the circulation types: observed (top), control
(middle) and scenario (bottom). The percentage of occurrence of each type is given in parentheses.

runs. The mean 500 hPa height patterns for all the types in the three datasets
are shown in Figure 7. Several features are worth noting. First, some types are
simulated with incorrect frequency: the types 1 (zonal flow), 4 (ridge over Britain)
and 6 (jet displaced far northwards) are too frequent in the model, whereas the
frequency of type 2 (broad ridge over Europe) is strongly underestimated. Second,
some simulated types have slightly distorted patterns, e.g., the trough of type 3
is too weak in the control climate. Analogous differences can be found between
the control and scenario climates, the most striking features being the increased
frequency of days with jet displaced northwards (type 6) and decreased frequency
of troughs over western Europe (type 3).
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Figure 7. (Continued).

The persistence of the model circulation was assessed in terms of average
duration of circulation events, i.e., periods of days classified with one type, pre-
ceded and succeeded by another type (Table VIII). The average duration of events
(regardless of circulation types) is simulated correctly. Differences between the
observed and control climate appear, however, once the circulation types are treated
individually: the model overestimates persistence of types 1 (zonal flow) and 4
(ridge over Britain) whereas strongly underestimates persistence of type 2 (broad
ridge over Europe). Circulation in the scenario climate is slightly less persistent in
general, the decrease in persistence being most pronounced for types 2–4.

Generally speaking, the ECHAM GCM is relatively successful in simulat-
ing continental-scale circulation over Europe, the most notable deficiency of the
control climate being the lack of broad ridges over Europe.
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TABLE VIII

Average duration of circulation events (days) in observed (OBS),
control (CTR) and scenario (SCA) climates: regardless of circulation
types (ALL), and for individual types separately (1–6)

ALL 1 2 3 4 5 6

OBS 2.7 2.7 3.1 2.4 2.6 2.5 2.4

CTR 2.7 3.0 2.3 2.4 2.9 2.7 2.6

SCA 2.5 2.8 2.0 1.9 2.4 2.5 2.6

TABLE IX

Mean amplitudes of low-frequency circulation modes under heat waves. Shown are
the minimum (MIN) and maximum (MAX) value from the eight stations, the value for
the area-averaged temperature (AVG), and values for the control (CTR) and scenario
(SCA) climates for the two threshold definitions (AP, AT)

Mode MIN MAX AVG CTR CTR SCA SCA

AP AT AP AT

1 0.582 0.813 0.701 0.347 0.336 0.144 0.155

2 0.375 0.576 0.466 0.118 0.187 0.080 0.085

3 0.184 0.333 0.323 0.273 0.297 0.042 0.041

6. Relationships between Heat Waves, Dry Spells and Circulation

In this section, we investigate which circulation conditions are associated with the
occurrence of prolonged extreme events, and which conditions act against their
formation. Heat waves and dry spells are related to circulation in two ways: First,
the amplitudes of the circulation modes in both frequency bands are averaged over
all the heat waves and dry spells. Second, the numbers of days in heat waves and
dry spells are counted for individual circulation types separately. Indeed, causation
cannot be proved this way. On the time scales discussed, however, one may assume
that in general, circulation governs surface weather, although the opposite effect is
also possible: For example, long-lasting high temperatures may support ridging in
mid-troposphere.

6.1. MODES OF VARIABILITY

The observed heat waves are associated with positive amplitudes of all three low-
frequency modes, the relationship with mode 1 being most intense as indicated by
highest mean amplitudes (Table IX). This holds for individual stations as well as
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TABLE X

Same as in Table IX except for synoptic-frequency modes

Mode MIN MAX CTR SCA

AP AP

1 0.044 0.100 0.024 –0.003

2 –0.069 –0.017 –0.035 –0.010

3 –0.104 0.011 –0.031 0.001

4 –0.030 0.031 0.003 –0.004

5 –0.010 0.064 0.054 0.010

the area-averaged series. This means that conditions favourable for a heat wave
to occur in south Moravia are positive 500 hPa height anomalies over southern
Scandinavia (mode 1), southwest Europe (mode 2), and to a smaller extent over
Greece and negative anomaly over Ireland (mode 3) (see Figure 5). This could be
expected since all these conditions support an inflow of warm air from south and
southwest into central Europe (modes 1 and 3) and/or the presence of a ridge or
anticyclone over there (modes 1 and 2).

The linkage between low-frequency modes and heat waves in the control cli-
mate is considerably weaker. The effect of the Scandinavian anomaly (mode 1) is
approximately halved and that of southwest-European anomaly (mode 2) becomes
negligible. Only the relationship of mode 3 with heat waves is simulated with a
correct intensity. The influence of circulation modes becomes negligible in the
scenario climate because of an immense increase in heat waves occurrence.

The synoptic-frequency modes do not manifest any relation to the occurrence
of heat waves (Table X). No effect of the synoptic-frequency modes appears in the
control and scenario climates either.

The linkage with modes of variability is weaker for dry spells than for heat
waves (Table XI). The only mode associated with the occurrence of dry spells
is low-frequency mode 1, whose positive amplitude inhibits precipitation due to
forming a ridge or anticyclone over central Europe. This link is pronounced more
strongly for the area-averaged precipitation than at individual stations, but is re-
produced too weak in the control climate. The synoptic-frequency modes have
no effect on dry spells, the mean amplitudes not exceeding 0.05 in either climate
analyzed (not shown).

6.2. CIRCULATION TYPES

The connection between circulation types and prolonged extreme events may be
characterized by a ratio between the number of event-days (i.e., days within the
heat waves or dry spells) classified with a particular type and the total number
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TABLE XI

Same as in Table IX except for dry spells

Mode MIN MAX AVG CTR

1 0.314 0.546 0.658 0.269

2 0.088 0.194 0.159 0.128

3 –0.052 0.112 –0.140 –0.080

of event-days. However, such a quantity is not feasible because the types occur
with different frequencies and the frequency of any single type may differ between
climates, so a direct comparison among types and between climates would be im-
possible. Therefore, the above-defined ratio is divided by the relative frequency of
the type in a particular climate (defined as a ratio of the number of days classified
with that type and the total number of days). Such a coefficient quantifies a relative
contribution of a particular circulation type to the occurrence of heat waves or dry
spells: its value greater (less) than unity indicates that the heat waves or dry spells
occur more (less) frequently under that type than if they were distributed in all
types uniformly (i.e., if there were no association with circulation).

The values of the above defined coefficient for heat waves and dry spells at all
stations and in the control and scenario climates are presented in Table XII. Despite
a pronounced spatial variability, the effect of circulation types on the occurrence
of heat waves and dry spells in the observed climate is obvious and in agreement
with synoptic experience. The heat waves are favoured at all stations under warm
anticyclonic types 2 and 6; situations with cyclonic conditions (type 3) and cool
northwest cyclonic flow (type 5) occur during heat waves only exceptionally or
not at all. The occurrence of heat waves is relatively low under cool northwest
type 4, and close to the climatological expectation (except for the two westernmost
highland stations) under zonal type 1. The intensity of association of heat waves
in the area-averaged temperature series with circulation types is very close to that
pooled over individual stations. The incidence of dry spells under different types
is governed by their cyclonicity/anticyclonicity: The occurrence of dry spells is
higher under anticyclonic types 2, 4 and 6 while is less frequent under zonal type 1
and cyclonic types 3 and 5. The area-averaged precipitation manifests a stronger
connection of dry spells with circulation than the individual station series: The
coefficient in Table XII for area-averaged precipitation is lower (higher) for dry
(wet) types than the coefficient pooled over all stations.

The relative contribution of circulation types to the formation of heat waves
and dry spells is changed in the control climate. The conditions under cool cyc-
lonic types 3 and 5 remain entirely unfavourable for heat waves. However, the
contribution of the other four types is levelled out, the difference between warm
anticyclonic and cool or zonal types being neglected. Warm anticyclonic types
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TABLE XII

Coefficient quantifying a relative contribution of circulation types to the occurrence of heat waves (top) and dry spells (bottom).
For the definition of the coefficient see the text. The notation of columns is analogous to Table I

Circulation 636 687 698 723 754 755 774 779 ALL AVG CTR CTR SCA SCA

type AP AT AP AT

1 0.46 0.74 1.01 0.90 1.17 1.16 1.03 0.99 0.93 1.04 1.32 1.32 1.38 1.37

2 2.30 2.33 1.77 1.86 1.87 1.71 2.10 2.06 2.00 2.03 1.11 1.09 0.83 0.79

3 – – – – 0.05 0.09 0.06 – 0.02 – 0.06 0.07 0.37 0.38

4 0.60 0.67 0.58 0.63 0.63 0.59 0.42 – 0.51 0.52 1.05 0.93 0.78 0.79

5 – – 0.04 – – 0.05 – – 0.01 – 0.11 0.11 0.26 0.25

6 1.76 1.27 1.70 1.70 1.30 1.50 1.40 1.98 1.58 1.41 1.32 1.45 1.22 1.23

Circulation 636 687 698 723 754 755 774 779 ALL AVG CTR

type

1 0.65 0.65 0.75 0.74 0.73 0.83 0.70 0.84 0.74 0.58 1.06

2 1.27 1.20 0.97 1.10 1.09 1.10 1.14 1.08 1.12 1.01 0.76

3 0.82 0.59 0.75 0.70 0.66 0.74 0.71 0.74 0.71 0.61 0.27

4 1.27 1.34 1.34 1.23 1.26 1.23 1.25 1.15 1.26 1.48 1.20

5 0.47 0.41 0.60 0.61 0.61 0.49 0.45 0.30 0.49 0.44 0.25

6 1.36 1.54 1.48 1.46 1.48 1.41 1.56 1.67 1.49 1.71 1.57
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2 and 6 become less conducive to forming heat waves whereas the occurrence
of heat waves under cooler situations, i.e., zonal type 1 and northwest type 4, is
enhanced relative to the observed climate. Regarding dry spells, the model under-
estimates their occurrence under cyclonic situations (types 3 and 5) and type 2, and
overestimates for zonal type 1.

The under- (over-) estimation of heat waves for warm anticyclonic (cool zonal
and northwest) situations and the overestimation of dry spells for the zonal cir-
culation type indicate that in the model, the advected air undergoes a more rapid
transformation over the continent, losing its original properties more quickly. This
means that the model air-mass transformation and local processes, most likely
radiation, overweigh advection either because the advection is too weak or the
transformation processes too strong.

In the scenario climate, the numbers of days in heat waves increase considerably
(Table XII top). Consequently, their relation with circulation types weakens. In
spite of this, the types least favourable for heat wave occurrence in the observed
and control climates (cyclonic types 3 and 5) are also connected with the fewest
events in the scenario climate.

7. Discussion

The results on the validation of heat waves are basically the same regardless
of whether the GCM output is treated as a gridbox or gridpoint value, because
only a marginal difference was found between the heat wave characteristics calcu-
lated from individual station values, and from areal means. We identified several
deficiencies of the ECHAM3 GCM in simulating heat waves in south Moravia
(southeast Czech Republic): Heat waves in the model are too long, appear later
in the year, peak at higher temperatures, their numbers (as well as the numbers
of tropical days) are underestimated in the beginning of summer (June, July) but
overestimated in August, and fewer tropical days occur outside of heat waves.

The area-averaged and single station series yield very close characteristics of the
duration of dry spells as well as similar shapes of annual cycles of the dry spells
and dry days occurrence. The dry spells frequency and the percentage of dry days
within dry spells, however, differ widely between the area-averaged and station
series. The simulated precipitation resembles the areal average in the dry spells
frequency, whereas in the percentage of dry days within dry spells, it approximates
the station values. In the dry spells duration and annual cycle of dry spells and
dry days, the simulation is far from both station and area-averaged values. We can
therefore conclude that whatever the treatment of the simulated precipitation, dry
spells are too long in the model and the annual cycle of their occurrence (as well
as that of dry days) is deformed.

All these deficiencies arise as a direct result of a combination of ECHAM’s
errors in simulating surface temperature and precipitation on a daily scale, re-
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ported recently (Nemešová and Kalvová, 1997; Kalvová and Nemešová, 1998;
Nemešová et al., 1998), which include an overestimated persistence of temperature,
a deformation of annual cycles of temperature and precipitation, and a distorted
distribution of daily precipitation amounts. Since the errors in temperature per-
sistence and annual cycles appear to be common to many models (cf. Buishand
and Beersma, 1993; Mearns et al., 1995; Kalvová and Nemešová, 1997; Smith
and Pitts, 1997), the characteristics of heat waves and dry spells are unlikely to be
reproduced realistically by other models either.

In contrast to temperature and precipitation, large-scale circulation at the
500 hPa level is simulated relatively successfully by the ECHAM GCM. Modes of
variability (in both frequency bands) are reproduced very well. The occurrence of
some circulation types is estimated rather poorly. This is especially true for the type
with an extensive ridge over most of Europe for which the frequency in the control
simulation is half of that observed. There is no general bias in the persistence of
circulation types, some of them being more persistent in the control climate, some
of them less persistent. This is in contrast to surface temperature, the persistence
of which has been shown to be exaggerated in the model.

The occurrence of heat waves and dry spells (prolonged events) is associated
with distinctive patterns of large-scale circulation. In particular, the heat waves
(dry spells) tend to occur under positive amplitudes of all (one) of the three low-
frequency circulation modes. The association of circulation modes with dry spells
is weaker than with heat waves, but still important. The synoptic-frequency modes
manifest, on the other hand, no connection with prolonged events. The probability
that a prolonged event will appear differs considerably among circulation types.
Some of the types provide a favorable background for prolonged events to occur
while under other types prolonged events are observed rather exceptionally or al-
most not at all. These findings are in accord with results of Huth (1997b) who found
on different datasets that temperature is associated with circulation more tightly
than precipitation, the bulk of the association being concentrated in low-frequency
circulation modes.

Since circulation and its persistence are reproduced well while the simulation
of prolonged events is far from being acceptable, it becomes obvious that what
is simulated incorrectly must be the link between circulation and surface climate
elements. The analysis presented here proves this anticipation. The influence of
circulation on prolonged events is considerably weaker in the control climate than
in the observed. This is manifested by the average amplitudes of low-frequency
modes being closer to zero under prolonged events as well as a more even distri-
bution of prolonged events among individual circulation types. This means that in
the control climate, the flow configuration, characterized by the circulation type,
has less association with prolonged events than in the observed. In other words, the
advected air loses its original properties too quickly, the air-mass transformation
playing too important a role. This leads us to formulating the hypothesis that either
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the transformation and local processes, most likely radiative heating, are too strong
in the model or the model advection is too weak.

In the scenario climate, the characteristics of heat waves change dramatically.
It should be noted that the increase in mean maximum temperature by a rather
realistic value of about 4.5◦C leads to a five-fold increase in the frequency of trop-
ical days, and to a great increase in the extremity of heat waves (in their number,
duration and peak temperature). In spite of it, the heat waves occur in the same
months as in the control climate (i.e., June to September) and do not spread earlier
in spring and later in autumn.

To conclude, the ECHAM3 GCM simulates large-scale circulation features
successfully. However, because of an inadequate linkage between circulation and
surface climate, the model fails in reproducing many characteristics of heat waves
and dry spells. Only little confidence can then be placed in their properties in the
scenario climate. Therefore, instead of a direct use of GCM-produced daily series,
the incremental scenarios were created for precipitation in assessments of climate
change impacts in the Czech Republic, whereas for temperature, the monthly
warming rates indicated by ECHAM were disaggregated into daily series with a
weather generator (Nemešová et al., 1999). Based on these scenarios, impacts on
wheat and maize yields (Dubrovský et al., 2000; Žalud et al., 1999) and hydrolo-
gical regimes in small catchments (Buchtele et al., 1999) were assessed using the
crop growth and hydrological models.

8. General Implications for Climate Impact Studies

In the end, we would like to raise several methodological issues, related to us-
ing GCM outputs for assessing climate change impacts that may be of a general
interest.

Validation. Before using outputs of GCM perturbed runs in climate change
impact studies, i.e., before constructing climate change scenarios (projections), a
detailed validation of a GCM control run should be performed. Such a validation
should be fitted to the task to be dealt with. For example, the discussion in the
Introduction implies that a realistic simulation of heat waves and dry spells is
definitely of crucial importance in crop growth modelling. The sensitivity of crop
yields to the persistence of daily temperature and precipitation was proved in the
modelling study by Dubrovský (1998). The realistic simulation of dry spells is
no doubt important in hydrological modelling as well, especially for small river
basins. Therefore, proving that the annual means or seasonal cycles are simulated
successfully without examining persistence is insufficient if one wants to produce
a scenario for assessing agricultural and hydrological impacts.

Gridpoint vs. gridbox issue.The climate of the control run of a GCM must be
validated against the appropriate observed quantities. The study suggests that for
some characteristics, the validation against area-representative values is feasible
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while for the others, the validation should be done against station data. What to
compare the GCM control run with must be made clear before the considerations
on the GCM’s validity are formulated. The input into local impact models (such
as crop-growth models) of the variables that are simulated by a GCM as area-
representative rather than local values may not be adequate, and other methods of
their specification should be sought.

Plausibility of future climate.Confidence can be placed in the scenario climate
only if the variables (phenomena) of interest are reproduced realistically in the
control climate. Inversely, if a model is successful in simulating the present climate,
then even an unrealistic future climate (unrealistic from the present point of view,
indeed), produced by that model, must be treated as a real possibility of future
climate development.

Downscaling. The temperatures and precipitation produced by the ECHAM3
GCM have been shown to be unsuitable for assessing impacts for which the time
structure of daily temperature and precipitation series is important. However, large-
scale upper-air variables (both circulation and temperature) are simulated fairly
well (Huth and Kyselý, 1999). This gap between what GCM outputs can provide
and what is needed for impact assessments is inherent in GCMs (e.g., von Storch,
1995) and may be bridged by statistical downscaling and/or stochastic modelling
methods (e.g., Dubrovský, 1997; Semenov and Barrow, 1997). The former are
based on applying the observed relationships between large-scale upper-air fields
and local climate variables to the simulated large-scale fields; the latter replicate
the stochastic structure of observed time series. There is good reason to believe
that the downscaled and stochastically modelled variables will be a more accurate
representation of future climate. More specifically, heat waves and dry spells ob-
tained from downscaled temperature and precipitation values are expected to be in
better agreement with the observations than those from a direct GCM output.
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