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ABSTRACT

The time structure of simulated daily maximum and minimum temperature series, produced by several different
methods, is compared with observations at six stations in central Europe. The methods are statistical downscaling,
stochastic weather generator, and general circulation models (GCMs). Outputs from control runs of two GCMs
are examined: ECHAM3 and CCCM2. Four time series are constructed by statistical downscaling using multiple
linear regression of 500-hPa heights and 1000-/500-hPa thickness: (i) from observations with variance reproduced
by the inflation technique, (ii) from observations with variance reproduced by adding a white noise process,
and (iii) from the two GCMs. Two runs of the weather generator were performed, one considering and one
neglecting the annual cycle of lag-0 and lag-1 correlations among daily weather characteristics. Standard deviation
and skewness of day-to-day temperature changes and lag-1 autocorrelations are examined. For heat and cold
waves, the occurrence frequency, mean duration, peak temperature, and mean position within the year are studied.

Possible causes of discrepancies between the simulated and observed time series are discussed and identified.
They are shown to stem, among others, from (i) the absence of physics in downscaled and stochastically generated
series, (ii) inadequacies of treatment of physical processes in GCMs, (iii) assumptions of linearity in downscaling
equations, and (iv) properties of the underlying statistical model of the weather generator. In downscaling,
variance inflation is preferable to the white noise addition in most aspects as the latter results in highly over-
estimated day-to-day variability. The inclusion of the annual cycle of correlations into the weather generator
does not lead to an overall improvement of the temperature series produced. None of the methods appears to
be able to reproduce all the characteristics of time structure correctly.

1. Introduction

Studies of climate change impacts frequently require
daily time series of climate variables such as tempera-
ture and precipitation for a future climate state at a
specific site. There are several ways of obtaining site-
specific daily time series, which are to a different extent
based on general circulation model (GCM) outputs
(Giorgi and Mearns 1991; Kattenberg et al. 1996; Dub-
rovský 1997). Those frequently used include taking the
GCM output itself, regional climate models (RCMs),
statistical downscaling, and weather generators. In order
to have confidence in simulations of a future climate,
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we must verify that the particular method is capable of
simulating present climate conditions reliably. In this
paper, we concentrate on the evaluation of simulations
of present climate by several methods of producing site-
specific daily temperature series; we do not deal with
applications of the methods to future climate conditions.
The latter subject is discussed, for example, in Hulme
et al. (1994) for the use of a direct GCM output; in Hay
et al. (2000) for a direct GCM output and downscaling;
in Winkler et al. (1997) and Huth and Kyselý (2000)
for downscaling; and in Semenov and Barrow (1997)
and Dubrovský et al. (2000) for weather generators.

Many studies evaluate the performance of the above-
mentioned approaches against observed data, but the
vast majority concerns a single method only. A simul-
taneous use of several methods and a subsequent com-
parison would, nevertheless, aid in selecting the most
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appropriate technique for specific applications in future
studies. There are only few studies that attempted to
make such a comparison for daily temperature. Kidson
and Thompson (1998) compared statistical downscaling
with a limited-area model over New Zealand, arriving
at the conclusion that both methods perform with a sim-
ilar accuracy. Hay et al. (2000) found that downscaling
from observations approximates daily temperatures in
selected North American basins better than a direct
GCM output and downscaling from GCM.

In most studies, simulated time series are verified
against observations in terms of distance measures such
as root-mean-square error and correlation coefficient,
and in terms of the first two statistical moments, that
is, the mean and standard deviation. These are, however,
only a few of the possible criteria. In many applications,
for example, in crop growth modeling, the reliability of
the time structure of a series is of crucial importance.
In spite of this, little has been done in examining the
time structure of temperature series produced by various
methods. Several studies investigated autocorrelations
of temperature series in GCM and RCM outputs (Buis-
hand and Beersma 1993; Mearns et al. 1995; Kalvová
and Nemešová 1998) and the occurrence of prolonged
extreme events, such as heat waves (Huth et al. 2000).
No study has so far analyzed the time structure of down-
scaled temperature series, except for Trigo and Palutikof
(1999) who examined the numbers of heat and cold
waves. Hayhoe (2000) validated the weather generator
in terms of the distribution of the length of frost-free
periods.

The aim of this study is to analyze time series of daily
extreme temperatures produced by two GCMs, a statis-
tical downscaling procedure, and a weather generator,
and verify them against observations at six central Eu-
ropean sites. The analysis is focused on empirical dis-
tributions of day-to-day temperature changes and, pri-
marily, on prolonged periods of high and low temper-
atures, that is, heat and cold waves. Although extreme
events have recently begun to play a more important
role in analyses of climate change simulations (Meehl
et al. 2000), little attention has so far been paid to heat
and cold waves. We also examine the effect on time
series of (i) the way the variance is reproduced in sta-
tistical downscaling and (ii) whether the annual cycle
of correlations and lagged correlations among simulated
variables is implemented in the weather generator or
not.

2. Datasets and methods of their construction

a. GCMs

The simulations of present climate (control runs) of
two GCMs have been used in this study. The ECHAM
GCM originates from the European Centre for Medium-
Range Weather Forecasts model—hence EC, modified
by the Max Planck Institute for Meteorology in Ham-

burg, Germany—hence HAM. A detailed description of
its version 3, used here, is given in Deutsches Klima-
rechenzentrum (DKRZ 1993). It has a T42 resolution,
corresponding approximately to a 2.88 grid spacing both
in longitude and latitude. Here we examine years 11–
40 of the control run, in which climatological SSTs and
sea ice were employed. The validation of daily extreme
temperatures produced by ECHAM was performed for
selected areas of the Czech Republic by Nemešová and
Kalvová (1997) and Nemešová et al. (1998).

The Canadian Climate Centre Model (CCCM) of the
second generation is described in McFarlane et al.
(1992) where also its basic validation is presented. The
CCCM model has a T32 resolution, roughly correspond-
ing to a 3.758 3 3.758 grid. Its interactive lower bound-
ary consists of a mixed layer ocean model and a ther-
modynamic ice model. Twenty years of its control in-
tegration have been available. The validation of its sur-
face temperature characteristics over central Europe was
performed by Kalvová et al. (2000).

There is a continuing debate as to whether GCM out-
puts should be treated as gridbox or gridpoint values
(Skelly and Henderson-Sellers 1996), that is, if the grid-
ded output of a model should be compared with indi-
vidual station values or areal aggregates (e.g., spatial
means). Huth et al. (2000) have shown that for daily
maximum temperatures and heat waves, there is virtu-
ally no difference between the two approaches, and a
grid point versus station comparison is thus justified.
Therefore, we compare temperature characteristics at
individual stations with GCM outputs at the grid points
closest to them.

b. Downscaling

Downscaled temperatures were calculated by multiple
linear regression with stepwise screening from gridded
500-hPa heights and 1000-/500-hPa thickness over the
domain covering most of Europe and extending over
the adjacent Atlantic Ocean (bounded by 32.18, 65.68N,
16.98W, and 28.18E). The stepwise regression of gridded
values was selected because in the intercomparison
study by Huth (1999), it turned out to perform best
among other linear methods, including regression of
principal components and canonical correlation analy-
sis. In that study, a detailed description of the procedure
can be found, including the selection of the most in-
formative predictors.

The downscaling procedure is designed so that it re-
tains the mean of the original time series. It is important
to retain also variance; there are two possible ways of
doing that, which are both applied and compared in this
study. The commonly used way, variance inflation, con-
sists in enhancing each day’s anomaly by the same fac-
tor, defined by the share of variance explained by down-
scaling (Karl et al. 1990). However, the variance infla-
tion implicitly assumes that all local variability origi-
nates in large-scale variability, which is not true (von
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FIG. 1. Annual cycles of lag-1 autocorrelation at six stations of (a)
daily minimum temperatures and (b) daily maximum temperatures.
For the explanation of abbreviations of stations see the caption of
Fig. 2.

FIG. 2. Location of stations (dots; NEU 5 Neuchâtel; WUR 5
Würzburg; HAM 5 Hamburg; KOS 5 Kostelnı́ Myslová; STR 5
Strážnice; PRA 5 Prague) and the closest GCM grid points (bold
crosses for ECHAM, light crosses for CCCM).

TABLE 1. List of datasets and their abbreviations.

Dataset Abbreviation

Observed OBS
Downscaled from reanalyses; variance retained by

inflation DWI
Downsclaed from reanalyses; variance retained by

adding white noise DWW
Downscaled from the ECHAM GCM DWE
Downscaled from the CCCM GCM DWC
Weather generator with lag-0 and lag-1 correlations

constant throughout the year WGN
Weather generator with annual cycle of lag-0 and

lag-1 correlations included WGA
Direct output from the ECHAM GCM ECH
Direct output from the CCCM GCM CCC

Storch 1999). Instead, it is possible to enhance the var-
iability of a downscaled series by adding noise, which
is assumed to represent the processes unresolved by the
large-scale predictor. Here we enhance the variance by
a white noise process, similarly to Wilby et al. (1999)
and Zorita and von Storch (1999).

The relationships between large-scale fields and local
temperature were first identified in observations, and
then applied to GCM outputs. The observed 1000- and
500-hPa height fields were taken from the National Cen-
ters for Environmental Prediction reanalyses (Kalnay et
al. 1996), interpolated using bicubic splines from the
original 58 3 58 grid onto ECHAM’s grid with double
spacing, that is, 5.68 3 5.68. The geopotential data from
CCCM were interpolated onto the same grid. In obser-
vations, the regression is performed between normalized
anomalies (i.e., gridpoint values free of gridpoint long-
term means, divided by temporal standard deviation at
that grid point) of large-scale fields and normalized

anomalies of local temperatures, for both seasons (Nov–
Mar and May–Sep, see section 2d) separately. The nor-
malization is employed because it results in a better fit
of downscaled values with observations than if raw data
are used (Winkler et al. 1997; Huth and Kyselý 2000).
The variance of the downscaled series (which is less
than 1) is first enhanced to equal 1 either by inflation
or by adding white noise, and the series is then denor-
malized by the observed mean and standard deviation.
In the application of downscaling to GCM outputs, the
simulated large-scale fields are first normalized by their
own mean and standard deviation. Then they enter the
regression equations developed on observed data. The
variance of the downscaled output is enhanced to equal
1 by inflation only, and then the time series are multi-
plied by the observed standard deviation and added to
the observed mean similarly to observations. This pro-
cedure eliminates a GCM’s bias and allows the observed
mean and standard deviation to be reproduced in the
GCM-downscaled time series.
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FIG. 3. Lag-1 autocorrelations of temperature for the nine datasets
(clusters of bars) at six stations (from left to right within each cluster:
Neuchâtel, Würzburg, Hamburg, Kostelnı́ Myslová, Strážnice, and
Prague).

FIG. 4. Standard deviation (in 8C) of day-to-day temperature change
distributions: (a) maximum temperature in summer and (b) minimum
temperature in winter. Legends as in Fig. 3.

c. Weather generator

The stochastic weather generator Met&Roll used in
this study is designed to produce synthetic weather se-
ries required, for example, in crop growth modeling
(Dubrovský 1997; Dubrovský et al. 2000). Its model
originates from Wilks (1992). It deals with four daily
weather characteristics: maximum temperature
(TMAX), minimum temperature (TMIN), sum of global
solar radiation (SRAD), and the precipitation amount.
Precipitation occurrence is modeled by the first-order
Markov chain, precipitation amount on a wet day is
fitted by the Gamma distribution. Normalized anomalies
of TMAX, TMIN, and SRAD are modeled by the first-
order autoregressive model; their means and standard
deviations are conditioned by a precipitation occurrence
and the day of the year. The annual cycles are smoothed

by robust locally weighted regression (Solow 1988).
The parameters of the precipitation model are deter-
mined separately for each month. The statistical struc-
ture of synthetic series produced by the generator was
validated in detail by Dubrovský (1997).

The previous version of Met&Roll assumed lag-0 and
lag-1 correlations among SRAD, TMAX, and TMIN to
be constant. However, in reality, they vary considerably
throughout the year, as can be seen in Fig. 1 for auto-
correlations of TMAX and TMIN at six stations used
in this study. Therefore, the annual cycle of both lag-0
and lag-1 correlations has been implemented into the
model. To reveal the effect of implementing the cor-
relations, the generator was run with and without their
annual cycle. In the latter case, the correlations calcu-
lated from the whole year data were used in the auto-
regressive model.
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FIG. 5. Histograms of daily minimum temperature in winter (binned
into 18C intervals) at Strážnice for (top) observations and (bottom)
the CCCM model.

FIG. 6. Same as in Fig. 4 except for skewness. The dashed lines
indicate the critical value for skewness to be different from zero at
the 95% significance level, assuming autocorrelation of 0.1 (typical
observed value in both seasons).

d. Datasets

Daily maximum temperature in the summer period
(May–Sep) and daily minimum temperature in the win-
ter period (Nov–Mar) are analyzed at six stations in
central Europe. The stations are located in the Czech
Republic, Germany, and Switzerland (see Fig. 2) in var-
ious climatic settings. The observations span the period
1961–90, and so do the downscaled time series derived
from observed large-scale fields. Stochastically gener-
ated series are 30 yr long as well, but of course cannot
be attributed to a specific historic period. The parameters
of the generator were derived from observations in the
period 1961–90. The outputs from the ECHAM and
CCCM models are 30 and 20 yr long, respectively; so
are the corresponding GCM-downscaled time series.
The GCM grid points closest to the stations that were
used for comparison are shown in Fig. 2.

3. Analysis of time series

In this section, we compare statistical properties of
temperature time series produced by different methods.
Namely, lag-1 autocorrelations and the second and third
moments of day-to-day temperature change distribu-
tions are examined. Altogether nine time series are
available at each station for either season. They are list-
ed in Table 1 together with the abbreviations used
throughout the text.

The day-to-day temperature variability is first ex-
pressed in terms of lag-1 autocorrelations (persistence;
Fig. 3). The most striking feature is a large underesti-
mation of persistence for the white noise downscaling
in both seasons. The downscaling with inflation repro-
duces persistence well in winter but overestimates it
considerably in summer; as a result, persistence values
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FIG. 7. Histograms of day-to-day change in maximum temperature in summer (binned into 18C intervals) at Strážnice for selected time
series. On the horizontal axis is temperature difference in degrees Celsius, on the vertical axis is frequency in percent. See Table 1 for
definitions of time series.

in the two seasons are close to each other, which is
unrealistic. For downscaling from both GCMs in winter,
persistence is strongly underestimated at three stations
(Neuchâtel, Switzerland; Kostelnı́ Myslová and Prague,
Czech Republic), whereas at the others, it is reproduced
fairly well. Weather generator produces temperatures
that are too variable; the incorporation of annual cycle
of correlations improves the persistence in winter but
further lowers it in summer. The GCMs are too persis-
tent in summer (especially ECHAM), whereas in winter,
they reproduce persistence rather successfully in gen-
eral.

Standard deviations of day-to-day temperature chang-
es (Fig. 4) are related to lag-1 autocorrelations through
variance of temperature. Since by definition the variance
of downscaled and stochastically generated series is
identical to that observed the performance of the down-
scaling and weather generator is the same for both mea-

sures of day-to-day variability. A striking difference be-
tween lag-1 autocorrelations and standard deviation of
day-to-day change, however, appears for the CCCM
model. Although it reproduces persistence relatively
well, only with a minor overestimation in summer and
even a slight underestimation in winter, the variance of
its day-to-day temperature change is very low. This is
because of a strong underestimation of standard devi-
ation of temperature, which in winter results from a very
limited ability of CCCM to cross the freezing point
during the annual cycle (Palutikof et al. 1997), in central
Europe manifested by a lack of temperatures below 08C.
For example, at the station of Strážnice, Czech Republic,
CCCM simulates only 17% of days in Nov–Mar with
minimum temperature below 20.58C, compared with
58% in observations (Fig. 5). Temperatures close to zero
dominate in CCCM: the interval between 20.58 and
10.58C contains almost 44% of all days, but 9.6% only
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FIG. 7. (Continued)

in the observed. These features are common to all sta-
tions except Neuchâtel.

The distributions of observed day-to-day temperature
change are negatively skewed in summer and positively
skewed in winter (Fig. 6). The skewness is best captured
by the CCCM model. ECHAM underestimates it, ex-
hibiting negative values even in winter. The weather
generator and downscaling with white noise yield skew-
ness close to zero. The downscaling with inflation pro-
duces a slightly negative skewness of day-to-day tem-
perature changes in both seasons, which is significantly
different from zero at the majority of stations. The
downscaling from GCMs leads to a negative skewness
in summer whereas in winter, the reproduction of this
characteristic is inconsistent among stations.

The negative skewness of observed day-to-day max-
imum temperature change in summer is illustrated in
the histogram for the Strážnice station in Fig. 7: the
most frequent day-to-day change is a slight warming,
not a zero change, and strong coolings occur more often

than strong warmings. A good reproduction of these
features by the GCMs is apparent, as well as the sym-
metry of the downscaled and stochastically generated
distributions. Temperature changes in GCMs are con-
fined to a narrower range of values, the number of large
changes being strongly underestimated. An opposite
drawback appears for the white noise downscaling
(DWW) series: it yields unrealistically large day-to-day
temperature changes.

The histograms of day-to-day winter minimum tem-
perature change at Strážnice are shown in Fig. 8. In
contrast to summer, slight coolings dominate in the ob-
served distribution and strong warmings are more fre-
quent than strong coolings, which results in a positive
skewness. The symmetry of day-to-day temperature
changes for the downscaled and stochastically generated
series is apparent as well as an exaggerated range of
values for the white noise downscaling. The narrowness
of the GCM-simulated distributions becomes extreme
for CCCM where more than half of the day-to-day
changes are within 0.58C. For the ECHAM minimum
temperatures, slight warmings are more frequent than
slight coolings, which is exactly opposite to what is
observed.

4. Analysis of prolonged extreme events

Many sectors of socioeconomic activities are partic-
ularly vulnerable to long-lasting extreme events, such
as periods of persisting hot weather or strong frosts,
which impose stress on plants, animals, as well as hu-
mans. It is therefore important to know with what degree
of accuracy such events are reproduced. In this section,
we introduce and analyze heat waves (HWs) and cold
waves (CWs), together referred to as prolonged extreme
temperature events (PETEs).

a. Definition

There are several possible ways of defining heat and
cold waves (e.g., Macchiato et al. 1993; Karl and Knight
1997; Domonkos 1998). Here we adopt the definition
by Huth et al. (2000): the heat wave is the longest con-
tinuous period (i) during which the maximum temper-
ature reached at least T1 in at least three days, (ii) whose
mean maximum temperature was at least T1, and (iii)
during which the maximum temperature did not drop
below T2. The definition follows the general perception
of what a HW is: it allows two periods of hot days
separated by a slight drop of temperature to compose
one heat wave but two periods of hot days separated by
a pronounced temperature drop below T2 (e.g., due to
a cold front passage) are treated as separate heat waves.
The threshold temperatures T1 and T2 are set to 308 and
258C, respectively, in accordance with climatological
practice in the Czech Republic. The minimum duration
of a HW required by the definition is three days.

The definition of a cold wave in minimum temper-
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FIG. 8. Same as in Fig. 7 except for minimum temperature in winter. Note a different vertical scale for the CCC series.

ature series is analogous, only with reversed inequali-
ties. The threshold temperatures are selected so that their
percentiles in the empirical probability distribution of
minimum temperatures correspond approximately to the
percentiles of the HW thresholds in the maximum tem-
perature distributions. This criterion led us to setting T1

5 2128C and T2 5 258C. The probability of exceeding
(dropping below) threshold temperatures T1 and T2 in
the observed maximum (minimum) temperature distri-
bution, averaged over all the examined stations, is 4.2%
(4.9%) and 24.7% (21.2%), respectively. The days with
temperatures exceeding (dropping below) threshold T1

in summer (winter) are hereafter referred to as T1 days.
To account for the GCMs’ temperature bias and allow
a fair comparison with observations and other methods,
the ECHAM and CCCM temperature distributions were
adjusted to have the observed mean and standard de-
viation. Since CCCM simulates winter temperatures un-
realistically, it was omitted from the analysis of CWs.

It is important to note that no PETEs occur outside the
analyzed periods at any station in any dataset, that is,
all HWs occur in May–September and all CWs in No-
vember–March.

b. Frequency

The mean annual frequency of observed PETEs (Fig.
9) reflects the climatic conditions of the individual sites.
The HWs are rare events at Hamburg, which is the
northernmost station under strong maritime influence,
and at the most elevated station, Kostelnı́ Myslová,
whereas they occur most frequently at the most conti-
nental site, Strážnice, situated in the lowlands. The CWs
are least frequent at Neuchâtel, the southernmost station,
and most frequent (occurring more than once a year on
average) at the three Czech stations.

Both GCMs are quite successful in simulating the
frequency of PETEs, but remember that their good per-
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FIG. 8. (Continued) FIG. 9. Mean annual frequency of PETEs: (a) heat waves in summer
and (b) cold waves in winter. Legends as in Fig. 3; in (b) the CCC
series are omitted.

formance is achieved due to the adjustment to the ob-
served mean and standard deviation. The unadjusted
time series, taken directly from the models, would yield
different numbers of PETEs because of their misesti-
mated mean and variance. All the downscaling methods
underestimate the frequency of PETEs. The underesti-
mation is most severe for the DWW: its time series
manifest an extremely high interdiurnal variability,
which prevents them from staying in a period of high
or low temperatures for long enough time. The weather
generator is perhaps the best method in simulating the
frequency of HWs, whereas it considerably underesti-
mates the frequency of CWs (although not as seriously
as the downscaling does).

Observed HWs at Hamburg and Kostelnı́ Myslová,
and CWs at Neuchâtel occur less than once in three
years on average. Other characteristics of HWs and CWs
cannot be determined reliably there, and we decided to
exclude these stations from further analysis.

c. Other characteristics

The mean duration of a single PETE is displayed in
Fig. 10. Observed CWs are longer than HWs at all sta-
tions (including those omitted because of the scarcity
of events), which is reproduced by the downscaled series
only. Looking at the two seasons separately, a satisfac-
tory correspondence with the observed duration in sum-
mer is achieved by CCCM, the downscaling with infla-
tion and from both GCMs, and the weather generator.
The duration of HWs in ECHAM is highly overesti-
mated. In winter, ECHAM performs best; the down-
scaling with inflation tends to produce CWs too long,
whereas the other methods mostly underestimate their
duration. The white noise addition makes both HWs and
CWs too short, which results from extremely large day-
to-day temperature variations.

The severity of a PETE is characterized by the highest
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FIG. 10. Mean duration (in days) of (a) heat waves and (b) cold
waves. The stations with a low incidence of PETEs are not shown.
Legends as in Fig. 3; in (b) the CCC series are omitted.

FIG. 11. Mean peak temperature (in 8C) for (a) heat waves and (b)
cold waves. Otherwise as in Fig. 10.

(lowest) temperature recorded during the event (Fig.
11). HWs are simulated too hot by CCCM and the
weather generator; ECHAM and the downscaling meth-
ods (except for DWE with the peak too cool) show no
bias. All the methods except ECHAM tend to under-
estimate the severity of cold waves. (There are only
three CWs in the DWW series at Hamburg, so the peak
of almost 2248C is not representative.)

A typical observed HW begins around 20 July (Fig.
12) shortly before the annual temperature cycle attains
its maximum. The HWs are best positioned in time by
the weather generator. The CCCM and ECHAM GCMs
shift the start of HWs by about one and two weeks later,
respectively. The downscaling from observed data
(DWI and DWW) places HWs also a bit late. Observed
CWs typically start between 10 and 15 January.
ECHAM simulates them to occur a few days earlier
except at Hamburg, whereas all the downscaling meth-

ods shift the typical date of their start at the Czech
stations toward the end of January and beginning of
February.

Another indicator of the validity of methods is the
inclusion of T1 days into PETEs, defined as the ratio of
the number of T1 days included in PETEs to the total
number of T1 days. Figure 13 shows that relatively more
thermally extreme days occur outside HWs than outside
CWs. In ECHAM in summer, too few T1 days are iso-
lated, that is, not involved in a HW. All other methods
tend to underestimate more or less the inclusion of T1

days in HWs. The inclusion of T1 days in CWs is best
approximated by ECHAM, still acceptable (though un-
derestimated) in the DWI series, and strongly under-
estimated by the other methods. The downscaling with
white noise yields the worst results, with a majority of
T1 days isolated in both seasons, which is a consequence
of the high interdiurnal variability. Worth noting is also
the effect of the annual cycle of lag-0 and lag-1 cor-
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FIG. 12. Mean date of start of (a) heat waves and (b) cold waves.
Numbers on the ordinate indicate the number of days from the be-
ginning of Jul and Jan, respectively: e.g., for HWs 20 means 20 Jul.
Otherwise as in Fig. 10.

FIG. 13. Inclusion of T1 days into (a) HWs and (b) CWs in
percent. For definition see the text. Otherwise as in Fig. 10.

relations in the weather generator: the inclusion of T1

days into PETEs is higher (that is more realistic) in
winter for WGA but in summer for WGN, although in
the former case it is still far from being acceptable.

5. Discussion

In this section we identify the sources of behavior of
temperature and PETE characteristics in the simulated
time series, and in particular, the reasons for their cor-
respondence with or dissimilarity from the observations.

a. Presence or absence of physics

The degree of agreement of simulated temperature
and PETE characteristics with observations depends on

many factors. The first to discuss is whether the methods
involve physical processes and what this implies for the
time structure of temperature series.

The two physical processes, most important for the
temperature and PETE statistics, are the surface radia-
tion balance and atmospheric fronts. If a situation with
a positive radiation balance in summer, such as an an-
ticyclone, persists unchanged for a few days, the pres-
ence of physics ensures that the radiative warming takes
place and a slight daytime temperature increase is ob-
served. The opposite holds for a persistent situation with
a negative radiation balance in winter: in the absence
of a change in large-scale midtropospheric flow, the
physics causes a radiative cooling, resulting in decreases
in nighttime temperature. The surface radiation balance
is thus the cause of the observed prevalence of slight
day-to-day warmings (coolings) in summer (winter). In
European midlatitudes, the passages of strong cold at-
mospheric fronts (the strength of a front meaning the



4058 VOLUME 68

TABLE 2. Lag-1 autocorrelation of predictors that most frequently
enter the regression equations of winter minimum temperature, as
observed (OBS) and simulated by the ECHAM and CCCM models.
The predictors are identified by the variable, Z standing for 500-hPa
heights and T for 1000-/500-hPa thickness; and lat and long of the
grid point.

Predictor OBS ECHAM CCCM

Z 65.68N, 28.18E
Z 54.48N, 5.68E
Z 37.78N, 16.98W
Z 37.78N, 5.68E
T 54.48N, 5.68W
T 48.88N, 22.58E
T 32.18N, 16.98W

0.852
0.805
0.815
0.813
0.601
0.771
0.764

0.845
0.826
0.817
0.825
0.538
0.757
0.845

0.878
0.812
0.761
0.806
0.557
0.621
0.713

TABLE 3. The share of observed variance of minimum temperature
in winter at six stations explained by the observed predictors (OBS)
and predictors simulated by the ECHAM and CCCM GCMs.

OBS ECHAM CCCM

NEU
WUR
HAM
KOS
STR
PRA

0.71
0.67
0.72
0.67
0.61
0.67

0.78
0.64
0.69
0.91
0.62
0.75

0.81
0.59
0.62
0.83
0.59
0.73

temperature contrast across it) are responsible for a ma-
jority of large coolings in summer and those of warm
fronts for large warmings in winter; in contrast, strong
warm fronts in summer and strong cold fronts in winter
are rare events. The radiation balance and passages of
atmospheric fronts are thus the main sources of the
skewness of the day-to-day temperature change distri-
butions. The radiation balance appears to govern also
the frequency and duration of PETEs: the radiative
warming (cooling) helps temperatures to reside above
(below) the thresholds for a longer time, thereby sup-
porting the formation of PETEs as well as making them
last longer.

Of the features expected due to the presence of phys-
ics, we observe in both GCMs for example negatively
skewed day-to-day temperature changes in summer and
PETEs occurring with approximately correct frequen-
cies. Some expected features appear in one GCM only
because of model-specific deficiencies in the treatment
of physical processes in GCMs, which are discussed in
the next section. The absence of explicit physical in-
formation in downscaled and stochastically generated
series results in near-zero skewness of day-to-day tem-
perature changes, a shorter duration of HWs (except for
the weather generator) and CWs (except for the DWI
series), and an underestimated frequency of PETEs (ex-
cept for HWs in the weather generator).

b. Inadequacies of physics in GCMs

Both the GCMs in both seasons produce too low an
interdiurnal variability, that is, a narrower range of day-
to-day temperature change values. As the lag-1 auto-
correlations and the inclusion of T1 days into PETEs
suggest, the reasons for this differ between the two mod-
els: the day-to-day temperature change is constrained
by an excessive persistence in ECHAM, and by too
narrow a range of temperature values in CCCM. The
more negative values of day-to-day temperature skew-
ness in ECHAM relative to the observed in both seasons,
which are manifested by the excess of slight warmings
over slight coolings even in winter, suggest that the
problem is most probably in ECHAM’s radiative heating

that is too strong to be realistically counteracted by other
physical processes. In CCCM, a severe distortion of
winter minimum temperatures with too few freezing
days, too many days with temperatures around zero, and
extremely low day-to-day temperature changes reminds
one of conditions over a water surface rather than land.
The reason is in the land surface scheme, which requires
all soil water to freeze/thaw before the ground temper-
ature is allowed to cross the freezing point (Palutikof
et al. 1997; Laprise et al. 1998). This deficiency is also
manifested in unrealistically high 20-yr return values of
minimum temperature over central and western Europe
(between 2108 and 08C; Zwiers and Kharin 1998). Re-
cent analyses indicate that the problems reported here
persist in the new coupled version of the model, CGCM1
(Kharin and Zwiers 2000).

Another inadequacy, the shift of a HW occurrence in
ECHAM of about 2 weeks later, has already been no-
ticed by Huth et al. (2000). It stems from the shift in
the annual temperature maximum from July to August,
which appears to be a common feature of many GCMs
over continents (Mao and Robock 1998). Smaller shifts
in the HW beginnings in CCCM and in the CW begin-
nings in ECHAM have an analogous cause in the shift
of the relevant extremes of the annual temperature cycle.

c. Downscaling

The linearity of the link between large-scale upper-
air fields and local temperature in downscaling results
in fact in a direct transfer of some statistical properties
of the upper-air variables to the surface ones. For this
reason, the temperature persistence, which manifests al-
most no seasonality in the series downscaled with in-
flation, reproduces the negligible seasonality of lag-1
autocorrelations of 500-hPa heights (Gutzler and Mo
1983). The direct transfer of properties from upper-air
fields to surface temperature is also likely responsible
for a tendency of PETEs to occur too late in the series
downscaled from observations. Whereas the observed
temperatures in central Europe attain their annual min-
imum at about half of January and maximum at the end
of July (Nemešová and Kalvová 1997), the annual ex-
tremes of 500-hPa heights over most of central and west-
ern Europe, from where the most important predictors
for the regression equations are selected, tend to occur



000 2001 4059H U T H E T A L .

later, in the beginning of February and August (Volmer
et al. 1984).

Another issue to discuss in connection with down-
scaling is the failure of the downscaling from both
GCMs in reproducing interdiurnal temperature vari-
ability in winter at Neuchâtel, Kostelnı́ Myslová, and
Prague where the DWE and DWC minimum tempera-
tures have a very low lag-1 autocorrelation and an over-
estimated standard deviation of the day-to-day temper-
ature change. The error is not regionalized: Strážnice
behaves in a different way than the two close stations
(Kostelnı́ Myslová and Prague) but similarly to two dis-
tant stations (Hamburg and Würzburg, Germany). The
source of the error is not in the procedure of enhancing
the variance to fit the observed one, since it does not
affect persistence; and it is not in the selection of pre-
dictors either, since there is no apparent difference be-
tween the stations affected and those unaffected by the
error in the predictors selected and in their importance
for the regression model. Moreover, the day-to-day var-
iability of 500-hPa heights and 1000-/500-hPa thickness
is reproduced quite accurately by both GCMs (Table 2),
so the error does not stem from an incorrect reproduction
of the time structure of predictors. The error appears to
be connected with the degree to which the observed
temperature variance is explained by the simulated pre-
dictors, that is, with the factor by which the downscaled
series are multiplied to fit the observed variance. Table
3 (third and fourth columns) shows that the better the
simulated circulation approximates the observed vari-
ance, the worse the time structure of the downscaled
series. Two facts are worth noting in this context: first,
the sites where a large share of observed temperature
variance is explained by the simulated predictors are the
same for both GCMs; and second, the share of observed
variance explained by the observed predictors is dis-
tributed among stations in a different way (see the sec-
ond column in Table 3), varying from site to site much
less widely. The error, therefore, appears to be concealed
in the transfer of information from simulated large-scale
fields, which, for some unclear reason, fails at some of
the stations but succeeds at the others. The problem may
be in the inconsistency that the observed regression
equations are applied to the simulated large-scale fields.

Let us turn to the effect of how the unexplained var-
iance in downscaling is treated. The white noise addition
leads to an unrealistically low persistence. The error is
larger for winter minimum temperatures than for sum-
mer maxima because large-scale predictors explain less
temperature variance in winter, and the added noise is
therefore stronger. The excessive variability of the
DWW series results in the inability of temperatures to
reside above (below) the thresholds for a long enough
time. As a consequence, the number of PETEs is ex-
tremely low in the DWW series, and if they occur they
are too short. Moreover, only a very small portion of
T1 days are chained to form PETEs, that is, the majority
of thermally extreme days are isolated. The white noise

addition is not the only way to enhance the variance,
indeed, but any more realistic treatment of the missing
variance than the inflation is, which would consist in
adding a stochastic process independent of large-scale
forcing, necessarily implies an increase in day-to-day
variability. Our analysis shows that this would impair
the simulation of PETEs relative to the inflation ap-
proach, which itself is not much successful in this re-
spect. Although the physical grounds of the variance
inflation are flawed, we recommend the inflation as the
least biased approach to be used in downscaling studies
where the time structure and prolonged extreme events
are important.

d. Weather generator

The lag-1 autocorrelations of stochastically generated
series are too low in both seasons. This seems to be in
contradiction with the fact that autocorrelations are
among the generator’s parameters and should, therefore,
have been replicated accurately. The explanation is as
follows. In calculating the parameters of the generator,
the correlations and autocorrelations of both TMAX and
TMIN are derived from the series that were normalized
separately for wet and dry days. During the generation
process, the generator produces normalized anomalies
first, which are then turned into a temperature scale by
multiplying by the standard deviations and adding to
the means, both conditioned on the precipitation oc-
currence. The day-to-day changes of generated temper-
atures are thus a result of superposition of the first-order
autoregressive model of normalized temperature and the
first-order Markov chain of precipitation occurrence,
which implies a suppression of lag-1 autocorrelations
relative to the original autoregressive model. Moreover,
the first-order Markov chain underestimates the persis-
tence of the precipitation occurrence series (Dubrovský
1997). Both effects lead to the enhancement of the day-
to-day variability and underestimation of persistence in
the generated (both WGA and WGN) temperature se-
ries.

The difference in performance between the WGN and
WGA series can be understood from the annual cycles
of the lag-1 correlations of maximum and minimum
temperatures (Fig. 1). The correlations attain their max-
ima in winter and minima in summer. This makes the
day-to-day temperature variability in winter lower and
persistence higher in the series where the annual cycle
of lag-1 correlations is implemented (WGA), relative to
that using the annual mean of lag-1 correlations (WGN);
the opposite holds in summer, exactly as shown in Figs.
3 and 4. Since the temperature persistence is underes-
timated by the weather generator in general and the
annual cycle of correlations does not influence the
source of the underestimation, its inclusion acts to sup-
press this bias in winter, but to enhance it in summer.
In accordance with a general effect of persistence on
PETEs, the inclusion of annual cycle of lag-1 correla-
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tions makes HWs shorter, they reach higher tempera-
tures, and a lower fraction of T1 days is included in
them. On the contrary, CWs in the WGA series are
longer and more frequent relative to WGN, and higher
fraction of T1 days is included in them. We can state
that the effect of inclusion of annual cycle of lag-1
autocorrelations into the weather generator leads to the
improvement of several temperature and PETE statistics
in winter, but, rather paradoxically, to the deterioration
of the same characteristics in summer.

6. Conclusions

In this paper, three approaches to constructing site-
specific daily temperature series, namely, the direct
GCM output, statistical downscaling, and the weather
generator, were examined for their ability to reproduce
the temporal structure of the series and prolonged ex-
treme temperature events (PETEs). The simulated series
have been compared against observations at six sites in
central Europe. We have arrived at the following major
conclusions.

R None of the methods of constructing site-specific daily
temperature series appears to be able to reproduce the
majority of statistics of day-to-day temperature
change and PETEs correctly. Nevertheless, the
ECHAM GCM output adjusted for the observed mean
and variance approaches the demands most closely in
winter, whereas in summer, the weather generator
without the annual cycle of correlations appears to
perform best.

R The causes of an incorrect reproduction of the ex-
amined temperature characteristics include (i) the ab-
sence of physical processes, particularly surface ra-
diation balance and atmospheric fronts, in the down-
scaling and weather generator approach; (ii) inade-
quacies in treatment of some physical processes in the
GCMs; (iii) the linearity of downscaling, imposing a
direct transfer of properties of large-scale fields used
as predictors to the surface temperature series; and
(iv) a conjunction of the autoregressive model and
Markov chain in the generation process of maximum
and minimum temperature by the weather generator
together with an underestimation of precipitation per-
sistence by the first-order Markov chain implemented
in it.

R The white noise addition, which is an alternative ap-
proach to the variance inflation in adjusting the var-
iance in downscaled series, leads to temperature series
that are too variable. It is therefore unsuitable if one
is concerned with time structure and prolonged ex-
treme events. Although the inflation is a physically
questionable concept, it yields temperature time series
much closer to reality.

R The inclusion of the annual cycle of lag-0 and lag-1
correlations into the generator does not lead to an
overall improvement in the simulation of day-to-day

temperature variability. The reason is a general un-
derestimation of persistence by the weather generator:
whereas in winter the inclusion of annual cycle of
autocorrelations enhances the persistence, thereby im-
proving its reproduction, in summer the inclusion of
annual cycle results in a further suppression of per-
sistence, that is, in a deterioration of its reproduction.
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ner, German Weather Service, Offenbach, Germany; H.
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