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Abstract

We prove sharp embeddings of Besov spaces B0,b
p,r involving only

a slowly varying smoothness b into Lorentz-Karamata spaces. As con-
sequences of our results, we obtain the growth envelope of the Besov
space B0,b

p,r.
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1 Introduction

The aim of this paper is to find sharp embeddings of Besov spaces B0,b
p,r =

B0,b
p,r(Rn) (involving the zero classical smoothness and a slowly varying

smoothness b) into Lorentz-Karamata spaces Lloc
p,q;b̃

(here b̃ might be an-
other slowly varying function) provided that 1 ≤ p < ∞, 1 ≤ r ≤ ∞ and
0 < q ≤ ∞. As consequences of our results, we obtain the growth enve-
lope of the Besov space B0,b

p,r. In distinction to the case when the classical
smoothness is positive, we show that we cannot describe all embeddings in
question in terms of growth envelopes.

The paper is a direct continuation of [3], where such a problem was solved
for the particular case when b(t) = `β(t) and b̃ = `γ(t) with `(t) := 1+ | ln t|,
t > 0. In that paper we have made use of the fact that the smoothness is of
logarithmic form and a corresponding discretization of quasi-norms involved
in the problem to prove the sharp embeddings. However, in this paper, where
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a more general setting is treated, we do not use a discretization, our method
to prove the embeddings is a more straightforward.

To solve the problem, we use Kolyada’s inequality (see [17]) and its con-
verse form (see [3, Proposition 3.5] or Proposition 8.1 mentioned below) to
characterize the given embedding as a weighted inequality involving a cer-
tain integral operator (see Theorem 3.5 below). We convert this inequality
to a reverse Hardy inequality and we solve it to prove the embedding in
question.

To prove its sharpness, we test the mentioned weighted inequality with
convenient test functions and we also use some known characterizations of
weighted inequalities involving quasi-concave operators.

Embeddings of Besov spaces into rearrangement invariant spaces were
considered by Goldman [11], Goldman and Kerman [12], and Netrusov [19].
These authors used different methods and considered a more general setting.
However, as mentioned in [11], a characterization of embeddings in question
can be obtained from [19] only when q = r. Furthermore, the methods used
in [11] also do not allow to consider the full range of parameters. Indeed,
after a careful checking, one can see that the restriction 1 < p ≤ r appears
in the relevant theorem (cf. Theorem 3 of [11]).

The paper is organized as follows. Section 2 contains notation, basic
definitions and preliminary assertions. In Section 3 we present main results
(Theorems 3.1, 3.2, 3.3 and 3.5). Section 4 is devoted to the proof of The-
orem 3.5. Sufficiency part of Theorem 3.1 is proved in Section 5, while the
proof of the necessity part of Theorem 3.1 is given in Section 6. Theorem 3.2
is proved in Section 7. Finally, the proof of Theorem 3.3 is given in Section 8.

2 Notation, basic definitions and preliminaries

For two non-negative expressions (i.e. functions or functionals) A and B,
the symbol A - B (or A % B) means that A ≤ cB (or cA ≥ B), where c
is a positive constant independent of appropriate quantities involved in A
and B. If A - B and A % B, we write A ≈ B and say that A and B are
equivalent. Throughout the paper we use the abbreviation LHS(∗) (RHS(∗))
for the left- (right-) hand side of the relation (∗). Furthermore, we adopt
the convention that 0

0 = 0 and 0.∞ = 0.
Given a set A, its characteristic function is denoted by χA. Given two

sets A and B, we write A∆B for their symmetric difference. For a ∈ Rn

and r ≥ 0, the notation B(a, r) stands for the closed ball in Rn centred at a
with the radius r. The volume of B(0, 1) in Rn is denoted by Vn though, in
general, we use the notation | · |n for Lebesgue measure in Rn.

Let Ω be a Borel subset of Rn. The symbol M0(Ω) is used to denote the
family of all complex-valued or extended real-valued (Lebesgue-)measurable
functions defined and finite a.e. on Ω. By M+

0 (Ω) we mean the subset of
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M0(Ω) consisting of those functions which are non-negative a.e. on Ω. If
Ω = (a, b) ⊂ R, we write simplyM0(a, b) andM+

0 (a, b) instead ofM0((a, b))
and M+

0 ((a, b)), respectively. By M+
0 (a, b; ↓) or M+

0 (a, b; ↑) we mean the
collection of all f ∈ M+

0 (a, b) which are non-increasing or non-decreasing
on (a, b), respectively. Finally, by AC(a, b) we denote the family of all
functions which are locally absolutely continuous on (a, b) (that is, absolutely
continuous on any closed subinterval of (a, b)).

For f ∈M0(Rn), we define the non-increasing rearrangement f∗ by

f∗(t) := inf{λ ≥ 0 : |{x ∈ Rn : |f(x)| > λ}|n ≤ t}, t ≥ 0.

The corresponding maximal function f∗∗ is given by

f∗∗(t) :=
1
t

∫ t

0
f∗(s) ds (2.1)

and is also non-increasing on the interval (0,∞).

Given a Borel subset Ω of Rn and 0 < r ≤ ∞, Lr(Ω) is the usual Lebesgue
space of measurable functions for which the quasi-norm

‖f‖r,Ω :=
{

(
∫
Ω |f(t)|r dt)1/r if 0 < r < ∞

ess supt∈Ω|f(t)| if r = ∞

is finite. When Ω = Rn, we simplify Lr(Ω) to Lr and ‖ · ‖r,Ω to ‖ · ‖r.

Definition 2.1 Let (α, β) be one of the intervals (0,∞), (0, 1) or (1,∞).
A function b ∈ M+

0 (α, β), 0 6≡ b 6≡ ∞, is said to be slowly varying on
(α, β), notation b ∈ SV (α, β), if, for each ε > 0, there are functions gε ∈
M+

0 (α, β; ↑) and g−ε ∈M+
0 (α, β; ↓) such that

tεb(t) ≈ gε(t) and t−εb(t) ≈ g−ε(t) for all t ∈ (α, β).

Here we follow the definition of SV (0,+∞) given in [8]; for other defini-
tions see, for example, [1, 4, 5, 20]. The family of all slowly varying functions
includes not only powers of iterated logarithms and the broken logarithmic
functions of [7] but also such functions as t → exp (|log t|a) , a ∈ (0, 1). (The
last mentioned function has the interesting property that it tends to infinity
more quickly than any positive power of the logarithmic function.)

We shall need some properties of slowly varying functions.

Lemma 2.2 Let b ∈ SV (0, 1).

1. Given α > 0 and β ∈ R, then the functions t 7→ b(tα) and t 7→ (b(t))β

are also in SV (0, 1); given a ∈ SV (0, 1), then ab ∈ SV (0, 1).
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2. If ε > 0, then tεb(t) → 0 as t → 0+.

3. The extension of b by 1 outside of (0, 1) gives a function in SV (0,∞).
(Such an extension will be assumed throughout this lemma, whenever
b is considered in points outside of (0, 1).)

4. The functions b and b−1 are bounded in the interval (δ, 1] for any
δ ∈ (0, 1).

5. Given c > 0, then b(ct) ≈ b(t) for all t ∈ (0, 1).

6. If ε > 0 and 0 < r ≤ ∞, then

‖tε−1/rb(t)‖r,(0,T ) ≈ T εb(T ) and ‖t−ε−1/rb(t)‖r,(T,2) ≈ T−εb(T )

for all T ∈ (0, 1].

7. If 0 < r ≤ ∞, then the function B(t) := ‖τ−1/rb(τ)‖r,(t,2), t ∈ (0, 1),
belongs to SV (0, 1) and the estimate b(t) . B(t) holds for all t ∈ (0, 1).

8. lim sup
t→0+

∫ 1
t s−1b(s) ds

b(t)
= ∞.

Proof. We only prove assertion 8 here, as some of the others are easy
consequences of Definition 2.1, and the proofs of the rest of them can be
found, e.g., in [8, Proposition 2.2] and [13, Lemma 2.1].

Assume that assertion 8 does not hold. Then there exist b ∈ SV (0, 1),
c1 > 0 and t0 ∈ (0, 1) such that

∫ 1
t s−1b(s) ds ≤ c1 b(t) for all t ∈ (0, t0).

Since
∫ 1
t s−1b(s) ds ≈

∫ 2
t s−1b(s) ds for all t ∈ (0, t0),

∃c2 > 0 : f(t) :=
∫ 2

t
s−1b(s) ds ≤ c2b(t) ∀t ∈ (0, t0). (2.2)

Consequently, given ε ∈ (0, c−1
2 ), the function t 7→ tεf(t) (which belongs to

AC(0, t0)) is decreasing on (0, t0). Indeed, by (2.2), (tεf(t))′ = tε−1(εf(t)−
b(t)) < 0 for all t ∈ (0, t0). However, by assertion 7, f ∈ SV (0, 1) and, by
assertion 2, limt→0+ tεf(t) = 0. Thus, f ≡ 0 on (0, t0), which is a contra-
diction. Hence, assertion 8 holds. �

More properties and examples of slowly varying functions can be found
in [23, Chapt. V, p. 186], [1], [4], [5], [18], [20] and [8].

Throughout the paper, we adopt the following.

Convention 2.3 If b ∈ SV (0, 1), then we assume that b is extended by 1
in the interval [1,∞).
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Let p, q ∈ (0,+∞] and let b ∈ SV (0, 1). The Lorentz-Karamata space
Lloc

p,q;b is defined to be the set of all measurable functions f ∈ Rn such that

‖t1/p−1/q b(t) f∗(t)‖q;(0,1) < +∞. (2.3)

Note that Lorentz-Karamata spaces involve as particular cases the gen-
eralized Lorentz-Zygmund spaces, the Lorentz spaces, the Zygmund classes
and Lebesgue spaces (cf., e.g., [4]).

Given f ∈ Lp, 1 ≤ p < ∞, the first difference operator ∆h of step h ∈ Rn

transforms f in ∆hf defined by

(∆hf)(x) := f(x + h)− f(x), x ∈ Rn,

whereas the modulus of continuity of f is given by

ω1(f, t)p := sup
h∈Rn

|h|≤t

‖∆hf‖p, t > 0.

Definition 2.4 Let 1 ≤ p < ∞, 1 ≤ r ≤ ∞ and let b ∈ SV (0, 1) be such
that

‖t−1/rb(t)‖r,(0,1) = ∞. (2.4)

The Besov space B0,b
p,r = B0,b

p,r(Rn) consists of those functions f ∈ Lp for
which the norm

‖f‖
B0,b

p,r
:= ‖f‖p + ‖t−1/rb(t) ω1(f, t)p‖r,(0,1) (2.5)

is finite.

Remark 2.5 (i) Note that only the case when (2.4) holds is of interest.
Indeed, otherwise B0,b

p,r ≡ Lp since

ω1(f, t)p ≤ 2‖f‖p for all t > 0 and f ∈ Lp. (2.6)

(ii) An equivalent norm results on B0,b
p,r(Rn) if the modulus of continu-

ity ω1(f, ·)p in (2.5) is replaced by the k-th order modulus of continuity
ωk(f, ·)p , where k ∈ {2, 3, 4, . . .}. Indeed, this is a corollary of the Mar-
chaud theorem (cf. [2, Thm. 4.4, Chapt. 5]) and the Hardy-type inequality
from Lemma 4.1 (with P = Q , b1 = b2) below.

(iii) Let the function b ∈ SV (0,∞) satisfy

‖t−1/rb(t)‖r,(1,∞) < ∞. (2.7)

Then the functional

‖f‖p + ‖t−1/rb(t) ω1(f, t)p‖r,(0,∞) (2.8)
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is an equivalent norm on B0,b
p,r(Rn). Indeed, this follows from (2.7) and

(2.6).
Note also that assumption (2.7) is natural. Otherwise the space of all

functions on Rn for which norm (2.8) is finite is trivial (that is, it consists
only of the zero element). This is a consequence of the estimate

ω1(f, 1)p‖t−1/rb(t)‖r,(1,∞) ≤ ‖t−1/rb(t)ω1(f, t)p‖r,(1,∞).

In the next definition (we refer to [14] for details — see also [22, Chapt. II])
we need the notion of a Borel measure µ associated with a non-decreasing
function g : (a, b) → R, where −∞ ≤ a < b ≤ ∞. We mean by this the
unique (non-negative) measure µ on the Borel subsets of (a, b) such that
µ([c, d]) = g(d+)− g(c−) for all [c, d] ⊂ (a, b).

Definition 2.6 Let (A, ‖ · ‖A) ⊂ M0(Rn) be a quasi-normed space such
that A 6↪→ L∞. A positive, non-increasing, continuous function h defined on
some interval (0, ε], ε ∈ (0, 1), is called the (local) growth envelope function
of the space A provided that

h(t) ≈ sup
‖f‖A≤1

f∗(t) for all t ∈ (0, ε].

Given a growth envelope function h of the space A (determined up to equiv-
alence near zero) and a number u ∈ (0,∞], we call the pair (h, u) the (local)
growth envelope of the space A when the inequality(∫

(0,ε)

(f∗(t)
h(t)

)q
dµH(t)

)1/q
. ‖f‖A

(with the usual modification when q = ∞) holds for all f ∈ A if and only
if the positive exponent q satisfies q ≥ u. Here µH is the Borel measure
associated with the non-decreasing function H(t) := − lnh(t), t ∈ (0, ε).
The component u in the growth envelope pair is called the fine index.

3 Main Results

Theorem 3.1 Let 1 ≤ p < ∞, 1 ≤ r ≤ ∞, 0 < q ≤ ∞ and let b ∈ SV (0, 1)
satisfy (2.4). Put b(t) = 1 if t ∈ [1, 2) . Define, for all t ∈ (0, 1),

br(t) := ‖s−1/rb(s1/n)‖r,(t,2) (3.1)

and

b̃(t) :=
{

br(t)1−r/q+r/ max{p,q}b(t1/n)r/q−r/ max{p,q} if r 6= ∞
b∞(t) if r = ∞ . (3.2)
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Then the inequality

‖t1/p−1/q b̃(t)f∗(t)‖q,(0,1) . ‖f‖
B0,b

p,r
(3.3)

holds for all f ∈ B0,b
p,r if and only if q ≥ r.

The next result shows that the embedding given by (3.3) is sharp.

Theorem 3.2 Let 1 ≤ p < ∞, 1 ≤ r ≤ q ≤ ∞ and let b ∈ SV (0, 1) satisfy
(2.4). Put b(t) = 1 if t ∈ [1, 2) , define br and b̃ by (3.1) and (3.2). Let
κ ∈M+

0 (0, 1; ↓). Then the inequality

‖t1/p−1/q b̃(t)κ(t)f∗(t)‖q,(0,1) . ‖f‖
B0,b

p,r
(3.4)

holds for all f ∈ B0,b
p,r if and only if κ is bounded.

As consequences of our results, we are able to determine the growth
envelope of the Besov space B0,b

p,r.

Theorem 3.3 Let 1 ≤ p < ∞, 1 ≤ r ≤ ∞ and let b ∈ SV (0, 1) satisfy
(2.4). Put b(t) = 1 if t ∈ [1, 2) and define br by (3.1). Then the growth
envelope of B0,b

p,r is the pair

(t−1/p br(t)−1,max{p, r}).

Remark 3.4 (i) Strictly speaking, t
− 1

p br(t)−1 might not have all the prop-
erties associated to a growth envelope function mentioned in Definition 2.6
but, with the help of part 6 of Lemma 2.2, it is possible to show that there
is always an equivalent function defined on (0, 1), namely,

h(t) :=
∫ 2

t
s−1/p−1 br(s)−1 ds,

which does.
(ii) Put H(t) := − lnh(t) for t ∈ (0, ε), where ε ∈ (0, 1) is small

enough. Since H ′(t) ≈ 1
t for a.e. t ∈ (0, ε) (cf. (8.5) below), the mea-

sure µH associated with the function H satisfies dµH(t) ≈ dt
t . Thus, by

Definition 2.6, Theorem 3.3 and part (i) of this remark,

‖t1/p−1/qbr(t)f∗(t)‖q,(0,ε) . ‖f‖
B0,b

p,r
for all f ∈ B0,b

p,r (3.5)

if and only if
q ≥ max{p, r}. (3.6)

Hence, if (3.6) holds, then inequality (3.5) gives the same result as inequal-
ity (3.3) of Theorem 3.1 (since (3.6) implies that b̃ = br). However, if
r ≤ q < p, then inequality (3.5) does not hold, while inequality (3.3) does.
This means that the embeddings of Besov spaces B0,b

p,r given by Theorem 3.1
cannot be described in terms of growth envelopes when 1 ≤ r ≤ q < p < ∞.
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Our approach to embeddings of Besov spaces B0,b
p,r is based on the fol-

lowing theorem.

Theorem 3.5 Let 1 ≤ p < ∞, 1 ≤ r ≤ ∞, 0 < q ≤ ∞ and let b ∈ SV (0, 1)
satisfy (2.4). Assume that ω is a measurable function on (0, 1).

(i) Then
‖ω(t)f∗(t)‖q,(0,1) . ‖f‖

B0,b
p,r

(3.7)

for all f ∈ B0,b
p,r if and only if

‖ω(t)f∗(t)‖q,(0,1) . ‖f‖p +
∥∥∥t−1/rb(t1/n)

(∫ t

0
(f∗(u)− f∗(t))p du

)1/p∥∥∥
r,(0,1)

(3.8)
for all f ∈M0(Rn) such that |suppf |n ≤ 1.

(ii) Moreover, when p = 1, then inequality (3.7) holds for all f ∈ B0,b
1,r if

and only if

‖ω(t)f∗(t)‖q,(0,1) .
∥∥∥t−1/rb(t1/n)

∫ t

0
f∗(u) du

∥∥∥
r,(0,1)

(3.9)

for all f ∈M0(Rn) such that |suppf |n ≤ 1.

4 Proof of Theorem 3.5

We shall need the following Hardy-type inequality, which is a consequence
of [21, Thm. 6.2].

Lemma 4.1 Let 1 ≤ P ≤ Q ≤ ∞, ν ∈ R \ {0} and let b1, b2 ∈ SV (0, 1).
Then the inequality∥∥∥tν−1/Q b2(t)

∫ 1

t
g(s) ds

∥∥∥
Q,(0,1)

. ‖tν+1−1/P b1(t)g(t)‖P,(0,1)

holds for all g ∈M+
0 (0, 1) if and only if ν > 0 and b2 . b1 on (0, 1).

We refer to [15, Thm. 2.4] for the next auxiliary result.

Lemma 4.2 Let 0 < Q ≤ P ≤ 1, Φ ∈M+
0 (R+×R+) and v, w ∈M+

0 (0,∞).
Then the inequality[ ∫ ∞

0

(∫ ∞

0
Φ(x, y)h(y) dy

)P
w(x) dx

]1/P
.
[ ∫ ∞

0
h(x)Qv(x) dx

]1/Q
(4.1)

holds for every h ∈M+
0 (0,∞; ↑) if and only, for all R > 0,[ ∫ ∞

0

(∫ ∞

R
Φ(x, y) dy

)P
w(x) dx

]1/P
.
[ ∫ ∞

R
v(x) dx

]1/Q
. (4.2)
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We shall also need the next assertion.

Lemma 4.3 (see [3, Proposition 4.2]) Given p > 0 and a non-increasing
function g : (0,∞) → R, the function

t 7→
∫ t

0
(g(s)− g(t))p ds (4.3)

is non-decreasing on (0,∞). In particular, if f ∈ M0(Rn), then the func-
tions

t →
∫ t

0
(f∗(s)− f∗(t))p ds (4.4)

and
t → t(f∗∗(t)− f∗(t)) (4.5)

are non-decreasing on (0,∞).

To prove Theorem 3.5 we shall also make use of the following lemma
concerning RHS(3.8).

Lemma 4.4 Let 1 ≤ p < ∞, 1 ≤ r ≤ ∞, and let b ∈ SV (0, 1). Then∥∥∥t1−1/rb(t)
(∫ 2

tn
s−p/n

∫ s

0
(f∗(u)− f∗(s))p du

ds

s

)1/p∥∥∥
r,(0,1)

≈ ‖f‖p +
∥∥∥t−1/rb(t1/n)

(∫ t

0
(f∗(u)− f∗(t))p du

)1/p∥∥∥
r,(0,1)

(4.6)

for all f ∈M0(Rn) with |supp f |n ≤ 1.

Proof. Put S = {f ∈M0(Rn): |supp f |n ≤ 1}. If f ∈ S, then function (4.4)
is non-decreasing on (0,∞). Therefore, for all t ∈ (0, 1) and every f ∈ S,(∫ 2

tn
s−p/n

∫ s

0
(f∗(u)− f∗(s))p du

ds

s

)1/p

≥
(∫ tn

0
(f∗(u)− f∗(tn))p du

)1/p(∫ 2

tn
s−p/n ds

s

)1/p

≈ t−1
(∫ tn

0
(f∗(u)− f∗(tn))p du

)1/p
. (4.7)

Together with the change of variables tn = τ , this implies that, for all f ∈ S,

LHS(4.6) &
∥∥∥τ−1/rb(τ1/n)

(∫ τ

0
(f∗(u)− f∗(τ))p dτ

)1/p∥∥∥
r,(0,1)

. (4.8)
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If f ∈ S, then f∗(s) = 0 for all s ∈ [1,∞). Thus, for all t ∈ (0, 1) and
every f ∈ S, (∫ 2

tn
s−p/n

∫ s

0
(f∗(u)− f∗(s))p du

ds

s

)1/p

≥
(∫ 2

1
s−p/n

∫ s

0
f∗(u)p du

ds

s

)1/p

≥
(∫ 1

0
f∗(u)p du

)1/p(∫ 2

1
s−p/n ds

s

)1/p

≈ ‖f‖p.

Consequently,

LHS(4.6) & ‖f‖p ‖t1−1/rb(t)‖r,(0,1) ≈ ‖f‖p for all f ∈ S.

This estimate and (4.8) show that

LHS(4.6) & RHS(4.6) for all f ∈ S. (4.9)

Now, we are going to prove the reverse estimate. Given f ∈ S, we put

h(s) = hf (s) :=
∫ s

0
(f∗(u)− f∗(s))p du, s ∈ (0, 2). (4.10)

Then

LHS(4.6) ≈
∥∥∥τ1/n−1/rb(τ1/n)

(∫ 2

τ
s−p/n

∫ s

0
(f∗(u)− f∗(s))p du

ds

s

)1/p∥∥∥
r,(0,1)

.
∥∥∥τ1/n−1/rb(τ1/n)

(∫ 1

τ
s−p/n

∫ s

0
(f∗(u)− f∗(s))p du

ds

s

)1/p∥∥∥
r,(0,1)

+ ‖τ1/n−1/rb(τ1/n)
(∫ 2

1
s−p/n

∫ s

0
(f∗(u)− f∗(s))p du

ds

s

)1/p∥∥∥
r,(0,1)

≤
∥∥∥τ1/n−1/rb(τ1/n)

(∫ 1

τ
s−p/nh(s)

ds

s

)1/p∥∥∥
r,(0,1)

+
∥∥∥τ1/n−1/rb(τ1/n)

(∫ 2

1
s−p/n

∫ s

0
f∗(u)p du

ds

s

)1/p∥∥∥
r,(0,1)

=: N1 + N2. (4.11)

Moreover,

N2 ≤
(∫ 2

0
f∗(u)p du

)1/p(∫ 2

1
s−p/n ds

s

)1/p
‖τ1/n−1/rb(τ1/n)‖r,(0,1)

≈ ‖f‖p for all f ∈ S. (4.12)

To estimate N1, we distinguish two cases.
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(i) Assume that r/p ∈ [1,+∞]. Then, using Lemma 4.1 (with P = Q =
r/p, ν = p/n, b2(t) = b1(t) = b(t1/n), g(s) = s−p/n−1h(s)), we obtain, for all
f ∈ S,

Np
1 =

∥∥∥τp/n−p/rb(τ1/n)p

∫ 1

τ
g(s) ds

∥∥∥
r/p,(0,1)

. ‖τp/n+1−p/rb(τ1/n)pg(τ)‖r/p,(0,1)

= ‖τ−p/rb(τ1/n)ph(τ)‖r/p,(0,1)

≈ ‖τ−1/rb(τ1/n)h(τ)1/p‖p
r,(0,1)

=
∥∥∥τ−1/rb(τ1/n)

(∫ τ

0
(f∗(u)− f∗(τ))p du

)1/p∥∥∥p

r,(0,1)
. (4.13)

Combining estimates (4.11)–(4.13), we see that

LHS(4.6) . RHS(4.6) for all f ∈ S. (4.14)

(ii) Assume that r/p ∈ (0, 1). First we prove that, for all f ∈ S,

Np
1 =

∥∥∥τp/n−p/rb(τ1/n)p

∫ 1

τ
s−p/n−1h(s) ds

∥∥∥
r/p,(0,1)

. ‖τ−p/rb(τ1/n)ph(τ)‖r/p,(0,2) =: N3 (4.15)

The function h given by (4.10) is non-decreasing on (0,∞). Thus, to
verify (4.15), we apply Lemma 4.2. On putting Q = P = r/p and

w(x) = χ(0,1)(x)xr/n−1b(x1/n)r,

v(x) = χ(0,2)(x)x−1b(x1/n)r,

Φ(x, y) = χ(x,1)(y)y−p/n−1

for all x, y ∈ (0,∞), we see that inequality (4.15) can be rewritten as
(4.1). Consequently, by Lemma 4.2, inequality (4.15) holds for every h ∈
M+

0 (0,∞; ↑ ) provided that condition (4.2) is satisfied.
Making use of Lemma 2.2, we obtain that, for all R > 0,

LHS(4.2) .
[
b(R1/n)p +

(∫ 1

R
x−1b(x1/n)r dx

)p/r]
χ(0,1)(R)

and

RHS(4.2) ≈
[ ∫ 2

R
x−1b(x1/n)r dx

]p/r
χ(0,2)(R).

Therefore, condition (4.2) is satisfied, which means that inequality (4.15)
holds.

To finish the proof, it is sufficient to show that

N
1/p
3 . RHS(4.6) for all f ∈ S. (4.16)

11



The definition of N3 and (4.10) imply that, for all f ∈ S,

N
1/p
3 = ‖τ−1/rb(τ1/n)h(τ)1/p‖r,(0,2)

≈ ‖τ−1/rb(τ1/n)h(τ)1/p‖r,(0,1) + ‖τ−1/rb(τ1/n)h(τ)1/p‖r,(1,2)

≈
∥∥∥τ−1/rb(τ1/n)

(∫ τ

0
(f∗(u)− f∗(τ))p du

)1/p∥∥∥
r,(0,1)

+
∥∥∥τ−1/rb(τ1/n)

(∫ τ

0
(f∗(u)− f∗(τ))p du

)1/p∥∥∥
r,(1,2)

. (4.17)

Comparing this estimate with RHS(4.6), we see that it is enough to verify
that ∥∥∥τ−1/rb(τ1/n)

(∫ τ

0
(f∗(u)− f∗(τ))p du

)1/p∥∥∥
r,(1,2)

. ‖f‖p (4.18)

for all f ∈ S. However, such an estimate is an easy consequence of the facts
that function (4.4) is non-decreasing on (0,∞), that |supp f |n ≤ 1, and that
‖τ−1/rb(τ1/n)‖r,(1,2) < ∞. �

The next lemma provides another expression equivalent to RHS (3.8).
(We shall need this assertion in Section 5.)

Lemma 4.5 Let 1 ≤ p < ∞, 1 ≤ r ≤ ∞, and let b ∈ SV (0, 1). Then

‖f‖p +
∥∥∥t−1/rb(t1/n)

(∫ t

0
(f∗(u)− f∗(t))p du

)1/p∥∥∥
r,(0,1)

≈
∥∥∥t−1/rb(t1/n)

(∫ t

0
(f∗(u)− f∗(t))p du

)1/p∥∥∥
r,(0,2)

(4.19)

for all f ∈ S := {f ∈M0(Rn): |supp f |n ≤ 1}.

Proof. Since RHS(4.19) = N
1/p
3 (cf. (4.15) and (4.10)), we see from (4.17)

and (4.18) that

RHS(4.19) . LHS(4.19) for all f ∈ S.

On the other hand, since

RHS(4.19) ≥
∥∥∥t−1/rb(t1/n)

(∫ t

0
(f∗(u)− f∗(t))p du

)1/p∥∥∥
r,(1,2)

≥
(∫ 1

0
f∗(u)p du

)1/p
‖t−1/rb(t1/n)‖r,(1,2)

≈ ‖f‖p,

it is clear that

RHS(4.19) & LHS(4.19) for all f ∈ S.
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We shall need the following variant of Lemmas 4.4 and 4.5.

Lemma 4.6 Let 1 ≤ p < ∞, 1 ≤ r ≤ ∞ and let b ∈ SV (0,∞). Then

‖f‖p +
∥∥∥t−1/rb(t)

(∫ t

0
f∗(s)p ds

)1/p∥∥∥
r,(0,1)

≈
∥∥∥t−1/rb(t)

(∫ t

0
f∗(s)p ds

)1/p∥∥∥
r,(0,1)

≈
∥∥∥t−1/rb(t)

(∫ t

0
f∗(s)p ds

)1/p∥∥∥
r,(0,2)

(4.20)

for all f ∈ S := {f ∈M0(Rn): |supp f |n ≤ 1}.

Proof. Since, for all f ∈ S,∥∥∥t−1/rb(t)
(∫ t

0
f∗(s)p ds

)1/p∥∥∥
r,(1/2,1)

≥
(∫ 1/2

0
f∗(s)p ds

)1/p
‖t−1/rb(t)‖r,(1/2,1)

≈
(∫ 1/2

0
f∗(s)p ds

)1/p
≥ 1

21/p

(∫ 1

0
f∗(s)p ds

)1/p
=

1
21/p

‖f‖p, (4.21)

the first estimate in (4.20) is clear. Furthermore, for all f ∈ S,∥∥∥t−1/rb(t)
(∫ t

0
f∗(s)p ds

)1/p∥∥∥
r,(1,2)

≤
(∫ 2

0
f∗(s)p ds

)1/p
‖t−1/rb(t)‖r,(1,2)

≈
(∫ 2

0
f∗(s)p ds

)1/p
= ‖f‖p. (4.22)

The second estimate in (4.20) is a consequence of (4.22) and (4.21). �

The last result which we need to prove Theorem 3.5 reads as follows.

Proposition 4.7 Let 1 ≤ p < ∞, 1 ≤ r ≤ ∞, 0 < q ≤ ∞ and let b ∈
SV (0, 1) satisfy (2.4). Assume that ω is a measurable function on (0, 1).
Then

‖ω(t)f∗(t)‖q,(0,1) . ‖f‖
B0,b

p,r
(4.23)

for all f ∈ B0,b
p,r if and only if

‖ω(t)f∗(t)‖q,(0,1) .
∥∥∥t1−1/rb(t)

(∫ 2

tn
s−p/n

∫ s

0
(f∗(u)−f∗(s))p du

ds

s

)1/p∥∥∥
r,(0,1)

(4.24)
for all f ∈M0(Rn) such that |suppf |n ≤ 1.
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Proof is analogous to that of Proposition 3.6 in [3] (where the slowly varying
function b was of logarithmic type). �

Proof of Theorem 3.5. Part (i) of Theorem 3.5 follows from Proposi-
tion 4.7 and Lemma 4.4.

Now, we put p = 1 and we prove part (ii) of Theorem 3.5.
By Proposition 4.7, it is enough to verify that RHS(4.24) ≈ RHS(3.9).

Lemmas 4.4 and 4.6 imply that, for all f ∈M0(Rn) with |suppf |n ≤ 1,

RHS(4.24) ≈ ‖f‖1 +
∥∥∥t−1/rb(t1/n)

∫ t

0
(f∗(u)− f∗(t)) du

∥∥∥
r,(0,1)

≤ ‖f‖1 +
∥∥∥t−1/rb(t1/n)

∫ t

0
f∗(u) du

∥∥∥
r,(0,1)

≈ RHS(3.9).

To prove the reverse estimate, we apply Fubini’s theorem to obtain, for
all t > 0 and f ∈M0(Rn) ,

t

∫ ∞

tn
s−1/n

∫ s

0
(f∗(u)− f∗(s)) du

ds

s∫ tn

0
f∗(u) du + (n− 1)

∫ ∞

tn
f∗(u)u−1/n du .

Hence, for all t > 0 and f ∈M0(Rn) ,∫ tn

0
f∗(u) du . t

∫ ∞

tn
s−1/n

∫ s

0
(f∗(u)− f∗(s)) du

ds

s
. (4.25)

Using a change of variables, (4.25) and Lemma 4.4, we arrive at

RHS(3.9) .
∥∥∥t1−1/rb(t)

∫ ∞

tn
s−1/n

∫ s

0
(f∗(u)− f∗(s)) du

ds

s

∥∥∥
r,(0,1)

≤
∥∥∥t1−1/rb(t)

∫ 2

tn
s−1/n

∫ s

0
(f∗(u)− f∗(s)) du

ds

s

∥∥∥
r,(0,1)

+ ‖f‖1‖t1−1/rb(t)‖r,(0,1)

∫ ∞

2
s−1/n ds

s

≈ RHS(4.24) + ‖f‖1

≈ RHS(4.24) for all f ∈M0(Rn) with |suppf |n ≤ 1.

�

5 Proof of the sufficiency part of Theorem 3.1

We shall need the following reverse Hardy inequality, which is a particular
case of [6, Thm. 5.1].
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Lemma 5.1 Let 0 < Q ≤ P ≤ 1, w, u ∈ M+
0 (0, 2) and let ‖u‖Q,(t,2) < +∞

for all t ∈ (0, 2). Then the inequality

‖gw‖P,(0,2) .
∥∥∥u(x)

∫ x

0
g(y) dy

∥∥∥
Q,(0,2)

(5.1)

holds for all g ∈M+
0 (0, 2) if and only if

B := sup
x∈(0,2)

‖w‖P ′,(x,2)‖u‖−1
Q,(x,2) < ∞, (5.2)

where P ′ = P/(1− P ) if P ∈ (0, 1) and P ′ = ∞ if P = 1.

We shall also use the next result on the boundedness of the identity
operator between the cones of non-negative and non-decreasing functions in
weighted Lebesgue spaces.

Lemma 5.2 (see [16, Proposition 2.1(i)]) Let 0 < P ≤ Q < ∞ and let
w, v ∈M+

0 (0,∞). Then there exists a constant C such that the inequality[ ∫ ∞

0
g(x)Qw(x) dx

]1/Q
≤ C

[ ∫ ∞

0
g(x)P v(x)dx

]1/P
(5.3)

holds for all g ∈M+
0 (0,∞; ↑) if and only if

A := sup
R>0

(∫ ∞

R
w(t) dt

)1/Q(∫ ∞

R
v(t) dt

)−1/P
< ∞. (5.4)

Moreover, if C is the least constant for which (5.3) holds, then C = A.

We shall also need the following assertions.

Lemma 5.3 (see [3, Proposition 4.5]) If 1 < p < ∞, then∫ t

0
(f∗∗(s)− f∗(s))p ds .

∫ t

0
(f∗(s)− f∗(t))p ds .

∫ 2t

0
(f∗∗(s)− f∗(s))p ds

for all t > 0 and f ∈ Lp.

Lemma 5.4 (see [15, Theorems 2.1 and 2.3]) Let 1 ≤ Q ≤ P < ∞,
Φ ∈M+

0 (R+ × R+) and let v, w ∈M+
0 (0,∞).

(i) The inequality[ ∫ ∞

0
gP (x)w(x) dx

]1/P
.
[ ∫ ∞

0

(∫ ∞

0
Φ(x, y)g(y) dy

)Q
v(x) dx

]1/Q
(5.5)
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holds for all g ∈M+
0 (0,∞; ↓) if and only if, for all R > 0,[ ∫ R

0
w(x) dx

]1/P
.
[ ∫ ∞

0

(∫ R

0
Φ(x, y) dy

)Q
v(x) dx

]1/Q
. (5.6)

(ii) Inequality (5.5) holds for all g ∈ M+
0 (0,∞; ↑) if and only if, for all

R > 0,[ ∫ ∞

R
w(x) dx

]1/P
.
[ ∫ ∞

0

(∫ ∞

R
Φ(x, y) dy

)Q
v(x) dx

]1/Q
. (5.7)

Proof of the sufficiency part of Theorem 3.1. Assume that q ≥ r.
Put

ω(t) := t1/p−1/q b̃(t), t ∈ (0, 1). (5.8)

By Theorem 3.5 it is enough to verify that inequality (3.8) holds for all
f ∈ Sp := {f ∈ Lp : |supp f |n ≤ 1}. Moreover, the inequality f∗ ≤ f∗∗ and
the identity (see [3, (16)])

f∗∗(t)− f∗∗(1) =
∫ 1

t

f∗∗(s)− f∗(s)
s

ds

for all f ∈ Lp and t ∈ (0, 1) imply that

LHS(3.8) ≤ ‖ω(t)f∗∗(t)‖q,(0,1)

≤ f∗∗(1) ‖t1/p−1/q b̃(t)‖q,(0,1)

+
∥∥∥t1/p−1/q b̃(t)

∫ 1

t

f∗∗(s)− f∗(s)
s

ds
∥∥∥

q,(0,1)
. (5.9)

Since |supp f |n ≤ 1 if f ∈ Sp, 1 ≤ p < ∞ and b̃ ∈ SV (0, 1), we get

f∗∗(1) ‖t1/p−1/q b̃(t)‖q,(0,1) . ‖f‖p for all f ∈ Sp. (5.10)

Our assumptions q ≥ r and 1 ≤ r ≤ ∞ show that q ∈ [1,∞]. Therefore,
using Lemma 4.1 (with P = Q = q, ν = 1/p, b1(t) = b2(t) = b̃(t) and
g(s) = [f∗∗(s)− f∗(s)]/s), we arrive at∥∥∥t1/p−1/q b̃(t)

∫ 1

t

f∗∗(s)− f∗(s)
s

ds
∥∥∥

q,(0,1)

. ‖t1/p−1/q b̃(t)[f∗∗(t)− f∗(t)]‖q,(0,1) for all f ∈ Sp. (5.11)

Combining estimates (5.9)–(5.11), we obtain that

LHS(3.8) . ‖f‖p+‖t1/p−1/q b̃(t)[f∗∗(t)−f∗(t)]‖q,(0,1) for all f ∈ Sp. (5.12)
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Together with Lemma 4.5, this implies that inequality (3.8) will be satisfied
if we prove that, for all f ∈ Sp,

‖t1/p−1/q b̃(t)[f∗∗(t)− f∗(t)]‖q,(0,1)

.
∥∥∥t−1/rb(t1/n)

(∫ t

0
(f∗(u)− f∗(t))p du

)1/p∥∥∥
r,(0,2)

. (5.13)

Moreover, if p ∈ (1,∞), then the first estimate in Lemma 5.3 shows that
(5.13) is a consequence of the inequality

‖t1/p−1/q b̃(t)[f∗∗(t)− f∗(t)]‖q,(0,1)

.
∥∥∥t−1/r b(t1/n)

(∫ t

0
(f∗∗(u)− f∗(u))p du

)1/p∥∥∥
r,(0,2)

for all f ∈ Sp.

(5.14)

(i) Assume that p ∈ (1,∞) and r ≤ q ≤ p. Then q/p ∈ (0, 1] and (5.14)
can be rewritten as

‖t1−p/q b̃(t)pg(t)‖q/p,(0,1) .
∥∥∥t−p/rb(t1/n)p

∫ t

0
g(u) du

∥∥∥
r/p,(0,2)

, (5.15)

where the function g ∈M+
0 (0, 2) is given by

g(t) = gf (t) := [f∗∗(t)− f∗(t)]p, t ∈ (0, 2).

To verify (5.15), we apply Lemma 5.1. On putting P = q/p, Q = r/p,
w(x) = x1−p/q b̃(x)pχ(0,1)(x), u(x) = x−p/rb(x1/n)p for all x ∈ (0, 2), we see
that inequality (5.15) coincides with (5.1). Consequently, by Lemma 5.1,
inequality (5.15) holds onM+

0 (0, 2) provided that condition (5.2) is satisfied,
that is, when

‖t1−p/q b̃(t)pχ(0,1)(t)‖ q
p−q

,(x,2) . ‖t−p/rb(t1/n)p‖ r
p
,(x,2) (5.16)

for all x ∈ (0, 2). Since, for all x ∈ (0, 2),

LHS(5.16) . br(x)pχ(0,1)(x) and RHS(5.16) = br(x)p,

condition (5.16) holds. Consequently, inequality (5.15) (and also (5.14) and
(5.13)) is satisfied for all f ∈ Sp. Therefore, inequality (3.8) holds on Sp.

(ii) Assume that r ≤ q and 1 < p < q < ∞. Then b̃ = br.
First we prove that, for all f ∈ Sp,

‖t1/p−1/q b̃(t)[f∗∗(t)− f∗(t)]‖q,(0,1) (5.17)

.
∥∥∥t−1/qb(t1/n)r/qbr(t)(q−r)/q

(∫ t

0
(f∗∗(s)− f∗(s))p ds

)1/p∥∥∥
q,(0,2)

.
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Denoting g(t) := (t [f∗∗(t)− f∗(t)])p, t > 0, we see that it is enough to show
that the inequality

‖t1−p−p/qbr(t)pg(t)‖q/p,(0,1)

.
∥∥∥t−p/qb(t1/n)rp/qbr(t)(q−r)p/q

∫ t

0
s−pg(s) ds

∥∥∥
q/p,(0,2)

(5.18)

holds for all g ∈M+
0 (0,∞; ↑).

To verify (5.18), we apply Lemma 5.4(ii). On putting Q = P = q/p,

w(x) = χ(0,1)(x) xq/p−q−1br(x)q,

v(x) = χ(0,2)(x) x−1b(x1/n)rbr(x)q−r,

Φ(x, y) = χ(0,x)(y) y−p

for all x, y ∈ (0,∞), inequality (5.18) coincides with (5.5). Consequently,
by Lemma 5.4(ii), inequality (5.18) holds on M+

0 (0,∞; ↑) provided that
condition (5.7) is satisfied. This is the case since, for all R > 0,

LHS(5.7) . R1−p br(R)pχ(0,1)(R)

and, for all R ∈ (0, 1),

RHS(5.7) =
(∫ 2

R
x−1b(x1/n)rbr(x)q−r

(∫ x

R
y−p dy

)q/p
dx
)p/q

≥
(∫ 2

3
2
R

x−1b(x1/n)rbr(x)q−r dx
(∫ 3

2
R

R
y−p dy

)q/p )p/q

≈ R1−p br(3
2R)p

≈ R1−p br(R)p.

Consequently, inequality (5.18) (and (5.17) as well) is proved.
Recall that our aim is to show that inequality (5.14) holds. As LHS(5.17)

= LHS(5.14), inequality (5.14) will be satisfied provided that we prove that

RHS(5.17) . RHS(5.14). (5.19)

On putting h(t) := (
∫ t
0 (f∗∗(s)− f∗(s))p ds)1/p, t > 0, we see that (5.19)

is a consequence of the inequality(∫ 2

0
t−1b(t1/n)r br(t)q−rh(t)q dt

)1/q

.
(∫ 2

0
t−1b(t1/n)rh(t)r dt

)1/r
for all h ∈M+

0 (0,∞; ↑). (5.20)

To prove (5.20), we apply Lemma 5.2 with P = r, Q = q and

w(t) = χ(0,2)(t) t−1b(t1/n)r br(t)q−r, v(t) = χ(0,2)(t) t−1b(t1/n)r
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for all t ∈ (0,∞). In our case, for all R > 0,(∫ ∞

R
w(t) dt

)1/Q
. br(R) χ(0,2)(R),(∫ ∞

R
v(t) dt

)1/P
= br(R) χ(0,2)(R),

which implies that condition (5.4) is satisfied. Consequently, inequality
(5.20) holds for all h ∈M+

0 (0,∞; ↑).
(iii) The case p ∈ (1,∞), 1 ≤ r ≤ ∞, q = ∞. Again, it is enough to

show that (5.13) holds for all f ∈ Sp. In our case,

b̃(t) = br(t) = ‖s−1/rb(s1/n)‖r,(t,2), t ∈ (0, 1).

By Hölder’s inequality,

f∗∗(t)− f∗(t) ≤ t−1/p
(∫ t

0
(f∗(u)− f∗(t))p du

)1/p
for all t > 0. (5.21)

Thus, applying (5.21) and the monotonicity of function (4.4), we obtain

t1/p b̃(t) [f∗∗(t)− f∗(t)]

≤ ‖s−1/rb(s1/n)‖r,(t,2)

(∫ t

0
(f∗(u)− f∗(t))p du

)1/p

≤
∥∥∥s−1/rb(s1/n)

(∫ s

0
(f∗(u)− f∗(s))p du

)1/p∥∥∥
r,(t,2)

for all t ∈ (0, 1). This implies that, for all f ∈ Sp,

‖t1/p b̃(t) [f∗∗(t)− f∗(t)]‖∞,(0,1)

≤
∥∥∥s−1/rb(s1/n)

(∫ s

0
(f∗(u)− f∗(s))p du

)1/p∥∥∥
r,(0,2)

, (5.22)

which is desired inequality (5.13).

(iv) The case 1 = p ≤ r ≤ q < ∞. In this case b̃ = br. By Theo-
rem 3.5 (ii), it is sufficient to show that inequality (3.9) (with ω given by
(5.8)), that is,

‖t1−1/qbr(t)f∗(t)‖q,(0,1) .
∥∥∥t−1/rb(t1/n)

∫ t

0
f∗(s) ds

∥∥∥
r,(0,1)

, (5.23)

holds for all f ∈ S1 := {f ∈ L1 : |supp f |n ≤ 1}. Putting Q = r, P = q,
g = f∗,

w(x) = χ(0,1)(x) xq−1br(x)q,

v(x) = χ(0,1)(x) x−1b(x1/n)r,

Φ(x, y) = χ(0,x)(y)
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for all x, y ∈ (0,∞), we see that inequality (5.23) coincides with (5.5). Thus,
by Lemma 5.4(i), inequality (5.23) holds on S1 provided that condition (5.6)
is satisfied. This is the case since, for all R > 0,

LHS(5.6) ≈ R br(R) χ(0,1)(R) + χ[1,∞)(R)

and
RHS(5.6) ≈ [R b(R1/n) + R br(R)]χ(0,1)(R) + χ[1,∞)(R).

(v) The case p = 1, 1 ≤ r ≤ ∞, q = ∞. As in part (iv), we see that it is
enough to verify that inequality (5.23) with q = ∞ holds on S1. By Lemma
4.6 (with p=1), this will be the case if

‖t br(t) f∗(t)‖∞,(0,1) .
∥∥∥t−1/rb(t1/n)

∫ t

0
f∗(s) ds

∥∥∥
r,(0,2)

for all f ∈ S1.

(5.24)
Using the formula for br, the trivial estimate t f∗(t) ≤

∫ t
0 f∗(τ) dτ , t > 0,

and the monotonicity of the function t 7→
∫ t
0 f∗(τ) dτ , t > 0, we obtain

t br(t)f∗(t) ≤ ‖s−1/rb(s1/n)‖r,(t,2)

∫ t

0
f∗(τ) dτ

≤
∥∥∥s−1/rb(s1/n)

(∫ s

0
f∗(τ) dτ

)∥∥∥
r,(t,2)

for all t ∈ (0, 1). This implies that inequality (5.24) holds on S1. �

6 Proof of the necessity part of Theorem 3.1

We shall need the following function:

`(t) := 1 + | ln t|, t ∈ (0,∞).

Note that ` ∈ SV (0,∞).
First we prove two technical lemmas.

Lemma 6.1 Let 1 ≤ p < ∞ and let b ∈ SV (0, 1). Define b(t) = 1 for
t ∈ [1, 2) and put

b∞(t) := ess sup
s∈(t,2)

b(s1/n), t ∈ (0, 1),

v(t) := t b(t1/n)pχ(0,1)(t) + `(t)χ[1,∞)(t), t ∈ (0,∞),

φ(t) := ess sup
s∈(0,t)

(s ess sup
τ∈(s,∞)

v(τ)
τ

), t ∈ (0,∞). (6.1)

Then

φ(t) ≈
{

t b∞(t)p for all t ∈ (0, 1]
`(t) for all t ∈ (1,∞)

. (6.2)
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Proof. Assume first that t ∈ (0, 1]. Then, using assertions 4, 1, 7 and 6 of
Lemma 2.2,

φ(t) = ess sup
s∈(0,t)

(s max { ess sup
τ∈(s,1)

b(τ1/n)p, ess sup
τ∈[1,∞)

`(τ)
τ
})

≈ ess sup
s∈(0,t)

(s b∞(s)p)

= ‖s1−1/∞b∞(s)p‖∞,(0,t)

≈ t b∞(t)p for all t ∈ (0, 1].

Assume now that t ∈ (1,∞). Then

φ(t) = max { ess sup
s∈(0,1)

(s ess sup
τ∈(s,∞)

v(τ)
τ

), ess sup
s∈[1,t)

(s ess sup
τ∈(s,∞)

v(τ)
τ

)}

≈ max {φ(1), `(t)}
≈ `(t) for all t ∈ (1,∞).

�

In the next lemma we consider the maximal function b∗∗∞ given by (cf.
(2.1)) b∗∗∞(t) := t−1

∫ t
0 b∞(τ) dτ , t ∈ (0, 1], where b∞ is the function from

Lemma 6.1. By part 6 of Lemma 2.2, b∗∗∞ ≈ b∞ on (0, 1]. Moreover,
b∗∗∞ ∈ AC(0, 1).

Lemma 6.2 Let p, b, b∞, v and φ be the same as in Lemma 6.1. Assume
that (2.4) with r = ∞ holds. Let 0 < q < ∞ and ν be the measure on [0,∞)
which satisfies

dν(t) =
{
−b∗∗∞(t)−q−1(b∗∗∞)′(t) dt if 0 < t ≤ 1
tq/p−1`−q/p−1(t) dt if t > 1

. (6.3)

Then ∫
[0,∞)

dν(s)
sq/p + tq/p

≈ 1
φ(t)q/p

for all t ∈ (0,∞).

Proof. Since (b∗∗∞)′(t) = t−1(b∞(t)− b∗∗∞(t)) ≤ 0 a.e. on (0, 1), the measure
ν is non-negative.

(i) Let t ∈ (1,∞). In view of (6.2), we need to show that

I = I(t) :=
∫

[0,∞)

dν(s)
sq/p + tq/p

≈ `(t)−q/p for all t ∈ (1,∞).
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Split the integral in the following three terms:

I1 :=
∫

(0,1)

−b∗∗∞(s)−q−1(b∗∗∞)′(s)
sq/p + tq/p

ds ,

I2 :=
∫

(1,t)

sq/p−1`−q/p−1(s)
sq/p + tq/p

ds ,

I3 :=
∫

(t,∞)

sq/p−1`−q/p−1(s)
sq/p + tq/p

ds .

Since (b∗∗∞(s)−q)′ = −q b∗∗∞(s)−q−1(b∗∗∞)′(s) for a.e. s ∈ (0, 1) and b∗∗∞
−q is

non-decreasing on [0, 1],

I1 ≤ t−q/p

∫ 1

0
−b∗∗∞(s)−q−1(b∗∗∞)′(s) ds

≤ 1
q

t−q/pb∗∗∞(1)−q

≈ t−q/p ≤ `(t)−q/p for all t ∈ (1,∞).

Furthermore, for all t ∈ (1,∞),

I2 ≤ t−q/p

∫ t

1
sq/p−1`−q/p−1(s) ds

≤ t−q/p

∫ t

0
sq/p−1`−q/p−1(s) ds

≈ `(t)−q/p−1 ≤ `(t)−q/p

and
I3 ≤

∫ ∞

t
s−1`−q/p−1(s) ds ≈ `(t)−q/p.

So, we have got the estimate of I by `(t)−q/p from above. To prove the
reverse estimate, note that

I3 ≥ 1
2

∫ ∞

t
s−1`−q/p−1(s) ds ≈ `(t)−q/p for all t ∈ (1,∞).

(ii) Consider now t ∈ (0, 1]. By (6.2), we need to show that

J = J(t) :=
∫

[0,∞)

dν(s)
sq/p + tq/p

≈ t−q/pb∞(t)−q for all t ∈ (0, 1].

Again, we split the integral in three terms:

J1 :=
∫

(0,t)

−b∗∗∞(s)−q−1(b∗∗∞)′(s)
sq/p + tq/p

ds ,

J2 :=
∫

[t,1]

−b∗∗∞(s)−q−1(b∗∗∞)′(s)
sq/p + tq/p

ds ,

J3 :=
∫

(1,∞)

sq/p−1`−q/p−1(s)
sq/p + tq/p

ds .
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As before,

J1 ≤ t−q/p

∫ t

0
−b∗∗∞(s)−q−1(b∗∗∞)′(s) ds

. t−q/pb∗∗∞(t)−q ≈ t−q/pb∞(t)−q for all t ∈ (0, 1].

Using the fact that b∗∗∞ ∈ AC(0, 1), the integration by parts, assertions 6 and 1
of Lemma 2.2 together with the definition of slowly varying functions, we
obtain , for all t ∈ (0, 1],

J2 ≤
∫ 1

t
−s−q/pb∗∗∞(s)−q−1(b∗∗∞)′(s) ds

. b∗∗∞(1)−q +
∫ 2

t
s−q/p−1b∗∗∞(s)−q ds

≈ 1 + t−q/pb∗∗∞(t)−q ≈ t−q/pb∞(t)−q,

J3 ≤
∫ ∞

1
s−1`−q/p−1(s) ds ≈ 1 . t−q/pb∞(t)−q.

So, we have got the estimate of J by t−q/pb∞(t)−q from above. To prove the
converse estimate, we apply the fact b∗∗∞ ∈ AC(0, 1) and hypothesis (2.4), to
arrive at

J1 ≥ 1
2

t−q/p

∫ t

0
−b∗∗∞(s)−q−1(b∗∗∞)′(s) ds

≈ t−q/pb∗∗∞(t)−q ≈ t−q/pb∞(t)−q for all t ∈ (0, 1].

�

Remark 6.3 It will be useful to note that, for 1 ≤ p < ∞, 1 ≤ r ≤ ∞,
b ∈ SV (0, 1) and f ∈ M0(Rn) such that |suppf |n ≤ 1, RHS(3.8) may be
estimated from above by∥∥∥t−1/rb(t1/n)

(∫ t

0
f∗(u)p du

)1/p∥∥∥
r,(0,1)

.

Indeed, this is an immediate consequence of Lemma 4.6.

We shall also make use of the next two assertions which are consequences
of more general results of Gogatishvili and Pick [9, Thm. 4.2 (ii),(iii)],
[10, Thm. 1.8 (i)]:

Proposition 6.4 Let P,Q ∈ (0,∞), let v, w be non-negative measurable
functions on [0,∞) such that V (t) :=

∫ t
0 v(s) ds and W (t) :=

∫ t
0 w(s) ds are

finite for all t > 0. Assume that, for all t ∈ (0,∞),∫
[0,1]

v(s)
sP

ds =
∫

[1,∞)
v(s) ds = ∞
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and ∫
[0,∞)

v(s)
sP + tP

ds < ∞.

(i) Let 1 ≤ Q < P < ∞ and R = PQ/(P −Q). Then the inequality(∫ ∞

0
w(t)f∗(t)Q dt

)1/Q
.
(∫ ∞

0
v(t)f∗∗(t)P dt

)1/P
(6.4)

holds for all measurable f on Rn if and only if∫ ∞

0

tR supy∈[t,∞) y−RW (y)R/Q

(V (t) + tP
∫∞
t s−P v(s) ds)R/P+2

V (t)
∫ ∞

t
s−P v(s) ds tP−1 dt < ∞. (6.5)

(ii) Let 0 < P ≤ Q < 1. Then the inequality (6.4) holds for all measur-
able f on Rn if and only if

sup
t∈(0,∞)

W (t)1/Q + t (
∫∞
t W (s)Q/(1−Q)w(s)s−Q/(1−Q) ds)(1−Q)/Q

(V (t) + tP
∫∞
t s−P v(s) ds)1/P

< ∞. (6.6)

Proposition 6.5 Let 1 ≤ Q < ∞, let v, w be non-negative, locally in-
tegrable functions on (0,∞) and W (t) :=

∫ t
0 w(s) ds, t > 0. Define the

quasi-concave function

φ(t) := ess sup
s∈(0,t)

s ess sup
τ∈(s,∞)

v(τ)
τ

, t ∈ (0,∞).1 (6.7)

Assume that φ is non-degenerate, that is,

lim
t→0+

φ(t) = lim
t→∞

1
φ(t)

= lim
t→∞

φ(t)
t

= lim
t→0+

t

φ(t)
= 0. (6.8)

Let ν be a non-negative Borel measure on [0,∞) such that

1
φ(t)Q

≈
∫

[0,∞)

dν(s)
sQ + tQ

for all t ∈ (0,∞). (6.9)

Then the inequality(∫ ∞

0
w(t)f∗(t)Q dt

)1/Q
. ess sup

t∈(0,∞)

v(t)f∗∗(t) (6.10)

holds for all measurable f on Rn if and only if∫
[0,∞)

sup
s∈(t,∞)

W (s)
sQ

dν(t) < ∞. (6.11)

1Recall that φ is quasi-concave if φ is equivalent to a function in M+
0 (0,∞; ↑) while

φ(t)/t is equivalent to a function in M+
0 (0,∞; ↓).
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Proof of the necessity part of Theorem 3.1. Assume that (3.3)
holds for all f ∈ B0,b

p,r. Then, by Theorem 3.5 with ω(t) = t1/p−1/q b̃(t),

‖t1/p−1/q b̃(t)f∗(t)‖q,(0,1)

. ‖f‖p +
∥∥∥t−1/rb(t1/n)

(∫ t

0
(f∗(u)− f∗(t))p du

)1/p ∥∥∥
r,(0,1)

(6.12)

for all f ∈M0(Rn) such that |suppf |n ≤ 1. Our aim is to prove that r ≤ q.

(i) Assume that 0 < q < p < ∞ and 1 ≤ r < ∞. Consider the function
g(t) := t−1/pbr(t)−1−r/pb(t1/n)r/p, t ∈ (0, 1), with br(t) from (3.1). By
assertions 1 and 7 of Lemma 2.2, the function t 7→ br(t)−1−r/pb(t1/n)r/p, t ∈
(0, 1), belongs to SV (0, 1). Thus, by Definition 2.1, there is ϕ ∈M+

0 (0, 1; ↓)
such that g ≈ ϕ on (0, 1).

By (2.4) and (3.1), there is y0 ∈ (0, 1) such that ln br(y)r > 0 for all
y ∈ (0, y0). Put, for any y ∈ (0, y0),

fy(x) := ϕ(y)χ[0,y](Vn|x|n) + ϕ(Vn|x|n)χ(y,1)(Vn|x|n), x ∈ Rn. (6.13)

Hence,
f∗y (t) = ϕ(y)χ[0,y](t) + ϕ(t)χ(y,1)(t), t > 0. (6.14)

Since fy ∈ M0(Rn) and |suppfy|n = 1, inequality (6.12) holds for all
functions fy, y ∈ (0, y0). Inserting fy into (6.12), we obtain, for all y ∈
(0, y0),

LHS(6.12) = ‖t1/p−1/q b̃(t)f∗y (t)‖q,(0,1)

&
(∫ 1

y
t−1br(t)−rb(t1/n)r dt

)1/q

≈ (ln br(y)r)1/q. (6.15)

On the other hand, since ϕ is non-increasing on (0, 1),

‖fy‖p = ‖f∗y ‖p

≤
(∫ 1

0
ϕ(t)p dt

)1/p

≈
(∫ 1

0
t−1br(t)−p−rb(t1/n)r dt

)1/p

≈ br(1)−1 ≈ 1 for all y ∈ (0, y0). (6.16)
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Moreover, since also (f∗y (u)− f∗y (t))p = 0 when 0 < u < t ≤ y,

∥∥∥t−1/rb(t1/n)
(∫ t

0
(f∗y (u)− f∗y (t))p du

)1/p ∥∥∥
r,(0,1)

≤
(∫ 1

y
t−1b(t1/n)r

(∫ t

0
f∗y (u)p du

)r/p
dt
)1/r

.
(∫ 1

y
t−1b(t1/n)r

(∫ t

0
u−1br(u)−p−rb(u1/n)r du

)r/p
dt
)1/r

≈
(∫ 1

y
t−1b(t1/n)rbr(t)−r dt

)1/r

≈ (ln br(y)r)1/r. (6.17)

Thus, inserting fy into (6.12), we obtain, for all y ∈ (0, y0),

RHS(6.12) . (ln br(y)r)1/r.

Together with (6.15), this yields

(ln br(y)r)1/q . (ln br(y)r)1/r for all y ∈ (0, y0).

Since limy→0+ ln br(y)r = ∞ (cf. (2.4) and (3.1)), the last estimate can hold
only if q ≥ r.

(ii) Now we prove the necessity of the condition q ≥ r when 1 ≤ p ≤
q ≤ ∞ and 1 ≤ r < ∞. On the contrary, suppose that q < r. Hence,
1 ≤ p ≤ q < r < ∞.

¿From (6.12) and Remark 6.3, we arrive at

‖t1/p−1/q b̃(t)f∗(t)‖q,(0,1) .
∥∥∥t−1/rb(t1/n)

(∫ t

0
f∗(u)p du

)1/p∥∥∥
r,(0,1)

(6.18)

for all f ∈ M0(Rn) with |suppf |n ≤ 1. One can see that (6.18) remains
true if we omit the assumption |suppf |n ≤ 1. (Indeed, if f ∈M0(Rn), take
f1 := f∗(Vn| · |n)χ[0,1)(Vn| · |n). Consequently, f∗1 (t) = f(t) for all t ∈ (0, 1),
and |suppf1|n ≤ 1. Thus, applying (6.18) to f1, we obtain the result.) Let
g ∈M0(Rn) and f := |g|1/p. Then (6.18) yields

‖t1−p/q b̃(t)pg∗(t)‖q/p,(0,1) . ‖t−p/r+1b(t1/n)pg∗∗(t)‖r/p,(0,1) (6.19)

for all g ∈M0(Rn) (or even for any measurable function g on Rn). Equation
(6.19) implies that the inequality(∫ ∞

0
w(t)g∗(t)q/p dt

)p/q
.
(∫ ∞

0
v(t)g∗∗(t)r/p dt

)p/r
(6.20)
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holds for all measurable g on Rn, where, for all t ∈ (0,∞),

w(t) = tq/p−1br(t)qχ(0,1)(t) and v(t) = tr/p−1b(t1/n)rχ(0,1)(t)+χ[1,∞)(t).

By Proposition 6.4(i), with Q = q/p and P = r/p, inequality (6.20) holds
only if

∞ >

∫ 1

0

t
rq

(r−q)p supy∈[t,1) y
− rq

(r−q)p

( ∫ y
0 s

q
p
−1

br(s)q ds
) r

r−q( ∫ t
0 s

r
p
−1

b(s
1
n )r ds + t

r
p

( ∫ 1
t s−1b(s

1
n )r ds +

∫∞
1 s

− r
p ds

)) q
r−q

+2

×
∫ t

0
s

r
p
−1

b(s
1
n )r ds

∫ 1

t
s−1b(s

1
n )r ds t

r
p
−1

dt =: I.

However, choosing t0 ∈ (0, 1) in such a way that∫ 2

1
s−1b(s1/n)r ds ≤

∫ 1

t0

s−1b(s1/n)r ds

(which is possible, due to (2.4)), using assertion 7 of Lemma 2.2, (2.4) and
(3.1), we obtain

I &
∫ t0

0

br(t)
rq

r−q b(t1/n)r br(t)r t−1

(b(t1/n)r + br(t)r + p
r−p)

q
r−q

+2
dt

&
∫ t0

0
t−1b(t1/n)rbr(t)−r dt = ∞,

which is a contradiction. Consequently, q ≥ r.

(iii) Assume that 1 ≤ p ≤ q ≤ ∞ and r = ∞. Thus, we want to prove
that q = ∞. On the contrary, suppose that q < ∞. Hence, 1 ≤ p ≤ q < ∞.
Proceeding as in part (ii), instead of (6.20), the inequality(∫ ∞

0
w(t)g∗(t)q/p dt

)p/q
. ess sup

t∈(0,∞)

v(t)g∗∗(t) (6.21)

holds for all measurable g on Rn, where, for all t ∈ (0,∞),

w(t) = tq/p−1b∞(t)qχ(0,1)(t) and v(t) = t b(t1/n)pχ(0,1)(t)+`(t)χ[1,∞)(t).

In order to apply Proposition 6.5, consider the function given by (6.1).
By Lemma 6.1, assertion 2 of Lemma 2.2, (2.4) and (3.1), (6.8) holds. Let
ν be the measure given by (6.3). By Lemma 6.2, assumption (6.9) (with
Q = q/p) is satisfied. Consequently, inequality (6.21) holds only if

∞ >

∫ ∞

0
sup

s∈(t,∞)

∫ s
0 τ

q
p
−1

b∞(τ)qχ(0,1)(τ) dτ

s
q
p

dν(t) =: I.
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However, using that (− ln b∗∗∞(t))′ = −b∗∗∞(t)−1(b∗∗∞)′(t) for a.e. t ∈ (0, 1),
(2.4) and (3.1), we arrive at

I ≥
∫ 1

0

(
sup

s∈(t,1)
b∞(s)q

)
(−b∗∗∞(t)−q−1(b∗∗∞)′(t)) dt

≈
∫ 1

0
−b∗∗∞(t)−1(b∗∗∞)′(t) dt = ∞,

which is a contradiction. Consequently, q = ∞ = r.

(iv) Finally, we want to show that it is not possible to have 0 < q < p <
∞ and r = ∞.

By the necessity part of Theorem 3.1 proved in part (iii) (and applied
with q = p ), given c ∈ (0,∞), there exists f ∈ B0,b

p,∞ such that

‖t1/p−1/pb∞(t)f∗(t)‖p,(0,1) > c ‖f‖
B0,b

p,∞
.

As
Lloc

p,q;b∞ ↪→ Lloc
p,p;b∞ when 0 < q < p < ∞ (6.22)

(which can be proved analogously as in the case of Lorentz spaces), we see
that, for any c ∈ (0,∞), there exists f ∈ B0,b

p,∞ satisfying

‖t1/p−1/qb∞(t)f∗(t)‖q,(0,1) > c ‖f‖
B0,b

p,∞
.

However, this contradicts our assumption that (3.3) is valid for all f ∈ B0,b
p,r.
�

7 Proof of Theorem 3.2

In view of Theorem 3.1, the sufficiency of the condition that κ is bounded is
obvious. We are going to prove that this condition is also necessary. To this
end, suppose that (3.4) holds for all f ∈ B0,b

p,r. Together with Theorem 3.5(i)
(where we take ω(t) = t1/p−1/q b̃(t)κ(t)) and Remark 6.3, this implies that

‖t1/p−1/q b̃(t)κ(t)f∗y (t)‖q,(0,1) .
∥∥∥t−1/rb(t1/n)

(∫ t

0
f∗y (u)p du

)1/p∥∥∥
r,(0,1)

(7.1)

for all f ∈M0(Rn) such that |suppf |n ≤ 1.

(i) The case p ≤ q (that is, 1 ≤ p < ∞, 1 ≤ r ≤ q ≤ ∞ and
p ≤ q). For any y ∈ (0, 1), define fy(x) := χ[0,y)(Vn|x|n), x ∈ Rn. Hence,
f∗y (t) = χ[0,y)(t), t > 0. Since fy ∈ M0(Rn) and |suppfy|n ≤ 1 for all
y ∈ (0, 1), inequality (7.1) holds for all functions fy, y ∈ (0, 1). Inserting
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fy into (7.1) and using assertions 1, 7 and 6 of Lemma 2.2, we obtain, for
all y ∈ (0, 1),

LHS(7.1) ≥ κ(y) ‖t1/p−1/qbr(t)‖q,(0,y) ≈ κ(y) y1/p br(y)

and

RHS(7.1) .
∥∥∥t−1/rb(t1/n)

(∫ t

0
1 du

)1/p∥∥∥
r,(0,y)

+
∥∥∥t−1/rb(t1/n)

(∫ y

0
1 du

)1/p∥∥∥
r,(y,1)

. y1/p b(y1/n) + y1/p br(y) ≈ y1/p br(y),

which implies that κ is bounded.

(ii) The case q < p (that is, 1 ≤ r ≤ q < p < ∞). In particular, q and
r are finite. Consider the function g(t) := t−1/pbr(t)−2r−r/pb(t1/n)r/p, t ∈
(0, 1). By parts 1 and 7 of Lemma 2.2, the function t 7→ br(t)−2r−r/pb(t1/n)r/p,
t ∈ (0, 1), belongs to SV (0, 1). Thus, by Definition 2.1, there is ϕ ∈
M+

0 (0, 1; ↓) such that g ≈ ϕ on (0, 1). Put, for any y ∈ (0, 1),

fy(x) := ϕ(Vn|x|n)χ[0,y)(Vn|x|n), x ∈ Rn.

Hence,
f∗y (t) = ϕ(t)χ[0,y)(t), t > 0.

Since fy ∈ M0(Rn) and |suppfy|n ≤ 1, inequality (7.1) holds for all func-
tions fy, y ∈ (0, 1). Inserting fy into (7.1) and using the facts that
bq−2qr
r ∈ AC(0, 1), (br(t)q−2rq)′ = (2q − q

r ) t−1b(t1/n)rbr(t)q−2rq−r for a.e.
t ∈ (0, 1), (2.4) and (3.1), we obtain, for all y ∈ (0, 1),

LHS(7.1) ≈
(∫ y

0
t−1b(t1/n)rbr(t)q−r−2rqκ(t)q dt

)1/q
& κ(y)br(y)1−2r

and, similarly,

RHS(7.1) . ‖t−1/rb(t1/n)br(t)−2r‖r,(0,y) + ‖t−1/rb(t1/n)br(y)−2r‖r,(y,1)

. br(y)1−2r.

These estimates and (7.1) imply that κ is bounded. �

8 Proof of Theorem 3.3

We shall need the following assertion, which we call the “inverse Kolyada
inequality”.
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Proposition 8.1 (see [3, Prop. 3.5]) (i) Let f ∈ L1 and let F (x) :=
f∗(Vn|x|n), x ∈ Rn. Then, for all t > 0 and f ∈ L1,

ω1(F, t)1 . n

∫ tn

0
f∗(s) ds + (n− 1) t

∫ ∞

tn
f∗(s)s−1/n ds

= t
(∫ ∞

tn
s−1/n

∫ s

0
(f∗(u)− f∗(s)) du

ds

s

)
. (8.1)

(ii) Let 1 < p < ∞, f ∈ Lp and let F (x) = f∗∗(Vn|x|n), x ∈ Rn. Then,
for all t > 0 and f ∈ Lp,

ω1(F, t)p . t
(∫ ∞

tn
s−p/n

∫ s

0
(f∗(u)− f∗(s))p du

ds

s

)1/p
.

Proof of Theorem 3.3 Put A := B0,b
p,r. By Theorem 3.1 with q = ∞,

t1/pbr(t)f∗(t) . 1 for all t ∈ (0, 1) and f ∈ A with ‖f‖A ≤ 1. Therefore,

sup
‖f‖A≤1

f∗(t) . t
− 1

p br(t)−1 for all t ∈ (0, 1). (8.2)

On the other hand, consider, for y ∈ (0, 1/2), fy ∈ Lp(Rn) with f∗y =
χ[0,y). It is easy to see that, for all t > 0 and y ∈ (0, 1/2),

t
(∫ ∞

tn
s−p/n

∫ s

0
(f∗y (u)− f∗y (s))p du

ds

s

)1/p
≈ min{y1/p, t y1/p−1/n}. (8.3)

Defining

Fy(x) :=
{

f∗∗y (Vn|x|n) if 1 < p < ∞
f∗y (Vn|x|n) if p = 1

, x ∈ Rn,

using Proposition 8.1, (8.3), assertions 6 and 7 of Lemma 2.2, and hypothesis
(2.4), we obtain

‖Fy‖A = ‖Fy‖p + ‖t−
1
r b(t) ω1(Fy, t)p‖r,(0,1)

. y
1
p + ‖t−

1
r b(t) min{y

1
p , t y

1
p
− 1

n }‖r,(0,1)

≤ y
1
p + y

1
p
− 1

n ‖t1−
1
r b(t)‖r,(0,y1/n) + y

1
p ‖t−

1
r b(t)‖r,(y1/n,1)

≈ y
1
p (1 + b(y

1
n ) + ‖t−

1
r b(t)‖r,(y1/n,1))

. y
1
p ‖t−

1
r b(t)‖r,(y1/n,2)

for all small enough y. Consequently, for all such y,∥∥ y
− 1

p ‖t−
1
r b(t)‖−1

r,(y1/n,2)
Fy

∥∥
A

. 1.
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Together with the inequality F ∗∗
y ≥ f∗y = χ[0,y), this implies that

sup
‖f‖A≤1

f∗(t) & y
− 1

p ‖s−
1
r b(s)‖−1

r,(y1/n,2)
χ[0,y)(t)

for all t > 0 and y ∈ (0, y0), say (for some y0 appropriately chosen in
(0, 1/2)). Thus, taking y = 2t for every t ∈ (0, y0/2) and using changes of
variables, (2.4), (3.1) and assertion 5 of Lemma 2.2, we obtain

sup
‖f‖A≤1

f∗(t) & t
− 1

p ‖s−
1
r b(s)‖−1

r,((2t)1/n,2)

≈ t
− 1

p br(t)−1 for all t small enough.

Together with (8.2), this results in

sup
‖f‖A≤1

f∗(t) ≈ t
− 1

p br(t)−1 for all small t > 0. (8.4)

Since limt→0+ t
− 1

p br(t)−1 = ∞ (cf. assertion 2 of Lemma 2.2), the first
consequence of (8.4) is that A 6↪→ L∞. Further, as

h(t) :=
∫ 2

t
s−1/p−1br(s)−1 ds, t ∈ (0, 1),

is a positive, non-increasing and continuous function equivalent to t
− 1

p br(t)−1

on (0, 1) (cf. Remark 3.4), (8.4) also shows that h(t) is a growth envelope
function of the space A = B0,b

p,r.
To calculate the fine index (cf. Definition 2.6), consider the function

H(t) := − lnh(t), t ∈ (0, 1). Since

H ′(t) = −h′(t)
h(t)

= − −t
− 1

p
−1

br(t)−1∫ 2
t s−1/p−1br(s)−1 ds

≈ 1
t

for a.e. t ∈ (0, 1),

(8.5)
we obtain dµH(t) = H ′(t) dt ≈ 1

t dt on (0, 1). Thus, applying the “if” part
of Theorem 3.1 with q ∈ [max{p, r},∞], we get(∫ 1

0

(f∗(t)
h(t)

)q
dµH(t)

)1/q

≈
(∫ 1

0
t

q
p
−1

br(t)q f∗(t)q dt
)1/q

. ‖f‖A for all f ∈ A (8.6)

(with the usual modification when q = ∞).
It remains to show that (8.6) cannot hold for q ∈ (0,max{p, r}).
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(i) The case p ≤ q < r. The result follows from Theorem 3.1.

(ii) The case q < p < r. By part (i) applied to p = q < r, we get that
the inequality(∫ 1

0
(t1/p br(t) f∗(t))p dt

t

)1/p
. ‖f‖A cannot hold for all f ∈ A.

Since also, by the monotonicity of Lorentz-Karamata spaces (cf. (6.22)),(∫ 1

0
(t1/p br(t) f∗(t))p dt

t

)1/p
.
(∫ 1

0
(t1/p br(t) f∗(t))q dt

t

)1/q

for all f ∈ M+
0 (Rn) if q < p, estimate (8.6) cannot hold in the considered

case.

(iii) The case q < r ≤ p. By Theorem 3.1, the inequality(∫ 1

0
t

q
p
−1

br(t)
q−r+ rq

p b(t
1
n )r− rq

p f∗(t)q dt
)1/q

. ‖f‖A

cannot hold for all f ∈ A. Since, by assertion 7 of Lemma 2.2,

br(t)
−r+ rq

p b(t
1
n )r− rq

p . 1 for all t ∈ (0, 1),

estimate (8.6) also cannot hold.

(iv) The case r ≤ q < p. If (8.6) would hold, then, by Theorem 3.5(i)
and Remark 6.3,

‖t1/p−1/qbr(t)f∗(t)‖q,(0,1) .
∥∥∥t−1/rb(t1/n)

(∫ t

0
f∗(u)p du

)1/p∥∥∥
r,(0,1)

for all f ∈ M0(Rn) with |suppf |n ≤ 1. Following the idea to arrive from
(6.18) to (6.20), we see that estimate (6.20) would also hold for all measur-
able functions g on Rn, where now

w(t) = tq/p−1br(t)qχ(0,1)(t)

and
v(t) = tr/p−1b(t1/n)rχ(0,1)(t) + t−1χ[1,∞)(t).

for all t ∈ (0,∞). By Proposition 6.4(ii) (with Q = q/p and P = r/p ),
inequality (6.20) would be satisfied only if

∞ > sup
t∈(0,1)

( ∫ t
0 s

q
p
−1

br(s)q ds
) p

q + t
( ∫ 1

t s
q
p

q
p−q br(s)

q q
p−q s

q
p
−1

br(s)qs
− q

p−q ds
) p−q

q( ∫ t
0 s

r
p
−1

b(s
1
n )r ds + t

r
p

( ∫ 1
t s−1b(s

1
n )r ds +

∫∞
1 s

− r
p s−1 ds

)) p
r

=: sup
t∈(0,1)

I.
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Using assertions 1, 6 and 7 of Lemma 2.2, (2.4) and (3.1), we obtain, for all
t ∈ (0, 1), that

I &
t br(t)p + t

( ∫ 1
t s−1 br(s)

pq
p−q ds

) p−q
q

t (b(t
1
n )r + br(t)r + 1)

p
r

&

( ∫ 1
t s−1 br(s)

pq
p−q ds

) p−q
q

br(t)p

=

(∫ 1
t s−1 br(s)

pq
p−q ds

br(t)
pq

p−q

) p−q
q

.

However, by part 8 of Lemma 2.2, the last fraction is unbounded on some
interval (0, t0), t0 > 0. Hence, (6.20), and consequently (8.6), cannot hold.

�
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