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Abstract

In this paper, we discuss the numerical methods for a class of convex boundary

control problems. The boundary element method is applied for the approximations

of the problems. The a posteriori error estimators for the boundary element approxi-

mations are presented, which can be applied as the indicators of the adaptive mesh

refinement of the related boundary element methods.

1. Introduction

In this paper, we consider the numerical methods for the boundary control prob-
lem governed by the elliptic partial differential equations. It is described as follows:
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(1.1)

subject to

−∆y = 0 in Ω (1.2)

y = Bu on ∂Ω.

Note that the control is applied only on the boundary of domain, and the objective
functional is also only defined by the boundary information of the control and state.
It is reasonable to use the boundary element method instead of the finite element
method to make the numerical approximation for above boundary control problem.

Although the boundary element method and adaptive boundary element method
are useful methods for the numerical approximations of the partial differential equa-
tions and have been investigated deeply (see, e.g., [8], [9] and [15], for more details),
there are only a few work on the boundary element methods for the optimal control
problem governed by partial differential equations (see, e.g., [13]), where the a priori
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error estimates are presented. While there are many work on a priori and a poste-
riori error estimates of the finite element method for the optimal control problem
governed by partial differential equations (see, e.g., [10], [12]), and some related work
on the optimal control problem governed by integral equations (see, e.g., [4]).

In this paper, we provide the boundary element scheme for the the boundary
control problem (1.1)-(1.2). The a posteriori error estimate are presented, which can
be used as the indicator for the adaptive mesh refinement of the boundary element
methods. Note that in this scheme, the control u only belongs to L2(∂Ω), then the
condition of smooth boundary instead of piecewise Lipschitz boundary is required.
This restricts the application of the scheme, and more research should be completed
to extend the related results to more practical cases. The techniques on residual
type a posteriori error estimates for boundary element methods on partial differential
equations (see, e.g., [5]) are applied in this paper. But to our best knowledge, this
kind of a posteriori error estimates for boundary element methods on boundary
control problems is new.

The plan of the paper is as follows. In Section 2, the model problem of the
boundary control problem governed by elliptic partial differential equations is de-
scribed, and the boundary element scheme is presented for the model problem. Then
the a posteriori error estimates for the boundary element method are discussed in
Section 3.

2. Boundary control problem and boundary element scheme

Let Ω be a bounded open set in R2 with smooth (C∞) boundary ∂Ω. We adopt
the standard notation Wm,q(Ω) for Sobolev spaces on Ω with norm ‖ · ‖m,q,Ω and
semi-norm | · |m,q,Ω. We denote Wm,2(Ω) by Hm(Ω), with norm ‖ · ‖m,Ω and semi-
norm | · |m,Ω. In addition, c and C denote generic positive constants which can be
different in different places.

Let us consider the convex boundary control problem governed by elliptic partial
differential equation:

min
u∈Λ
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−1,∂Ω

+
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‖u‖20,∂Ω

}

(2.1)

subject to

−∆y = 0 in Ω,

y = Bu on ∂Ω, (2.2)

where B is a linear operator from L2(∂Ω) to L2(∂Ω), q0 ∈ H−1(∂Ω) is a given
function, Λ is a convex subset in the space U := L2(∂Ω), Ω ⊂ R2 is a bounded
domain, n is the outward normal of ∂Ω. In this paper, let

Λ = {v ∈ L2(∂Ω) : v ≥ β},
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where β is a constant. Above boundary control problem (2.1)-(2.2) was discussed
in page 77 of [11]. Because we only can apply Bu on the boundary by the control

u ∈ L2(∂Ω), we have y ∈ H
1

2 (Ω) and ∂y

∂n
∈ H−1(∂Ω). The related regularity can be

found in [11].
Let γ(·, ·) be the fundamental solution of equation (2.2), such that

γ(x, y) =
1

2π
log |x− y|.

Moreover, set

V φ(z) = −2

∫

∂Ω

φ(x)γ(z, x)dsx,

Kφ(z) = −2

∫

∂Ω

φ(x)
∂

∂nx

γ(z, x)dsx,

K ′φ(z) = −2

∫

∂Ω

φ(x)
∂

∂nz

γ(z, x)dsx.

Then it is well known (see e.g. [7]) that

V : H−
1

2 (∂Ω) → H
1

2 (∂Ω), (2.3)

K : H
1

2 (∂Ω) → H
1

2 (∂Ω), (2.4)

K ′ : H−
1

2 (∂Ω) → H−
1

2 (∂Ω) (2.5)

are linear and continuous, K ′ is the dual of K, and V is symmetric.
Setting q = ∂y

∂n
, the equation (2.2) can be rewritten to the boundary integral

equation:
V q(z) = KBu(z) +Bu(z) z ∈ ∂Ω. (2.6)

Similar to (2.3), we have V : H−1(∂Ω) → L2(∂Ω). Then, noting that V q, KBu,
Bu ∈ L2(∂Ω), the equation (2.6) can be rewritten to the standard Galerkin formu-
lation:

(V q, φ) = (KBu, φ) + (Bu, φ) ∀φ ∈ L2(∂Ω).

Moreover, we can use ‖V (q−q0)‖
2
0,Ω to replace ‖q−q0‖

2
−1,∂Ω = ‖ ∂y

∂n
−q0‖

2
−1,∂Ω in (2.1).

Therefore, the control problem (2.1)-(2.2) can be rewritten to

min
u∈Λ

{
1

2
‖V (q − q0)‖

2
0,∂Ω +

α

2
‖u‖20,∂Ω} (2.7)

subject to
(V q, φ) = (KBu, φ) + (Bu, φ) ∀φ ∈ L2(∂Ω), (2.8)

where (·, ·) presents the inner product in L2(∂Ω).
Using the standard method in [11], it can be proven that the problem (2.7)-(2.8)

has a solution (q, u) ∈ H−1(∂Ω) × L2(∂Ω), and that the pair (q, u) is a solution
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of (2.7)-(2.8) if and only if there exists a co-state p ∈ L2(∂Ω) such that the triple
(q, p, u) satisfies the optimality condition:

(V q, φ) = (KBu, φ) + (Bu, φ) ∀φ ∈ L2(∂Ω) (2.9)

(p, V ψ) = (V (q − q0), V ψ) ∀ψ ∈ H−1(∂Ω) (2.10)

(αu+B∗K ′p+B∗p, v − u) ≥ 0 ∀v ∈ Λ ⊂ L2(∂Ω), (2.11)

where B∗ is the adjoint operator of B.
Next, let us consider the boundary element approximation of the control prob-

lem (2.7) and (2.8).
Let T h be a partitioning of ∂Ω into disjoint segmental arc τ , so that ∂Ω =

⋃

τ∈Th τ̄ .
Set W h ⊂ H1(∂Ω) to be a finite-dimensional subspace related on the partition T h,
such that χ|τ are polynomials of order m (m ≥ 1) for all χ ∈ W h and τ ∈ T h (see,
i.e., [15] and [16]). It is easy to see that W h ⊂ H1(∂Ω) ⊂ L2(∂Ω) ⊂ H−1(∂Ω).

Similarly, let T h
U be a partitioning of ∂Ω into disjoint segmental arc τU , so that

∂Ω =
⋃

τU∈Th

U

τ̄U . Again, set U
h ⊂ L2(∂Ω) to be another finite-dimensional subspace

related on the partition T h
U , such that χ|τU are polynomials of order m (m ≥ 0) for

all χ ∈ Uh and τU ∈ T h
U . Note that there is no continuity requirement for Uh. It is

easy to see that Uh ⊂ U = L2(∂Ω).
Let hτ (hτU ) denote the maximum length of the element τ (τU ) in T

h (T h
U ). Let

h = maxτ∈Th hτ (hU = maxτU∈Th

U

hτU ). Let Λ
h = Λ ∩ Uh be a close convex set. Note

that the regularity of the optimal control u is limited. It is only in H1(∂Ω) in general,
because of the structure of Λ and the inequality (2.11). Therefore, there will be no
advantage in considering higher-order finite element spaces for Uh. We only consider
the piecewise linear and piecewise constant finite element spaces forW h and Uh, i.e.,
W h = {w ∈ H1(∂Ω) : w|τ ∈ P1} and Uh = {w ∈ L2(∂Ω) : w|τU ∈ P0} in this paper,
where P1 denotes the linear function space, and P0 denotes the 0-order polynomial
space.

Using above boundary element space, the boundary element approximation of
the control problem (2.7) and (2.8) is defined by

min
uh∈Λ

h

{

1

2
‖V (qh − q0)‖

2
0,∂Ω +

α

2
‖uh‖

2
0,∂Ω

}

(2.12)

subject to
(V qh, φh) = (KBuh, φh) + (Buh, φh) ∀φh ∈ W h. (2.13)

Similar to the continuous problem (2.7)-(2.8), the control problem (2.12)-(2.13) has
a solution (qh, uh), and that a pair (qh, uh) is a solution of (2.12)-(2.13) if and only if
there exists a co-state ph ∈ V h such that the triple (qh, ph, uh) satisfies the following
optimality conditions:

(V qh, φh) = (KBuh, φh) + (Buh, φh) ∀φh ∈ W h ⊂ L2(∂Ω) (2.14)

(ph, V ψh) = (V (qh − q0), V ψh) ∀ψh ∈ W h ⊂ H−1(∂Ω) (2.15)

(αuh +B∗K ′ph +B∗ph, vh − uh) ≥ 0 ∀vh ∈ Λh ⊂ Λ ⊂ U = L2(∂Ω). (2.16)
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3. A posteriori error analysis

In this section, we will discuss the a posteriori error estimates of the boundary
element methods provided in the last section. In order to do it, let us divide ∂Ω into
three subdomains:

∂Ω− := {x ∈ ∂Ω : (B∗K ′ph +B∗ph)(x) ≤ −αβ},

∂Ω+ : {x ∈ ∂Ω : (B∗K ′ph +B∗ph)(x) > −αβ, uh > β},

∂Ω0 : {x ∈ ∂Ω : (B∗K ′ph +B∗ph)(x) > −αβ, uh = β}.

Then we have the following a posteriori error estimates:

Theorem 3.1. Let (y, p, u) and (yh, ph, uh) be the solutions of the systems
(2.9)–(2.11) and (2.14)–(2.16), respectively. Then,

‖q − qh‖
2
−1,∂Ω + ‖p− ph‖

2
0,∂Ω + ‖u− uh‖

2
0,∂Ω ≤ C(η21 + η22 + η23), (3.1)

where

η21 = ‖B∗K ′ph +B∗ph + αuh‖
2
0,∂Ω−∪∂Ω+ ,

η22 = ‖V qh −KBuh −Buh‖
2
0,∂Ω,

η23 = ‖ph − V (qh − q0)‖
2
0,∂Ω.

Proof. Let q(uh) and p(uh) be the solutions of the auxiliary equations:

(V q(uh), φ) = (KBuh, φ) + (Buh, φ) ∀φ ∈ L2(∂Ω) (3.2)

(p(uh), V ψ) = (V (q(uh)− q0), V ψ) ∀ψ ∈ H−1(∂Ω). (3.3)

It follows from (2.11) that

α‖u− uh‖
2
0,∂Ω =(αu, u− uh)− (αuh, u− uh)

≤− (B∗K ′p+B∗p, u− uh)− α(uh, u− uh)

=(B∗K ′(p− p(uh)), uh − u) + (B∗(p− p(uh)), uh − u) (3.4)

+ (B∗K ′(p(uh)− ph), uh − u) + (B∗(p(uh)− ph), uh − u)

+ (B∗K ′ph +B∗ph + αuh, uh − u).

It follows from (2.9)-(2.10) and (3.2)-(3.3) that

(B∗K ′(p− p(uh)), uh − u) + (B∗(p− p(uh)), uh − u)

= (B∗K ′(p− p(uh)) +B∗(p− p(uh)), uh − u)

= (p− p(uh), KB(uh − u) +B(uh − u))

= (V (q(uh)− q), p− p(uh)) = (p− p(uh), V (q(uh)− q)) (3.5)

= (V (q − q0), V (q(uh)− q))− (V (q(uh)− q0), V (q(uh)− q))

= (V (q − q(uh)), V (q(uh)− q)) ≤ 0.
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Hence, (3.4) and (3.5) imply that

α‖u−uh‖
2
0,∂Ω ≤ C‖p(uh)−ph‖0,∂Ω‖u−uh‖0,∂Ω+(B∗K ′ph+B

∗ph+αuh, uh−u). (3.6)

Note that

(B∗K ′ph +B∗ph + αuh, uh − u) =

∫

∂Ω−∪∂Ω+

(B∗K ′ph +B∗ph + αuh)(uh − u)

+

∫

∂Ω0

(B∗K ′ph +B∗ph + αuh)(uh − u), (3.7)

and
∫

∂Ω−∪∂Ω+

(B∗K ′ph+B
∗ph+αuh)(uh−u) ≤ ‖B∗K ′ph+B

∗ph+αuh‖0,∂Ω−∪∂Ω+‖u−uh‖∂Ω.

(3.8)
Moreover, note that B∗K ′ph + B∗ph + αβ > 0 and uh = β on ∂Ω0, and u ≥ β on
whole ∂Ω. We have that
∫

∂Ω0

(B∗K ′ph+B
∗ph+αuh)(uh−u) =

∫

∂Ω0

(B∗K ′ph+B
∗ph+αβ)(β−u) ≤ 0. (3.9)

Summing up, it follows from (3.7)-(3.9) that

(B∗K ′ph +B∗ph + αuh, uh − u) ≤ ‖B∗K ′ph +B∗ph + αuh‖0,∂Ω−∪∂Ω+‖u− uh‖∂Ω

= η1‖u− uh‖∂Ω. (3.10)

Thus, (3.6) and (3.10) lead to

‖u− uh‖0,∂Ω ≤ C‖p(uh)− ph‖0,∂Ω + Cη1. (3.11)

Next, let us consider the estimate of ‖p(uh) − ph‖0,∂Ω. Let V ψ = ph − p(uh). It
follows from (2.15) and (3.3) that

‖ph − p(uh)‖
2
0,∂Ω = (ph − p(uh), V ψ) = (V (ph − p(uh)), ψ)

= (V ph, ψ)− (V (q(uh)− q0), V ψ)

= (ph − V (qh − q0), V ψ) + (V (qh − q(uh)), V ψ)

≤ (‖ph − V (qh − q0)‖0,∂Ω + ‖V (qh − q(uh))‖0,∂Ω)‖V ψ‖0,∂Ω

= (η3 + ‖V (qh − q(uh))‖0,∂Ω)‖ph − p(uh)‖0,∂Ω.

Then, we have that

‖ph − p(uh)‖0,∂Ω ≤ (η3 + ‖V (qh − q(uh))‖0,∂Ω). (3.12)

Similarly, let φ = V (qh − q(uh)). It follows from (2.14) and (3.2) that

‖V (qh − q(uh))‖
2
0,∂Ω = (V (qh − q(uh)), φ)

= (V qh, φ)− (KBuh − Buh, φ)

≤ ‖V qh −KBuh +Buh‖0,∂Ω‖φ‖0,∂Ω

= η2‖V (qh − q(uh))‖0,∂Ω,
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and hence,
‖V (qh − q(uh))‖0,∂Ω ≤ η2. (3.13)

It can be deduced from (3.12) and (3.13) that

‖ph − p(uh)‖
2
0,∂Ω + ‖V (qh − q(uh))‖

2
0,∂Ω ≤ C(η22 + η23). (3.14)

Then, (3.11) and (3.14) lead to

‖u− uh‖
2
0,∂Ω ≤ C(η21 + η22 + η23). (3.15)

Let V ψ = p− p(uh). It follows from (2.10) and (3.3) that

‖p− p(uh)‖
2
0,∂Ω = (p− p(uh), V ψ) = (V (q − q(uh)), V ψ)

≤ ‖V (q − q(uh))‖0,∂Ω‖V ψ‖0,∂Ω (3.16)

= ‖V (q − q(uh))‖0,∂Ω‖p− p(uh)‖0,∂Ω.

Similarly, let φ = V (q − q(uh)). It can be deduced from (2.9) and (3.2) that

‖V (q − q(uh))‖
2
0,∂Ω = (V (q − q(uh)), φ) = (KB(u− uh) +B(u− uh), φ)

≤ ‖KB(u− uh) +B(u− uh)‖0,∂Ω‖φ‖0,∂Ω (3.17)

≤ C‖u− uh‖0,∂Ω‖V (q − q(uh))‖0,∂Ω.

Then (3.16) and (3.17) imply that

‖p− p(uh)‖0,∂Ω ≤ ‖V (q − q(uh))‖0,∂Ω ≤ C‖u− uh‖0,∂Ω. (3.18)

Moreover, note that

‖qh − q‖−1,∂Ω ≤ ‖qh − q(uh)‖−1,∂Ω + ‖q(uh)− q‖−1,∂Ω, (3.19)

‖ph − p‖0,∂Ω ≤ ‖ph − p(uh)‖0,∂Ω + ‖p(uh)− p‖0,∂Ω. (3.20)

Therefore, it follows from (3.14)-(3.15) and (3.18)-(3.20) that

‖ph − p‖20,∂Ω + ‖V (qh − q)‖20,∂Ω ≤ C(η21 + η22 + η23). (3.21)

Then, (3.1) is the direct result of (3.15) and (3.21).
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