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Abstrakt: Tato prace shrnuje soucasné znalosti z oblasti diskrétnich principu
maxima pro linedrni eliptické parcidlni diferencialni rovnice feSené metodou ko-
dami vyssich fadu presnosti. Cilem bylo podat uceleny piehled o této problema-
tice. Duraz byl kladen na jednotny styl. Prace je budovana hierarchicky. Nej-
diive je zavedena jednotné obecné teorie, ze které se nasledné odvozuji specifické
vysledky. Kromé piehledu znamych vysledktu préce obsahuje také fadu novych
zobecnéni a nékolik ptivodnich vysledkta autora.
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Abstract: This thesis surveys the current knowledge from the field of the discrete
maximum principles for linear elliptic partial differential equations solved by the
finite element method. It deals with the standard lowest-order methods as well as
with the methods of higher order of accuracy. The aim is to give a comprehensive
overview of this topic. Emphasis is placed on a unified style. The thesis has
a hierarchical structure. First, a general theory is introduced and subsequently
specific results are derived. In addition to the survey of known results, the thesis
also contains many new generalizations and several original results of the author.
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CHAPTER
ONE

Introduction

The maximum principle is a remarkable feature of various differential equations
and inequalities. We can derive it for linear as well as for certain nonlinear
problems. It is best known and analyzed in the context of the second order
partial differential equations of elliptic and parabolic types. However, it is not
only a mathematical statement, the maximum principle reflects in the nature
through certain properties of specific physical fields. For example, quantities like
temperature, concentration, pressure, density, etc. possess naturally nonnegative
values. Interestingly, thanks to the validity of the maximum principle, solutions
of the corresponding mathematical models possess nonnegative values, too.

The maximum principle is known and studied from the very beginning of the
development of the differential equations. It was already known to Gauss in 1839.
Modern studies of the maximum principle were initiated by the pioneering work
of Eberhard Hopf [40] in 1927. Monographs [65] and [35] from the second half of
the 20th century are now considered as classical. From the recent texts on this
topic, we can recommend [33] and [66].

Concerning the numerics, it is natural to attempt a construction of such nu-
merical methods that reflect the natural property of the maximum principle even
on the discrete level. Thus, we speak about the discrete mazimum principle
(DMP) or equivalently about a monotone numerical method. The first numerical
method, where the DMP was studied, was the finite difference method. Papers
[4, 5, 15, 16, 79|, etc. present the first DMP results in this context. These results
were later generalized to the finite element method, see for example 18, 22, 70, 77],
etc.

The proofs of the DMP are based on monotone matrices and mostly on the
theory of M-matrices. Monograph 78] is fundamental and pioneering in this field.
However, the more modern books [3, 32] can be recommended as well.

The goal of this thesis is to present a more or less complete survey of the DMP



results for the linear second-order elliptic partial differential equations discretized
by the lowest-order and the higher-order finite element methods. The DMP for
the lowest-order finite elements is quite well understood, it is studied for several
decades and many results have been already published. Therefore, the aim of this
thesis is to survey these results and present them in a unified way. Nevertheless,
the style of the presentation, the general theoretical framework, as well as several
results are original.

On the other hand, the situation for the higher-order finite elements is much
less clear. The literature is scarce and the results are mostly negative [39]. How-
ever, at least for simple problems certain positive results are possible and this
thesis presents mostly the author’s original contributions to this field.

Certainly, the DMP for linear elliptic problems discretized by the finite el-
ement method is not the only topic of interest. There exists a variety of re-
sults for nonlinear problems [43, 44, 45|, etc., and for the parabolic problems
|27, 28, 29, 30, 31, 34, 41, 75, 81, 82|, etc. Other numerical methods like the finite
differences [4, 5, 15, 16, 79], the finite volumes [11, 62], mixed methods [26, 60|,
the collocation methods [85], etc. are analyzed as well. There are also approaches,
where special methods are constructed such that the resulting numerical scheme
always yields the DMP, see e.g. [13, 84]. In addition, the validity of the DMP
is connected to the stability of the finite element method and to the L*° error
estimates [2, 70]. The problem of the DMP can also be handled by the theory of
reproducing kernels [1]. However, in this thesis we will not address these topics
and we will concentrate on the linear elliptic problems discretized by the finite
element method only.

The thesis is organized as follows. After this introductory chapter we proceed
with Chapter 2, where we briefly discuss the maximum principle for linear second-
order elliptic problems. We define the problem, state the maximum principle, its
equivalent variants, and introduce the Green’s function. Chapter 3 is devoted to
the general theory of the DMP in the finite element method. First, the finite ele-
ment method is recalled, the DMP and the discrete Green’s function (DGF) are
defined, and the relationship between the DMP and the DGF is proved. A special
attention is paid to the treatment of nonhomogeneous Dirichlet boundary condi-
tions. Chapters 4 and 5 form the core parts of the thesis. Chapter 4 surveys the
DMP results for the lowest-order finite elements. We introduce the fundamental
theoretical framework and treat the one-dimensional case separately. From the
variety of possible geometric types of finite elements in higher dimension we treat
the simplicial elements, the block finite elements (Cartesian products of inter-
vals), and the right-triangular prisms. Chapter 5 concerns the higher-order finite
elements. We present several theoretical one-dimensional results and a variety
of two-dimensional numerical experiments. Most of the original results are re-
produced from publications of the author and his co-authors. The most relevant



1.1. LIST OF NOTATION

author’s papers are attached as Appendices B—I, see also the list at the very end
of the thesis. Herewith I declare that my share in these publications and the

share of my co-authors is approximately equal.

1.1

Within the thesis we use the standard mathematical notation. In order to increase
the readability we denote the vectors in bold. For the reader’s convenience we
present a list of used mathematical symbols which are not explained within the

thesis.

Rd

measy
a.a.
a.e.
ess sup

essinf

C

List of notation

set of real numbers

d-dimensional Euclidean space

subset (or subspace)

union

intersection

closure of the set Q C R?

absolute value

Euclidean scalar (dot) product of vectors a and b
transposed matrix (or vector)

implication

equivalence

divergence, divq = 0¢1/0x1 + - -+ + 0qq/0x4
gradient, Vu = (0u/0xy,...,0u/0zy)"

Laplace operator, Au = 0*u/0x% + - - - + 0%u/0z?

d-dimensional Lebesgue measure (often abbreviated as meas)

almost all (up to a set of zero measure)

almost everywhere (up to a set of zero measure)

essential supremum, esssupu = inf {p € R : meas{x : u(x) > o} =0}

essential infimum, essinfu = sup {p € R : meas{x : u(x) < o} = 0}

positive generic constant

(it may have different values in different occurrences)



CHAPTER
TWO

Maximum principles for elliptic problems

The main purpose of this chapter is to present the studied elliptic problem and
to introduce the notation, essential hypotheses, and definitions. Naturally, we
stress the maximum principle. We point out its variants and relationships among
them.

First, we formulate the general diffusion-convection-reaction linear elliptic
problem with mixed boundary conditions of Dirichlet, Neumann, and Newton
(often called Robin) type. We present the classical (strong) formulation of this
problem and then we concentrate on its weak formulation. The emphasis on the
weak formulation is clearly motivated by the subsequent discretization by the
finite element method.

We have made an attempt to explicitly formulate all assumptions needed for
the well posedness of the weak formulation. The reason is the self-consistency of
the text and mainly the fact that these assumptions are also fundamental for the
maximum principle.

Subsequently, we present the maximum principle and its variants — the mini-
mum principle, the conservation of nonnegativity, and the comparison principle.
The equivalence of all these variants is proved. Although the maximum principles
in the classical and in the weak form are essentially the same, we present these
two forms separately. The reason is the fundamental difference in the proofs of
the maximum principle.

This chapter is concluded by a section devoted to the Green’s function. We
show the fundamental statement that the nonnegativity of the Green’s function
is equivalent with the validity of the maximum principle. A discrete analogy of
this statement is a core result we build upon in the subsequent chapters, where
the discrete maximum principle is analyzed.

The results presented in this chapter are mostly well known and they can
be found in many textbooks. We used mainly the monographs [53, 54, 61| as a

6



2.1. LINEAR SECOND-ORDER ELLIPTIC PROBLEMS 7

source for the elliptic problems, the books [35, 65| for the maximum principles,
and publications [19, 37, 55, 59, 73] for the Green’s function.
2.1 Linear second-order elliptic problems

Let us consider a linear second-order elliptic problem of finding v € C*(Q)NC?()
such that

—div(AVu) +b-Vu+cu=f in(, (2.1)
U =gp oOn FD7
au+ (AVu)-n =gy on Iy, (2.3)

where Q C R? d € {1,2,...}, is a bounded domain with Lipschitz boundary, n is
the unit outer normal to the boundary 052, the sets I'p and ['y are relatively open
in 092, disjoint, and T'p UTx = 0€2. We remind that a subset I' C 992 is relatively
open if for every @ € I' there exists a ball B such that ® € B and BNoQ C T,
The sets I'p and I'y are assumed to have a finite number of components and
Lipschitz boundary relative to 9€2. The matrix of diffusivities A(x) € R4, the
vector of convection b(x) € RY, the scalar reaction coefficient c(x) € R, and the
right-hand side f(x) € R are in general functions of & € , gp(s) is a function of
s € I'p, and «a(s) € R, gn(s) € R, A(s), b(s) are functions of s € I'y. Further,
we assume that

1 1
c—§divb20 in Q and a+§b~n20 on I'y (2.4)

and that the matrix A is uniformly positive definite, i.e. there exists Ay > 0
such that
(A(@)€) - € > Aunl€[*, VEER?, VE €Q, (2.5)

where Apin > 0 and [£] = (& - €)'/? stands for the Euclidean norm of & € R?.
In general, we consider matrix A as nonsymmetric. Problem (2.1)—(2.3) is well-
posed in the classical sense under additional smoothness assumptions on the data
and on the domain. However, we will not specify these assumptions here, since
we will concentrate on the concept of weak solutions.

2.2 Weak solution

The weak formulation of problem (2.1)—(2.3) is naturally stated in the framework
of the Sobolev space H'(Q) of square integrable functions whose distributional
derivatives are square integrable as well. The norm in H'(2) is denoted by [|-||, -
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Similarly the norm in the Lebesgue space L*() is denoted by |[|-[|o - Sometimes,
if there is no danger of confusion, we write simply ||-||, or ||-||, for these norms.

Before we introduce the weak formulation, let us recall the fundamental prop-
erties of functions from the Sobolev space H'()). First, the trace theorem states
that there exists unique linear continuous operator v : H'(Q) — L*(9) such
that vz = z|sq for all z € C*(Q). The function yv € L2(99) is called a trace of
v € HY(Q). For simplicity, we will write v instead of yv in what follows. In fact,
the trace theorem states that there exists a constant C' > 0 such that

[Wllgp0 < Cllvllig Vv e HY(Q). (2.6)

The second fundamental property is the following Friedrichs’ inequality
lolia < C (1ol +llellyr) Vo€ H'(9), 2.7)

where C is a positive constant and I" # () is a relatively open subset of 9Q. The
final fundamental property we will need is the following variant of the Friedrichs’
inequality

oo < € (IVolg +llellys) o€ B (@), (2.8)

where B C 2 is a ball. Notice that we do not consider the empty set as a ball.
The proofs of these properties can be found for example in [20] and [61].
In order to introduce the weak formulation of problem (2.1)—(2.3), we assume
A € [L®(Q)]™4 b € [L®(Q)]?, divh € L®(Q), c € L®(Q), f € L*Q), gp €
L*(Tp), gn € L*(I'x), and o € L*(I'y). Further, we consider the so-called
Dirichlet lift of gp, i.e. let gp € H'(Q) be a function with traces on I'p equal
to gp. Without a danger of confusion we denote the Dirichlet lift gp also by
gp. Further, we assume conditions (2.4) to be satisfied a.e. in © and a.e. on I'y,
respectively, and the uniform positive definiteness (2.5) for a.a. € €. Finally,
let
V ={ve H(Q):v=0onTp in the sense of traces}. (2.9)

We say that u € H'(Q) is a weak solution of (2.1)—(2.3) if u = u® + gp, where
u’ € V and
a(u’,v) = F(v) —algp,v) Yo €V, (2.10)

where

a(u,v) = /Q[(AVU) -Vu+ (b Vu)v + cuv] dx +/F auvds, (2.11)

N

]—"(v):/vadaz—k/F gnvds. (2.12)



2.2. WEAK SOLUTION 9

It is easy to verify that the boundedness of the coefficients A, b, ¢ and the
trace theorem (2.6) imply the continuity of the bilinear form a, i.e. there exists a
contant C' > 0 such that

a(u,0)| < Cllull g llo]l o Vu.ve V. (2.13)

The crucial condition for the existence of the weak solution and also for the
validity of the maximum principle (see Theorem 2.3 below) is the V-ellipticity of
the bilinear form a(-,-). We say that the bilinear form a(-,-) is V-elliptic if there
exists a contant C' > 0 such that

a(v,v) > C HUH?Q Yo eV. (2.14)
The following lemma proves this V-ellipticity.

Lemma 2.1. Let the matriz A be uniformly positive definite for a.a. x € €2, see
(2.5), let coefficients b, ¢, and « satisfy conditions (2.4) a.e. in Q and a.e. on
I'n, respectively, and let at least one of the following conditions be satisfied:

(a) I'p is a relatively open subset of 02,
(b) there exists a constant ¢y and a ball B C § such that

c—§divb200>0 a.e. in B,

(c) there exists a constant ay and a relatively open subset T of I'n such that
1
a+§b~n2ao >0 a.e onTY.
Then the bilinear form a(-,-) is V -elliptic.

Proof. Let v € V be arbitrary. Since 20Vv = V(v?), we can use the Green’s
theorem to obtain

1 1 1
/(b-Vv)vdm:—/b-V(v2)dm=——/(divb)v2dx+—/ b - nv’ds.
Q 2 2 Jq 2

Q I'n

Consequently,

a(v,v)z/Q{(AW)-VH(c—%divb) ﬂ d:v+/FN (w%b-n) V2 ds

1 1
> A | V0|2, + c——divbh | v¥dx + a+=b-n|v’ds,
0.8 2 2
0 '

(2.15)
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where we use the uniform positive definiteness (2.5) of A. Conditions (a)—(c),
estimate (2.15), and the nonnegativity of all the three terms on the right-hand
side of (2.15) can be used in the following way to prove the V-ellipticity of a(-, -).
If condition (a) is satisfied, we can use the Friedrichs’ inequality (2.7) with
I' =T'p to obtain
a(0,0) 2 A [ V0l = C ol

If condition (b) is satisfied, we can use the inequality (2.8) to derive

a(v,0) 2 Auin [|V0]lg.0 + o |0l 5 = Cllolly g -

2
lo.
Finally, if condition (c) is satisfied, then inequality (2.7) with T' = '} yields
2 2
(0,0 2 Auin 190120 + 0 021, = C 10l

]

Let us note that the continuity (2.13), the V-ellipticity (2.14) of the bilin-
ear form a(-,-), and the continuity of the linear functional F(-) guarantee the
existence of a unique weak solution to problem (2.10). This weak solution is
independent of the particular choice of the Dirichlet lift gp.

2.3 Maximum principles in the classical sense

In this section we consider the classical formulation (2.1)—(2.3). Throughout this
section we assume f € C(2), gp € C(I'p), gx € C(I'n), and for the corresponding
classical solution we consider u € C*(Q) N C?(Q2). We will also use the positive
and negative parts of a real function v, i.e. we define vt = (|v| + v)/2 and
v~ = (Jv] = v)/2. Clearly, v* > 0, v >0, v = v" — 07, and v = max{0, v},
v™ = —min{0, v}.

Definition 2.1. Problem (2.1)—(2.3) satisfies the maximum principle if

f<0and g9y <0 = maxu< H%aqur.
Q D

Definition 2.2. Problem (2.1)-(2.3) satisfies the minimum principle if

f>0andgy >0 = minu> nrlin(—u*).
Q D

Definition 2.3. Problem (2.1)-(2.3) conserves nonnegativity if

f>0,9gp >0, andgy >0 = u>0.
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Definition 2.4. Let u; be the solution to problem (2.1)—(2.3) with right-hand
side f; and boundary data gp, gn,1 and similarly let us be the solution for f,
gp.2, and gno. We say that problem (2.1)-(2.3) satisfies the comparison principle
if

fi > f2, gp1 > gpeo, and g1 > gy = up > us.

Theorem 2.2. Let the coefficients ¢ and o be nonnegative. Then the following
statements are equivalent

(i) Problem (2.1)-(2.3) satisfies the mazimum principle.
(ii) Problem (2.1)-(2.3) satisfies the minimum principle.
(iii) Problem (2.1)-(2.3) conserves nonnegativity.

(iv) Problem (2.1)-(2.3) satisfies the comparison principle.

Proof. The proof is essentially the same as the proof of Theorem 2.4 below which
shows the equivalence of these principles in the weak sense. O

Theorem 2.3. Let the coefficients ¢ and « be nonnegative. Then problem (2.1)-
(2.3) satisfies the maximum principle.

The standard proof of the maximum principle for elliptic problems is based
on the fact that u € C?(Q) and it can be found at many places in both linear and
nonlinear settings, see e.g. [35, 57, 65, 66].

2.4 Maximum principles in the weak sense

The situation with the maximum (and the other) principles in the weak setting is
essentially the same as in the classical setting. The differences are of the technical
character only. In the definitions we have to take into account the fact that the
data are defined up to a set of zero measure. The proof of the equivalence of
the considered principles is practically the same in both settings. However, the
proofs of the maximum principles themselves differ. The standard proofs in the
classical sense utilize substantially the C? continuity of the solution. This cannot
be done in the weak setting. Therefore, we present at the end of this section a
proof of the maximum principle for the weak solution. Similar proofs are given
e.g. in [44, 51, 52, 80|, but not for the general linear elliptic problem (2.10). In the
following definitions we assume that u € H'(Q) is a solution of problem (2.10)
corresponding to f € L*(Q2), gp € L*(T'p), and gx € L*(I'x).

Definition 2.5. Problem (2.10) satisfies the maximum principle if

f<O0ae inQand gy <0Oae onl'y = esssupu <esssupu’.
Q I'p
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Definition 2.6. Problem (2.10) satisfies the minimum principle if

f>0ae. inQand gy >0ae. onl'y = essinfu> eslginf(—u_).
Q D

Definition 2.7. Problem (2.10) conserves nonnegativity if

f>0ae inQ, gp >0a.e. onlp, and gy > 0 a.e. on I'y
= wu>0a.e. in .

Definition 2.8. Let u; € H'(Q) be the solution to problem (2.10) with right-
hand side f; and boundary data gp i, gn1 and similarly let uy € H'(Q2) be the
solution for fa, gp 2, and gy 2. We say that problem (2.10) satisfies the comparison
principle if

fi> frae. in €, gp1 > gp2ae onlp, and gy > gn2 a.e. on I'y

=  u; > U a.e. in .

Theorem 2.4. Let ¢ > 0 a.e. in Q and o > 0 a.e. on I'y. Then the following
statements are equivalent

(i) Problem (2.10) satisfies the mazimum principle.

(ii) Problem (2.10) satisfies the minimum principle.

(iii) Problem (2.10) conserves nonnegativity.

(iv)

Proof. First, we prove the implication (i) = (ii). Let f > 0 a.e. in  and let
gy > 0 a.e.on Iy. If u € H() is the weak solution corresponding to f, gn, and

gp then —u is the weak solution of the same problem with —f, —gy, and —gp.
Using the maximum principle with —f < 0 and —gy < 0, we conclude

Problem (2.10) satisfies the comparison principle.

essinfu = —esssup(—u) > —esssup(—u)" = essinf(—u").
Q Q I'p I'p

In order to prove (ii) = (iii), we consider the solution u € H'(Q) of (2.10)
corresponding to f > 0 a.e. in €2, gp > 0 a.e. on I'p, and gy > 0 a.e. on I'y. The
minimum principle immediately implies that

essinfu > essinf(—u~) = essinf(—gp) = 0.
ﬁ l—‘D FD

The implication (iii) = (iv) readily follows from the linearity of the problem.

Indeed, considering w;, fi, gp,, and gn,, ¢ = 1,2, as Definition 2.8 requires, we

observe that u = u; — ug is a solution of (2.10) corresponding to f = f; — fa,
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gp = gp1 — gps2, and gn = gn1 — gn2. Since f >0 a.e. in 2, gp > 0 a.e. on I'p,
and gy > 0 a.e. on I'y, the conservation of nonnegativity implies u > 0 a.e. in 2.

Finally, we prove the implication (iv) = (i). Let u € H'(2) be the solution of
(2.10) corresponding to f < 0 a.e. in 2, gy < 0 a.e. on I'y, and a certain gp, i.e.
we have u = gp a.e. on I'p. Let us set g = esssupp, u = esssupr, gp. Now we
distinguish two cases. First, if § < 0 then necessarily gp < 0 a.e. on I'p and we use
the comparison principle to obtain u < 0 a.e. in 2. Thus, u < 0 = esssupy_ u™
a.e. in ), which is the statement of the maximum principle. Second, if g > 0 then
we consider the constant solution u; = g of (2.10) with f; = ¢g, gp1 = 7, and
gna = ag. Since f; > 0> fae. in (), gp; > gp a.e. on I'p, and gng > 0 > gy
a.e. on 'y, we apply the comparison principle to conclude that u; > u a.e. in 2.
Hence, esssupp, u™ =g = u; > u a.e. in 2, which is again the statement of the
maximum principle. O

Remark 2.1. If the assumptions ¢ > 0 a.e. in  and a > 0 a.e. on 'y in The-
orem 2.4 are not satisfied, then we can still easily prove equivalences (i) < (ii)
and (iii) < (iv) as well as the implication (ii) = (iii). We can actually use the
above proof. However, if the coefficients satisfy (2.4) only and if they are not
nonnegative then the converse implication (ii) < (iii) is, in general, not valid.

This remark can be stated also in the classical setting — see Theorem 2.2 —
and also on the discrete level — see Theorem 3.1 below.

Theorem 2.5. Let ¢ > 0 a.e. in Q, a > 0 a.e. on I'y, and let the bilinear
form a(-,-) be V-elliptic, see (2.14). Then problem (2.10) satisfies the mazimum
principle.

Proof. Let us consider problem (2.10) with f < 0 a.e. in 2, gx < 0 a.e. on
'y and with the corresponding solution u € H'(Q2). Let § = ess supp, ut and
v(x) = (u(x) —g)T. Since the positive part w™ is a continuous mapping from
H() into itself, see e.g. [36, p. 29], the function v lies in H'(Q). Further, clearly,
g>0,v>0a.e. in Q, v=_0onI'pin the sense of traces, and u = v+ g whenever
v does not vanish. These facts together with assumptions (2.4) and with the
V-ellipticity of a(-,-) enable us to estimate

Oz/fvdm—l—/ gnvds
Q0 I'x
z/[(AVu)-Vv+b-Vuv+cuv]dm+/ auv ds
Q

I'n

z/Q[(AVv)-Vv+b-Vvv~|—c(v+§)v]dzv+/ a(v+7g)vds

I'n
=a(v,v) + / cgu de +/ agvds > a(v,v) > C ||v||fQ > 0.
Q I'n

Hence v = 0 a.e. in 2 and thus © <7 a.e. in (). O]
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2.5 Green’s function

Let us consider the weak formulation (2.10) of problem (2.1)—(2.3). If the coeffi-
cients A, b, ¢, the domain Q C R?, and the parts I'p and I'y are fixed then any
triplet (f, gp,gn) € L*(Q) x L*(T'p) x L*(T'x) yields the unique weak solution
u € H'(Q). This defines an operator G : L2(€2) x L2(I'p) x L2(I'y) — H*(Q) such
that G(f, gp, gx) = u. The operator @ is inverse to the differential operator (2.10)
and it is called the Green’s operator. The existence, uniqueness, compactness, and
other properties of this operator are well described and proved in [61].

The Green’s operator for problem (2.10) can be often expressed as the follow-
ing integral operator, see e.g. [65, p. 88|,

uy) = [ @Gzt [ox(s)Gs9)ds - [ aplon A V.Gls.y)ds.
Q I'n I'p
(2.16)
where y € Q and V,G(s,y) denotes the gradient of G(s,y) with respect to its
first variable. This identity is known as the Kirchhoff-Helmholtz representation
formula and the kernel G(x,vy) of the involved integral operators is called the
Green’s function. It is often convenient to consider GG as a function of one variable
only and therefore, we use the notation G,(-) = G(-,y) for y € €.
The Green’s function G(«x,y) has a singularity for * = y. In addition, in
order to enforce the finite values of integrals in (2.16), it is natural to consider

Gy € L), G,€L'(Tyx), and n'AVG, € LY(I'p). (2.17)

Under these regularity conditions the integrals in (2.16) are well defined for f €
L>=(€2), gn € L>(I'y), and gp € L*=(I'p).

Let us note that the requirement of the additional L>-regularity on the data f,
gp, and gx is necessary. The natural L2-regularity is not sufficient because G,, &
L*(2) in general, and integrals in (2.16) might be infinite. For an example we refer
to (2.21) below, where we present the fundamental solution and subsequently the
Green’s function for the Poisson problem.

If the Green’s operator can be expressed in the integral form (2.16) and if the
Green’s function Gy(-) = G(-,y) is sufficiently regular, then it can be regarded as
a solution to the differential equation adjoint to (2.1) with the Dirac distribution
d, on the right-hand side and with homogeneous boundary conditions:

—div(ATVG,) — div(Gyb) + cGy =6, in Q, (2.18)
Gy=0 onlIp, (2.19)
(a+b-n)Gy+n'A'VG, =0 onTly. (2.20)
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The equality (2.18) is understood in the sense of distributions.

Anyway, the rigorous proof of the existence and uniqueness of the Green’s
function for the general problem (2.1)-(2.3) is a delicate mathematical problem
and requires additional technical assumptions. In [55, Ch. 11] the C? regularity
of the boundary 99 is assumed, the H? regularity of the elliptic problem (2.10) is
exploited, and subsequently the existence and uniqueness of the Green’s function
is established. The Green’s function on a general domain (2 is then obtained as a
limit of the Green’s functions on an expanding sequence of C? domains €2,, such
that U,Q,, = Q. Nevertheless, the homogeneous Dirichlet boundary conditions
only are considered there.

Book [59] provides the existence and uniqueness of the Green’s function for
problem (2.1)—(2.3) with smooth coefficients, homogeneous Dirichlet boundary
conditions only, and for piecewise smooth polyhedral-like domains € C R3. Sim-
ilarly, paper [37]| proves the existence and uniqueness of the Green’s function for
d > 3, for coefficients A € [L®(02)]"*? b = 0, and ¢ = 0 and again for homoge-
neous Dirichlet boundary conditions only. Completely different and quite general
approach based on the theory of distributions is presented in [67].

On the other hand, in a special case of one dimension there are practically
no technicalities and the Green’s function can be defined very naturally, see e.g.
[19]. This discrepancy between the one- and the higher-dimensional case can be
explained by the fact that the Sobolev space H'(2) is embedded in the space of

continuous functions C'(2) for dimension d = 1 and not for d > 1.

In addition, in certain special cases even the explicit formulas for the Green’s
function exist. These explicit formulas are very useful in physics and engineering,
because they enable to gain a lot of information about the corresponding problem
and its solutions. The engineering approach to Green’s function is well described
in [73] and in [23], where a variety of explicit expressions of Green’s functions in
special cases can be found.

As an example, let us present the well-known case of the Poisson problem.
Equation (2.1) collapses to the Poisson equation for A = I, b = 0, and ¢ = 0.
Poisson equation possesses the following well-known fundamental solution:

1 1

2—ln z— ] for d = 2,
ﬂ' ju—
for d >3
(A= Dafe —y> 2=

where s, stands for the (d — 1)-dimensional measure of the unit sphere in R? and
| - | denotes the Euclidean norm. It can be easily shown that for all y € R? the
fundamental solution Fy(-) = F(-,y) is a harmonic function in any domain not
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containing the point y. In addition it satisfies the equality
—AFy, =04, inQ

for all y € Q2 in the sense of distributions. In order to incorporate the boundary
conditions (2.2)-(2.3), we consider for all y € € the following problem with the
homogeneous right-hand side:

~AN, =0 in €,
N, = Fy on I'p,
alNy+n-VNy,=aoF,+n-VF, only.

Since y ¢ 012, there is no singularity in the boundary conditions, this problem is
well-posed, and it possesses a unique solution N,. Thus, we finally put G(z,y) =
F(x,y)— N(x,y), where N(x,y) = Ny(x). This Gy(-) = G(-, y) clearly satisfies
(2.18)—(2.20) (with A =1, b =0, and ¢ = 0) and hence it is the Green’s function
yielding the representation formula (2.16).

We finish this section by the well-known equivalence between the nonnega-
tivity of the Green’s function and the validity of the maximum principle. This
equivalence is mentioned e.g. in [15, 19, 48] for homogeneous Dirichlet bound-
ary conditions and it is presented in |65, p. 88| for the general mixed boundary
conditions. For the reader’s convenience we state it and prove it again here.

Theorem 2.6. Let us consider problem (2.10) with f € L*>*(2), gn € L*(I'x),
and gp € L*(I'p). Let the Green’s operator corresponding to problem (2.10) admit
the integral form (2.16) and let the Green’s function Gy(-) = G(-,y) satisfy the
reqularity (2.17) for a.a. y € Q. In addition, let Gy(s) = 0 for a.a. s € I'p,
see (2.19). Further, let for a.a. y € Q an open set w exist such that T'p C w,
Iy Nw = 0, measy(w) > 0, y € w, and Gy € C1(wN Q). Then problem (2.10)
satisfies the conservation of nonnegativity if and only if G(x,y) > 0 for a.a.
(z,y) € Q? and for a.a. (x,y) € Ty x Q.

Proof. Let us first assume that problem (2.10) satisfies the conservation of non-
negativity. Then we can take gp = 0, gy = 0 in Definition 2.7, and by (2.16) we
obtain

ul(y) = / H@)G@,y)dz >0 Vf e L¥Q), >0,

for a.a. y € Q2. Therefore, Gy(x) > 0 for a.a. & € Q. Similarly, the conservation of
nonnegativity with f =0, gp = 0, and arbitrary gy > 0 yields the nonnegativity
of Gy(x) for a.a. ¢ € I'y.

The converse implication follows from (2.16) as well. If we assume the non-
negativity of G(x,y) for a.a. (z,y) € Q? and the nonnegativity of G(x,y) for
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a.a. (x,y) € I'y x , then inequalities

/f(:v)G(a:,y) de >0 and / gn(s)G(s,y)ds >0 (2.22)
Q '

hold trivially for any f € L>(Q2), f > 0, and any gy € L>(I'x), gn > 0.
Further, the assumption G, € C*(w N Q) enables us to utilize the classical
definition of the directional derivative

n"AVG,(s) = lim Gyls +t1) = Gy(s)

t—0— t ’

where u = A'n. Now, we realize that n' pt = p'n = n'An > 0 by (2.5). Thus,
the angle between p and the normal vector n is acute and the point s 4 tp lies
inside the domain €2 for all sufficiently small ¢ < 0. Therefore, G (s +tpu) > 0
and since Gy(s) = 0 for s € I'p we conclude that n" AVG,(s) <0 for s € I'p.
Thus, the inequality

‘/F go(s)n" A(s)VGy(s)ds > 0 (2.23)

holds true for any gp € L>(I'p), gp > 0. Finally, inequalities (2.22) and (2.23)
used in (2.16) finish the proof. O

We note that especially the assumption Gy, € C*(w N Q) of Theorem 2.6 is
somewhat artificial. On the other hand, the Green’s function G () is known to
be smooth in any subdomain of 2 not-containing arbitrarily small neighborhood
of the singular point = y. Thus, the assumption G, € C'(w N ) is realistic.
For an illustration we refer to the above example of the Poisson problem, where
all the technical assumptions of Theorem 2.6 are satisfied. Finally, we note that
conditions for the nonnegativity of the Green’s function are studied in [48].



CHAPTER
THREE

Discrete maximum principles in the finite element
method

The previous chapter described the qualitative properties of the solution of linear
second-order partial differential equations like the maximum, minimum, and com-
parison principles. If the (continuous) problem is discretized then it is natural to
consider the discrete counterparts of these (continuous) principles. This chapter
defines the discrete maximum principles (DMP) and shows that they possess the
same properties as the continuous principles including the relationship with the
discrete Green’s function.

Let us point out that all statements of this chapter are valid for a general
continuous and V-elliptic bilinear form a on a Hilbert space V, see (2.13) and
(2.14), and for a general linear and continuous operator F on V. In particular,
it is not necessary to assume the particular form (2.11) and (2.12) of a@ and F.

This chapter is organized as follows. Section 3.1 gives a brief summary of
the finite element method. Section 3.2 defines the discrete qualitative properties
of the finite element solution and presents their equivalence. In Section 3.3 the
discrete Green’s function is defined and the equivalence of its nonnegativity and
of the DMP is proved.

3.1 Finite element method

The finite element method (FEM) is a standard method in the numerical analysis
of partial differential equations. Its detailed description can be found in many
textbooks, see e.g. [10, 17, 71|. In what follows, we summarize the FEM very
briefly in order to introduce the necessary notation and properties needed in the
subsequent analysis of the DMP.

18
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On the continuous level, the weak solution is naturally defined in H'(2) and
the Dirichlet boundary conditions are represented by the subspace V. C H'(Q),
see (2.9). On the discrete level, we need a compatible discretization of these
spaces. To construct such a compatible discretization it is usually necessary to
approximate the domain €2 somehow. Most often a polytopic approximation of 2
is used. Nevertheless, here we will not describe this topic and we will just assume
that there are finite dimensional spaces V}, and X}, such that

V,CcV, X,C HI(Q), Vi, C X;, C C(Q) (31)

The space X, is used for the approximation of the Dirichlet lift. Hence, let
gp.n € Xj be an approximation of the lift gp € H'(Q2). The values of gp; on
I'p are obtained in a suitable way (often as the nodal interpolation or as the
L?(I'p)-projection of gp into X},) and the values in the interior nodes are often
taken as zeros. However, the particular choice of gp; is not important at this
point. For the purposes of this chapter, we consider arbitrary gp; € Xj.

The FEM is a special case of the well-known Galerkin method. We say that
up = u)) + gp s is a Galerkin solution of (2.10) if u9 € V}, and

a(up, vy) = F(vn) — algon,vn)  Vou € Vi, (3.2)

where the bilinear form a and the linear functional F are given by (2.11) and
(2.12), respectively. For a fixed discrete Dirichlet lift gp 5, there exists the unique
Galerkin solution wuy,.

Considering a basis 1, @, ..., pno, where N° = dim V},, and expressing the
solution u{ as a linear combination of the basis functions as

u(@) =3 z)()

problem (3.2) is equivalent to a system of linear algebraic equations
Az =F,

where z = (21, 22,...,2n0) | and the stiffness matrix A € RN *N and the load
vector F' € RY" have entries

Aijj =alpj,p;) and F;=F(p;) —algpn i), 4,J5=12,..., N, (3.3)

Notice that the V-ellipticity of the bilinear form a implies the nonsingularity of
A. Even more, it implies the positive definiteness

zTAz>0 forallzeRM z+#£0. (3.4)
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In order to handle the approximation of the Dirichlet lift gp;, we append
the basis 1, @a, ..., pyo of V}, by functions pyoy1, ©noio, ..., @n such that these
functions all together form a basis in Xj,. We define a space V}? as a linear span
of the basis functions @yoy1, Pyota, ..., pn. Hence, X, = Vi, ® V2, where @
denotes the direct sum, dim X, = N, dimV}, = N°, and dim V}? = N?. Clearly,
N = N°+ N?. For further reference, we also set ¢f = ¢yo .y for k=1,2,... N9
See Figure 3.1 for an illustration.

\/M

= span {¢¢, ¢J} Vi = span {1, 2, 03}

Figure 3.1: Notation for the interior and boundary basis functions — a 1D illus-
tration.

For the subsequent analysis of the discrete Green’s function and the DMP, we
will utilize the matrix 42 € RN"*N’ with entries

A% =alel, ), i=1,2,....,N° k=1,2... N° (3.5)

The FEM can be regarded as a special case of the Galerkin method, where
the space X}, and the basis functions o1, @o, ..., N are constructed with the aid
of a triangulation of the domain €2 in such a way that the corresponding stiffness
matrices A and A? are sparse.

The finite element triangulation (or partition or mesh) of  is a finite set

= {K; : i = 1,2,...,M} of subdomains — elements — K; C  with the
following properties, see e.g. [17, 53]:

(T1) U, K =9,

(72) each K € 7y, is a closed set and its interior K° is nonempty,
(73) all pairs of distinct elements K, Ky € 7j, satisfy K? N KJ = 0),
(74) the boundary 0K is Lipschitz for all K € 7j,.

In the subsequent chapters, we will limit ourselves to polytopic domains 0 C R?.
In that case we will consider polytopic finite element meshes which are required
to have the following additional properties:

(75) all elements K € 7j, are polytopic and convex,
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(76) cach face of any element K € 7}, lies either on the boundary 0f2 or it is a
face of another element K* € 7y,

(T7) interiors of all faces of all elements in 7}, are disjoint with I'p N T'y.

Anyway, having the finite element mesh 7}, satisfying properties (71)-(74),
we can split the bilinear and linear forms a and F into local contributions:

a(u,v) = Z ag(u,v) and F(v)= Z Fr() Yu,v € HY(Q), (3.6)

KETh KETh

where in accordance with (2.11) and (2.12) we put

ar(u,v) = / [(AVu) - Vo + (b Vu)v + cuv] de + / auv ds,
K 0

KNI'n
}"K(v):/ fvdm—f—/ gnvds.
K dKNI'n

These local bilinear forms ax and the above introduced basis functions of V},
and V;2 can be used to define the local stiffness matrices (some authors call them

element stiffness matrices) 4" € RNV and AP RNOXN? gg
—K o
Ay = ak(pj, i), ,j=12,... ,N°,
—0,K .
AL =a(el, ), i=1,2,...,N° k=1,2... N°
However, if the basis functions are defined using the standard finite element ma-
chinery, then any given element K is contained in supports of a few basis functions
. . .= —a,
only and, therefore, the corresponding local stiffness matrices A% and A% nave
many zero entries. Thus, they can be condensed into matrices with smaller di-
mension by leaving out their zero entries. To perform formally this condensation,
we have to introduce the connectivity mappings.
Let us define sets I(K), I°(K), and I?(K) of indices of basis functions whose
support contains the element K:

I(K)={ieN:1<i<N, K Csuppyi},
I'(K)={jeN:1<j<N" K Csuppyp;},
IP(K)={keN:1<k<N? K Csuppp?}.

We denote by N, N%, and NZ the numbers of indices in the sets I(K), I°(K),
and I9(K), respectively. Clearly, I°(K) C I(K) and Ng = N% + N&. By con-
nectivity mappings we understand arbitrary but fixed one-to-one mappings tx :
{1,2,...,Ng} = I(K), 1% : {1,2,...,N%} — I°(K), and ¢ : {1,2,..., N2} s
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I?(K) such that tg(m) = 9% (m) for m = 1,2,...,NY and tx(NY + m) =

NO 449 (m) form =1,2,..., N%. These connectivity mappings are of a practical
significance and they play an important role in many finite element codes, see
e.g. [21, 71, 72].

The connectivity mappings enable us to define the shape functions as @& =
il with i = 1x(m), K € T,, m = 1,2,..., Ng. In particular, we set gof’a =
gpﬁoﬂ = cp]a-|K with 7 = %(q), K € T,, ¢ = 1,2,...,N%. Afterall, we use

K
the shape functions to define the entries of the condensed local stiffness matrices
AK € RNi*Nik and A%K € RVENk as

—K
Ar{gn :ALK(m),LK(n) = a’K(SOffWOTIZ): m,n = 1727"‘7N?(7 (37)
0,k _ 70K _ Ko K _ 0 _ )
At = Arm)urc(a) = aK(goq ,gpm), m=1,...,Ng, ¢g=1,...,Ng. (3.8)

Using (3.6) and the above definitions, we can express the entries of the (global)
matrices A and A? as follows

Ay = Z ak (), i) = Z Xf; = Z Afj_(l(i),al_(l(j)’ (3.9)

KeTy, KeT, {K€Tp:i,jelO(K)}
9 ) 0K 0,K
KeTy, KeTy {K€T;,4el%(K), kel (K)}

(3.10)

where 4,5 = 1,2,...,N%and k = 1,2,..., N9, Further on we will solely use the
condensed local stiffness matrices AX and A% and we will call them simply local
(stiffness) matrices.

Nevertheless, the subsequent results do not need any special information about
the space V}, its basis, and the local stiffness matrices. All the remaining results in
this chapter concern the general Galerkin solution. However, the refined analysis
of the DMP presented in the next chapters will be based on the computations of
entries of the local stiffness matrices.

3.2 Discrete maximum principles

This section presents natural discrete analogues of the qualitative properties given
in Definitions 2.1-2.4. Here and in the sequel we assume that V}, contains contin-
uous functions only.

Definition 3.1. Let the spaces V}, and X}, be fixed. Problem (3.2) satisfies the
discrete maximum principle if

f<0ae inQand gy <0Oae.only = maxu, < maxu;{.

Q I'p
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Definition 3.2. Let the spaces V}, and X}, be fixed. Problem (3.2) satisfies the
discrete minimum principle if

f>0ae inQand gy >0ae only = mﬁinuh > Irrlin(—u;).
D

Definition 3.3. Let the spaces V}, and X}, be fixed. Problem (3.2) satisfies the
discrete conservation of nonnegativity if

f>0ae inQ, gpp>0ae onlp, and gy >0ae onl'y = u,>0.

Definition 3.4. Let the spaces V), and Xj, be fixed. Let u,; € Xj be the
solution to problem (3.2) with right-hand side f; and boundary data gpp1, gn1
and similarly let u, o € X} be the solution for fs, gp 2, and gno. We say that
problem (3.2) satisfies the discrete comparison principle if

fi> frae. in€Q, gppi1 > gpne a.e.onl'p, and gng > gn2 a.e. on I'y

= Up1 = Uppo.

Theorem 3.1. Let the space X}, contain all constant functions. Let ¢ > 0 a.e.
in 2 and o > 0 a.e. on I'y. Then the following statements are equivalent.

(i) Problem (3.2) satisfies the discrete mazimum principle.
(ii)
)
)

(iii
(iv) Problem (3.2) satisfies the discrete comparison principle.

Problem (3.2) satisfies the discrete minimum principle.

Problem (3.2) satisfies the discrete conservation of nonnegativity.

Proof. The proof is analogous to the proof of Theorem 2.4 above. n

The validity of the DMP is not automatic. It depends not only on the problem
and its parameters but also on the used discretization method and its parameters.
In our case it is the finite element space V}, and consequently the underlined
triangulation. The standard results about the DMP for the linear finite elements,
see Chapter 4, usually define a class of spaces V}, (or equivalently a class of
triangulations) for which the DMP is satisfied.

However, this is not the only possibility how to transfer the maximum principle
to the discrete level. Another option, equally natural, is to consider the given
nonnegative data f, gp, and gy to be fixed and seek a suitable class of spaces
Vi, (or triangulations) specific for the given data such that the corresponding
solution u, € V}, is nonnegative. The author of this thesis is not aware of any
source, where this approach is mentioned or treated. This is an interesting open
problem and a topic for further research.
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3.3 Discrete Green’s function

In the context of the FEM a natural discrete analog of the Green’s function, the
discrete Green’s function (DGF), can be defined. The DGF has been introduced
already in [16, 19]. We point out also the analysis [22] of the DGF for the
lowest-order finite elements. The DGF possesses the analogous properties as the
Green’s function for the continuous problem including the equivalence of the DMP
with the nonnegativity of the DGF. This section defines the DGF and proves its
properties.

Let us recall the assumption that V}, is a finite dimensional space containing
continuous functions, see (3.1).

Definition 3.5. Let y € Q and let G, € Vj, be the unique solution of the
problem
CL(Uh, Gh7y) = Uh(y> Yo, € Vj,. (3.11)

The function Gy(x,y) = Gry(x), (x,y) € Q2 is called the discrete Green’s
function (DGF).

The above definition does not handle the action of the Dirichlet data gp. In
order to handle this action, we consider the elliptic projection 119 : X} +— V.
The elliptic projection IYwy, € Vj, of a wy, € X}, is uniquely determined by the
requirement

a(wh — H?Lwh, Uh) =0 VYo, eV, (312)

The DGF G}, and the elliptic projection II) enable us the following characteriza-
tion of the Galerkin solution.

Theorem 3.2. The Galerkin solution u, € X to problem (3.2) satisfies the
following representation formula

un(y) = F(Ghy) + gon(y) — (M) gps) (). (3.13)

Proof. By (3.11) with v, = u) + 110 gp 5, (3.12), and (3.2) we immediately obtain

up(y) + (M gpn)(¥) = alup +1gp n, Ghy) = F(Ghy)-
Hence, the statement follows from the fact that u;, = u% + gp.h- O

Remark 3.1. Using the particular form (2.12) of the linear functional F we can
express the representation formula (3.13) as

up(y) = /f(w)Gh(fC,y) de + /QN(3>Gh(37y) ds + gp.n(y) — () gp.4) (y).

'y

(3.14)
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Here, we clearly observe the explicit dependence of the solution u; on the data f,
9o, and gy. Furthermore, we can compare (3.14) with the Kirchhoff-Helmholtz
representation formula (2.16) to see the difference between the continuous and
discrete case.

The following theorem states the main result of this section: the equivalent
conditions for the validity of the DMP.

Theorem 3.3. Problem (3.2) satisfies the discrete conservation of nonnegativity
if and only if

(a) Gh(.’l),y) > 0 V(a:,y) € 927
(b)  gpnr(y) — (0gp.4)(y) > 0 for all gp,n € Vha, gpn > 01in 2, y e Q.

Proof. The fact that conditions (a) and (b) imply the discrete conservation of
nonnegativity is an immediate consequence of (3.14). Notice that the nonnega-
tivity of Gy, on 'y is guaranteed by the continuity of G, in Q2. The converse
implication follows from (3.14), too. Indeed, taking y € Q, gx =0, and gp, = 0,
the conservation of nonnegativity yields

up(y) = /Qf(a:)Gh(az,y) dxz >0

for any f € L*(Q) such that f > 0 a.e. in Q. Thus, G, > 0 a.e. in Q and
since G}, 4 is continuous, it is nonnegative everywhere in €2. Condition (b) follows
trivially from the conservation of nonnegativity and from (3.14) with f = 0 and
gN — 0. ]

3.4 Expressing the discrete Green’s function in a
basis

The Green’s function on the continuous level can be explicitly found in exceptional
cases only. In contrast, on the discrete level, the DGF can always be computed
— at least theoretically. Practically, we can compute it only if the size of the
discrete problem (the dimension N?) allows it. The following theorem shows an
explicit expression for the DGF in terms of the inverse of the stiffness matrix A,
see (3.3). We point out that a version of this result based on eigenfunctions of
the discrete Laplacian was published already in 1970 in [16] and [19]. Anyway,
for the reader’s convenience we present its proof here, although it can be found
in [83], too.
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Theorem 3.4. Let 1, s, ..., pNo be a basis in V), and let A be the corresponding
stiffness matriz given by (3.3). Then the DGF can be expressed as follows

NO NO

ZZ% “ijps(@). (3.15)

i=1 j5=1

Proof. The DGF G,  is defined as an element of V},, hence, it can be expanded
as a linear combination of the basis functions

Ghy( Zd (3.16)

Using this expansion in (3.11) tested by all the basis functions, we obtain

NO NO
y) =a (gpz,Zd](y)%(w)> :Zd](y)A]“ 1= 172,...,N0.
i=1 j=1

Since the stiffness matrix is nonsingular, we can multiply this identity by the
inverse matrix to express the coefficients d(y):

= e (AN, k=1,2,...,N".

Inserting this into (3.16), we obtain (3.15). O

The error of the elliptic projection IT9 gp , needed in the representation formula
(3.14) can be expressed in a similar way as the DGF, using the basis functions
and the stiffness matrices.

Theorem 3.5. Let X;, = V, @ V2, let ©1,02,...,n0 be a basis in Vj, let
0,09, ... ,gp?va be a basis in V2, and let the matrices A and A° be given by
(3.3) and (3.5), respectively. Let the approzimation of the Dirichlet lift gp, € X,
be expressed as

gon(y) =D el +> deily) Vye. (3.17)
— =1
Then

go.a(y) — g n(y Zce ol (y) — el (y)] Vyeq, (3.18)
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where the elliptic projection of the basis functions ¢ can be expressed as

NO NO

Ml (y) =D ) wiy)(A);A% VyeQ £=1,2,...,N° (319

i=1 j=1

Proof. The equality (3.18) follows immediately from the linearity of the elliptic
projection 1) and from the fact that T10¢; = ¢;, because ¢; € Vj, for all i =
1,2,...,N% To prove (3.19), we express [19¢? as

NO
Mhef = Zdzﬁ@z’. (3.20)
i=1

This expansion in the definition of the elliptic projection (3.12) yields

NO
Zd&a(@m@j) :CL((,D?,QO]) v.] = 1727aN0

=1

Consequently, by (3.3) and (3.5) we can express the coefficients dy; in terms of
the inverse matrix to the stiffness matrix A as follows

NO
dy =Y (A71);;A9,
j=1
The statement (3.19) follows by substitution of this into (3.20). O

Remark 3.2. The statements (3.15) and (3.19) of Theorems 3.4 and 3.5 can be
written in a more compact way using the matrix notation. If the basis functions
are arranged into vectors ¢ = (1, ¢a,...,on0)" and 2 = (o7, 65, ..., 0%.)",
then (3.15) and (3.19) can be expressed as

Gul(,y) = p(x) A To(y),
(I e?) (y) = (A%)TA To(y).

Remark 3.3. Formula (3.15) implies that not only G, = Gu(-,y) € V, for all
y € Q but also that G, = Gi(z,-) € V}, for all x € Q.

Theorems 3.3-3.5 represent the general concept for investigation of the DMP
in the FEM. Theorem 3.3 shows the equivalence of the DMP with the nonnegativ-
ity of the DGF and with the nonnegativity of the error of the elliptic projection of
the discrete Dirichlet lift. Theorems 3.4 and 3.5 provide explicit formulas for the
DGF and for the error of the elliptic projection. In certain cases these formulas
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enable to deduce certain sufficient conditions for the nonnegativity of the DGF
and consequently for the validity of the DMP. In the case of the lowest-order
FEM the investigation of the nonnegativity of the DGF is equivalent to the in-
vestigation of the monotonicity of the corresponding matrices. This is treated in
Chapter 4. In the case of the higher-order FEM, not only the matrices but also
the basis functions play a crucial role as it will be presented in Chapter 5.



CHAPTER
FOUR

Survey of discrete maximum principles for the
lowest-order finite elements

This chapter provides a survey of the discrete maximum principle (DMP) re-
sults for problem (2.1)—(2.3) discretized by the lowest-order finite elements. This
case covers the most often used approximations of the solution u, namely the
continuous and piecewise linear approximation on simplices and the continuous
and multilinear approximation on blocks (Cartesian products of intervals). The
nonnegativity of such an approximation in a domain  C R? is equivalent to the
nonnegativity of its nodal values. This is a fundamental property which makes
the analysis of the DMP much simpler for the lowest-order finite elements in
comparison with the higher-order finite elements.

The DMP for the lowest-order finite elements is already studied for several
decades. The first DMP results in the context of the FEM appeared in 1970s,
see |18, 63|. Later, other publications appeared [22, 70, 77| etc. This chapter
summarizes the known DMP results in a unified way, using the general concept
developed above.

The DMP results in the case of linear finite elements are based on several
statements from the matrix theory which are presented in Section 4.1. At first,
general DMP results are summarized in Section 4.2. The subsequent statements
are based on these general results. Section 4.3 completely characterizes the DMP
for problem (2.1)-(2.3) in one dimension. Section 4.4 introduces the two- and
higher-dimensional cases. Section 4.5 provides general conditions for the validity
of the DMP on simplicial meshes in any dimension higher than one. Section 4.6
attempts the same for the case of block-meshes. In this case, however, the suffi-
cient conditions for the DMP have to be investigated individually for dimension
two, three, and higher. See Subsections 4.6.1, 4.6.2, and 4.6.3, respectively. Two
artificial examples showing the validity of the DMP on block-meshes in extreme

29
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cases are described in Subsection 4.6.4. Section 4.7 presents the result obtain
for prismatic meshes. Finally, Section 4.8 mentions various generalization of the
standard results.

4.1 Selected results from the matrix theory

As we will see in Theorem 4.4 below, the analysis of the DMP is based on the
nonnegative and monotone matrices. We recall that a real matrix A is said to
be nonnegative if all its entries are nonnegative and it is denoted by inequality
A >0, i.e. this inequality is understood componentwise. Similarly, we use A <0
for nonpositive matrices. A matrix A € RV*¥ is said to be monotone if it is
nonsingular and A~! > 0. Further, we introduce a special notation for the off-
diagonal part of a matrix.

Definition 4.1. Let A € RY*Y be a real square matrix. The off-diagonal part
of A is a matrix B € RV*Y with entries B; =0 for i = 1,2,..., N and B;; = A;;
for i #£j,1,7=1,2,..., N. We denote the off-diagonal part of A by off-diag(A).

For the DMP, the crucial class of matices are the M-matrices. A matrix
A € RV*N s said to be M-matriz if off-diag(A) < 0 and if it is nonsingular and
A7! > 0. Clearly, M-matrices form a subclass of the monotone matrices. Their
significance for the DMP stems from the following well-known theorem.

Theorem 4.1. Let a matriv A € RN*N be positive definite, see (3.4), and let
off-diag(A) < 0. Then A is M-matriz, i.e. A=t > 0.

Proof. Using Lemma 4.2 below, it follows from [32, Thm. 5.1, p. 114]. ]

Let us note that Theorem 4.1 is a generalization of the well-known result of
Varga |78, p. 85] to nonsymmetric matrices.

In the special case of tridiagonal matrices, we can prove even the equivalence
in Theorem 4.1. This equivalence is proved in Lemma 4.3 below, but first we
introduce Lemma 4.2 which summarizes important facts about the nonsymmetric
and positive definite matrices. Although these facts are quite well known and they
(or their modifications) can be found for example in [32], we present their proof for
the reader’s convenience. Further, let us recall a few definitions. Formally, we say
that a matrix A € RV is tridiagonal if all its entries A;; with |i — j| > 2 vanish.
We also remind that having a nonempty subset of indices M C {1,2,...,N}
then a principal submatrix A(M, M) of a square matrix A € RV*Y contains only
entries A;; with ¢ € M and j € M. The determinant of A(M, M) is called the
principal minor of A.

Lemma 4.2. Let a matriv A € RN*Y be positive definite, see (3.4). Then
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a) A is nonsingular,

b) any real eigenvalue of A is positive,

(a)
(b)
(c) det A >0,
(d)
)

d

(e) all principal minors of A~ are positive.

all principal minors of A are positive,

Proof. (a) If A were singular then there would exist a vector & € RY, x # 0 such
that Az = 0. Thus, ' Az = 0 contradicts the assumption of the lemma.

(b) Let us consider A € R, x € RY, & # 0 such that Az = Az. Then
0<x"Ax = \x'x. Since "= > 0, we conclude that A > 0.

(c) Let A1, A2, ..., Ay be all eigenvalues of A, (some of them may coincide,
depending on their multiplicity). If the eigenvalue \;, i = 1,2,..., N, is real,
then A\; > 0 by (b). The complex eigenvalues appear in pairs with their complex
conjugate, i.e. if \; is complex then there exists j € {1,2,..., N} such that
Aj = ;. Hence, AiAj > 0. Since det A = A Ay ... Ay, we obtain det A > 0 and by
(a) we have det A > 0.

(d) Let @ # M C {1,2,...,N}, let #M be the number of elements of M,
let (M) € R#*M be arbitrary nonzero vector, and let € RY be the vector
x(M) augmented by zeros, i.e. its entries x;, i € M coincide with entries of
(M) and its other entries are zero. Clearly, = is nonzero and 0 < ' Az =
x(M)"A(M, M)x(M). Thus, the principal submatrix A(M, M) has the same
positive definiteness property as the matrix A and all statements (a)—(c) apply
to A(M, M) as well.

(e) Let y € RY, y # 0 be arbitrary. Then y' ATy = yTA"TAA ly =
x' Az > 0, where £ = A~'y # 0. Thus, we can use the statement (d) for
AT, O

Lemma 4.3. Let a matriv A € RV*N be tridiagonal and positive definite. Then
A is monotone if and only if off-diag(A) < 0.

Proof. First, consider the case off-diag(A) < 0. By Lemma 4.2 we see that any
real eigenvalue of A is positive. Thus, by Theorem 4.1 the matrix A is M-matrix
and hence monotone.

To prove the converse implication, we introduce the following notation for the
entries of the tridiagonal matrix A

aq bl 0

C1 Q2

A=
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The minor C;;1; of the entry A, ;11 can be expressed as

0
LZ',1 :
bi—1
Ci,i+1 = det 0 e 0 C; bi+1 Ce 0 s
0
: Riy2
0
where
a b Qjq2 bi+2
c1 oay - Ciya Qiy3
LZil = . . ) R,LJFQ = . .
’ bi—a e by
Ci—2 Qj—1 CN-1 apn

Expanding the determinant C;;;, with respect to its i-th row gives

L;_ 0
Ciit1 = ¢ det ( 0 ! Rivs ) — b1 det D,
where
0
Li—l
bi—1

D=|0 ... 0] 0 [bise ... O

0

5 Rii3

0

The first ¢ columns of D are linearly dependent, because they have nonzero entries
in the first ¢« — 1 positions only. Therefore, det D = 0.

Thus, if A is monotone then A™' > 0, the entry (A™');41,; of A~! is nonnega-
tive and we have

C. - Cs L. 0
-1y o 1,041 _ _ 7 i—1
0= (A )ins det A det A det ( 0 Riy ) '

By Lemma 4.2 the determinants of A and of its principal submatrices L;_; and
R, 1o are positive and, thus, ¢; < 0. Similar analysis of the minor C;1;; of the
entry A; 11, shows that b; <0. O
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4.2 General framework

The general results about the DMP and the DGF described in Sections 3.2-3.4
can be well used for the lowest-order finite elements. Even more, the above men-
tioned advantageous property of the lowest-order finite elements enables to refine
the general results presented above. To formalize the advantageous property,
we assume the same notation as in Section 3.1. We consider the finite dimen-
sional spaces X, = V), & Vha, with N = dim V},, N? = dim Vha and with a basis
©1, 02, ..., pno of Vi and with a basis ¢?, 9, .. .,go?va of V2. For these basis
functions we assume the following properties

NO
Zcmi(w)zo VeeQ) & >0 Vi=1,2,...,N° (4.1)
i=1
N©O

9.0 o _ 9
Y dl@)=0 vzeQ o >0 =12 N (4.2)
=1

Let us notice that the standard (Lagrangian) lowest-order finite element basis
functions, like piecewise linear functions on simplices or piecewise multi-linear
functions on blocks, satisfy these properties.

The special properties (4.1) and (4.2) enable to reformulate the general result
stated in Theorem 3.3. In the lowest-order case the role of the DGF is played by
the inverse of the stiffness matrix A.

Theorem 4.4. Let the finite dimensional spaces Vi, and V)2 possess basis func-
tions @1, pa, ..., ono and ¢7, 05, ... o2, with properties (4.1) and (4.2). Then
problem (8.2) satisfies the discrete conservation of nonnegativity if and only if

AP >0 and — A7TA? > 0,
where matrices A and A? are defined in (3.3) and (5.5).

Proof. The proof follows from Theorems 3.3-3.5 and from the facts that in the
lowest-order case (i) the DGF G}, is nonnegative if and only if A™' > 0 and (ii)
the error of the elliptic projection gpj — II)gp s is nonnegative for all gpp > 0,
gp,n € Vha if and only if —A71A9 > 0.

The equivalence (i) follows from the expression (3.15) and from the property
(4.1). Indeed, the DGF G}, can be expressed as a linear combination of basis
functions as follows

NO

Gh(z,y) = Z%(w)goi(y), where 7;(z) = Y (A™);05().

j=1



34 CHAPTER 4. SURVEY OF DMP FOR THE LOWEST-ORDER FE

Hence, property (4.1) yields that Gp,(x,y) > 0 for all (x,y) € Q? if and only if
vi(x) >0 foralli =1,2,...,N% and all z € Q. Using the property (4.1) again,
we obtain that v;(x) > 0 for all i = 1,2,...,NY and all z € Q if and only if
(A7), >0foralli,j=1,2,...,N°

To prove the equivalence (ii) we proceed as follows. According to (4.2) and
(3.18), the statement

gon—1gpn >0 Ygpn >0, gos € V)P

is equivalent to

NB
S @ e -] =0 Vel 20, £=1,2,..., N,
/=1

This is further equivalent to
0 —Tp? >0 VL=1,2,..., N

However, by (3.19) we can express the difference ¢f —119¢9 as a linear combination

©0d + Zij\fl Dip; with Dy = — ij:ol(Afl)ijA?@. Such a linear combination is
nonnegative by (4.1) and (4.2) if and only if D; > 0 for all i = 1,2,..., N° and
¢=1,2,...,N?, O

The above theorem provides an equivalent characterization of the DMP by
means of the global stiffness matrices. However, a detailed investigation of the
inverse A~! and of the product A~ A4? might be complicated. This can be avoided
for the price of losing the necessity of the obtained conditions. The following
theorem provides a sufficient condition formulated in terms of entries of A and
A? only.

Theorem 4.5. Let the finite dimensional spaces Vi, and V2 possess basis func-
tions o1, ¢, ..., ono and 99,99, ..., %, with properties (4.1) and (4.2). Let A
and A? be the stiffness matrices given by (3.3) and (3.5). If

off-diag A <0 and A% < 0,
then problem (3.2) satisfies the discrete conservation of nonnegativity.

Proof. The statement follows immediately from Theorems 4.4 and 4.1, because
the stiffness matrix A is positive definite, see (3.4). O

The verification of the nonpositivity of the entries of the (global) matrices A
and A? can be made even more convenient by checking the local matrices AX
and A%% only. The next theorem formulates a sufficient condition for the DMP
in terms of these local matrices.
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Theorem 4.6. Let the finite dimensional spaces Vi, and V2 possess basis func-
tions @1, 2, ..., oo and ¢, 03, ..., 90}9\,3 with properties (4.1) and (4.2). Let Ty,
be a finite element mesh and AX and A%K | K € Tj,, be the local stiffness matrices
introduced in (3.7) and (3.8). If

off-diag AX <0 and A% <0 VK €T,
then problem (3.2) satisfies the discrete conservation of nonnegativity.

Proof. The statement follows directly from Theorem 4.5 and from (3.9) and
(3.10). O

4.3 One dimension

This section concentrates on problem (2.1)—(2.3) in one spatial dimension. In
this simple case we succeed to prove a sufficient and necessary condition for
the validity of the DMP. Such a result is exceptional, because the usual DMP
results provide sufficient conditions only. Furthermore, we are able to find such a
condition for the general non-symmetric elliptic problem with general boundary
conditions, which is again unusual in the field of the DMP.

Using the special one-dimensional notation, problem (2.1)—(2.3) can be rewrit-
ten as follows

—(AYY + b +cu=f inQ, (4.3)
au+ Au'nip = g on I'y, (4.5)

where the prime denotes the derivative with respect to x € €2, the domain is
an open interval Q = (a?,b%), and I'p, I'y are empty, or one-point, or two-point
subsets of 92 = {a?,b%} such that T'p UTx = {a?,b%} and T'p N 'y = (). We use
the special symbol nip to cover all possible combinations of the subsets I'p and
'y by a single notation. The meaning of this symbol is the following

—1 for x = da?,

min(r) = { 1 for x = b%.
The derivatives of u at the end-points of €2 are understood as onesided.
The general weak formulation of this problem is presented in Section 2.2,
see (2.10). Using the one-dimensional notation, the bilinear form a(-,-) and the
right-hand side functional F can be expressed as

a(u,v) = /(Au’v’ + bu'v + cuv) dx +/ auv ds, (4.6)
Q r

N

Fo) = /Q fodz+ /F gwds (4.7)
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We recall that the integral over a finite point-set is defined as a sum. Hence, for
example if 'y = {a?,b°} then

/F gnvds = gx(a?)0(a®) + gn(67)0(b%).

Integral over an empty set is understood as zero.

To ensure the correctness of the above setting and also the unique solvabil-
ity of the corresponding weak formulation, we assume the validity of the one-
dimensional analogues of the general requirements introduced in Sections 2.1-2.2.
Namely, we assume

1 1
A > Apin > 01in Q, c—ébleinQ, a+§b200nFN. (4.8)

We also assume the V-ellipticity of the bilinear form a, see Lemma 2.1.

To introduce the finite element solution of the one-dimensional problem, we
consider a partition a? =z < 21 < -+ < xy_1 < vy = b2 of the interval
and define the finite elements Ky = [z_1,2x), kK = 1,2,..., M, with hy = z; —
2_1. The finite element solution u,, lies in the space of continuous and piecewise
linear functions X, = {v, € HY(Q) : vslr, € PHK;), ¢ = 1,2,..., M}, where
P'(K;) stands for the space of linear functions in the interval K;. The Dirichlet
boundary conditions are represented by a subspace V,, C X, which contains
functions vanishing on I'p. It is natural to define the approximate Dirichlet lift
gp,» € X}, as a function which vanishes at all interior nodes z;, 7 =1,2,..., M —1,
and on I'y, and which is equal to gp on I'n. Thus, such a gpj belongs to the
complement V2 of Vj, in X, (the spaces satisfy X}, =V, ®V}?). The general finite
element formulation is presented in (3.2). For the reader’s convenience, we present
this formulation again, but now having in mind the special one-dimensional case.
We seek uy, € X}, such that uj, = ul) + gp,, and u) € Vj, satisfies

a(u%,vh) = F(vn) —algpp,vn) Yo, € Vi, (4.9)

where a and F are given by (4.6)—(4.7).

For the subsequent considerations we introduce the standard finite element
basis ©g, 1, ..., @y of Xp. This basis is uniquely determined by the d-property
@i(x;) = d; for 4,0 =0,1,2,..., M, where ¢;; stands for Kronecker’s tensor. The
basis function ¢y and ¢, corresponding to the end-points a? and b7 of Q belong
either to V;, or to V2 depending on the type of the prescribed boundary condition
at the particular point.

Nevertheless, in order to formulate the sufficient and necessary condition for
the validity of the DMP we first introduce the following constants on each element
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Ky, k=1,2,...,M:
1

A=y | Awa, (4.10)
b — ijKk 90;:0? ;Sx)xdﬂc - h% /K a)n ) (4.11)
b — ijKk e ?x - h% /K b()p(a) d, (4.12)
o = foKk sz’z 1) itk (ié?xdx _ h% /K el dn (113)

Notice that we utilized the facts that

h
| @@= ad [ po@do= [ ad =
Ky, Ky, Ky

Notice also, that if the coefficients A, b, and ¢ are piecewise constant with respect
to the considered partition then Ay, bf = bf, and ¢, equal to the constant values
of the respective coefficients on the element K.

The constants (4.10)—(4.13) can be used to express the integrals needed for
evaluation of the off-diagonal entries of the stiffness matrix:

A
A(@)eh 1 ()¢ () da = =7,
Ky, k
: by}
| W@y aanta) do = -E,
Ky
bL
| @@= £
Ky,
D,
| bt ds = it
Ky
Consequently,
A, bF h
a(pr, Pr-1) = —h—’“ + o+ 6"3 (4.14)
A B by
L) = —h Ty TR 4.1
a(r-1, Pr) e 2 + s (4.15)

We clearly see that both a(py, ¢x—1) and a(pg_1, px) are nonpositive if and only
if
crhi + 3hy max{by, —bi} < 6.A;.
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This is the sufficient and necessary condition for the validity of the DMP. The
precise statement is formulated in the following theorem.

Theorem 4.7. Let the coefficients of problem (4.3)-(4.5) satisfy (4.8) and let
the bilinear form (4.6) be V-elliptic. Then the lowest-order finite element dis-
cretization (4.9) satisfies the discrete conservation of nonnegativity if and only if
the condition

crh? + 3hy max{br, —bi} < 6.4, (4.16)

holds for all k =1,2,..., M.

Proof. Let 1, @, ..., N0 be the finite element basis functions in Vj,. Then the
stiffness matrix A € RY"*N" has entries A;; = a(¢;, i), 4,5 = 1,2, ..., N°. Since
the bilinear form (4.6) is V elliptic, the stiffness matrix is positive definite, see
(3.4). In addition, the matrix A? has the following form provided both end-points
a®, b2 are on I'p

a(p1,00) 0 0 T o
g _ 1, %0 NOx2
AT = ( 0 oo 0 alems 1) ) eR ' (4.17)

If the end-point a? or b7 (or both) is not on I'p then the corresponding row is
missing in A?.

Hence, if condition (4.16) holds for all £k = 1,2,..., M and if we recall that the
off-diagonal entries of A are given by (4.14)—(4.15), then clearly off-diag(A) < 0.
Furthermore, condition (4.16) is satisfied also for elements adjacent to I'p (for
k =1 and/or k = M) and, therefore, A2 < 0. Thus, Theorem 4.5 yields the
discrete conservation of nonnegativity.

To prove the converse implication we use Theorem 4.4 to obtain that A=t > 0
and —A~'A% > 0. Since the stiffness matrix is tridiagonal and it is positive
definite (3.4), we conclude by Lemma 4.3 that off-diag(A) < 0. The nonpositivity
of the off-diagonal entries of A yields the validity of the condition (4.16) at least
for k =2,3,...,M — 1. If a® € T'p then ¢ is in V}, and condition (4.16) holds
also for k = 1. Similarly, if b° ¢ I'p then (4.16) holds also for k = M.

However, if a? € T'p then 0 < (=A7'A%); = —(A7Y)11a(w0, 1), where we
use the special structure (4.17) of A%. Since (A71);; > 0 (see Lemma 4.2), we
obtain a(o, 1) < 0 and consequently, the validity of the condition (4.16) for
k = 1. Similarly, if b € I'p we obtain (4.16) for k = M.

O

Theorem 4.7 states the main result of this section. It is exceptional among
the results about the DMP, because it provides an equivalent condition for the
DMP. The usual results about the DMP provide sufficient conditions only. In
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addition, condition (4.16) is very easy to verify, especially if the coefficients A, b,
and c¢ are piecewise constant.

Theorem 4.7 enables us to make several conclusions. For example, if the
convection and reaction coefficients b and ¢ vanish, then condition (4.16) is auto-
matically satisfied and the DMP holds true on any mesh. If coefficients b or ¢ are
nonzero, then the mesh must be sufficiently fine in order to satisfy the DMP. The
bigger coefficients b or ¢ and the smaller A the finer mesh must be considered.
Further interesting property of the condition (4.16) is its locality. If the values
of b or ¢ are high with respect to A in certain subdomain of €2 then the mesh
must be correspondingly fine in this subdomain. On the other hand, if b and ¢
are small with respect to A elsewhere, then the mesh can be coarse there.

Theorem 4.7 presents the complete characterization of the DMP for linear
elliptic problems in one dimension discretized by the lowest-order finite element
method. For given coefficients A, b, and ¢, condition (4.16) determines the finite
element meshes yielding the DMP. Let us point out that this condition is universal
for any type of boundary conditions considered.

Practically, condition (4.16) enables us to design sufficiently fine finite element
meshes such that the DMP is satisfied. In addition, if the coefficients b and ¢
are constant (or piecewise constant), then condition (4.16) is trivial to check.
However, we have to admit, that condition (4.16) might be not practical to check
in the case of general variable coefficients b and c. In this case we can recommend
to use the following lemma.

Lemma 4.8. Let us assume the hypothesis of Theorem 4.7. If

Cr = esssupc(x) and by =esssup |b(z)|, k=1,2,..., M,
reK €K}

then the lowest-order finite element discretization (4.9) satisfies the discrete con-
servation of nonnegativity provided the condition

Cehi + 3hiby, < 6.4,
holds for all k =1,2,..., M.
Proof. The statement follows immediately from Theorem 4.7, because ¢, < ¢

and max{bF, —bf} < by forall k =1,2,..., M. O

Transformation to a problem without convection

Interestingly, the general problem (4.3)—(4.5) can be transformed to a problem
with vanishing convection coefficient b. It is natural to present this transformation
for the classical formulation.
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Theorem 4.9. Let us consider one-dimensional problem (4.3)-(4.5) with coeffi-
cients A € CY(Q), b, c, f € C(Q) and with A > 0. Then u € C*(Q)NC*(Q) is a
classical solution to problem (4.3)—(4.5) if and only if the function u is a classical
solution to problem

—(AY +eu=f inQ, (4.18)
u=gp onlp, (4.19)
au+ Au'np =gy on I, (4.20)

where

Alx) = exp (/0 %@f)"(” dt) , (4.21)

C=cA/A, f=fAIA, @ =aA/A, and Gy = guA/A.

Proof. Differentiating the product A’ in (4.3) and dividing by the positive num-
ber A, allows us to rewrite the equality (4.3) equivalently as

b—A , ¢
U+ —u=

7
A AT A

—u" + in Q.

Differentiating (4.21) we find out that

A -

A A

Substituting this into the above equality and multiplying by the positive quantity
A, we obtain (4.18). The equivalence of (4.5) with (4.20) follows immediately by
multiplication by A/A. O

Results of Theorem 4.7 can be applied to the transformed problem (4.18)—
(4.20) to conclude that a finite element discretization of problem (4.18)—(4.20)
satisfies the DMP if and only if

th? <64, Vk=1,2,... M.

However, we point out that in general the finite element solution w; of the original
problem (4.3)—(4.5) differs from the finite element solution uy, of the transformed
problem (4.18)—(4.20) even if the same partition of the domain (2 is used.
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4.4 Two- and higher-dimensional case

The investigation of the DMP for two- (and higher-) dimensional linear elliptic
problems discretized by the lowest-order finite element method is based on Theo-
rems 4.5 and 4.6 which provide sufficient conditions for the validity of the DMP. In
contrast to the one-dimensional case, the stiffness matrix is no longer tridiagonal
and there is no simple equivalent characterization of monotone stiffness matrices.
Therefore, we cannot utilize Theorem 4.4 and we lose the equivalent conditions
for the DMP. The monotonicity of the stiffness matrix is most often guaran-
teed by various sufficient conditions yielding nonpositivity of entries of matrices
off-diag(A) and A?, see Theorem 4.5, or of the local matrices off-diag(AX) and
A%K see Theorem 4.6. These sufficient conditions are usually of a geometrical
nature and are specific for particular shapes of the used finite elements.

There are two natural shapes of elements which can be used in arbitrary di-
mension: simplices and blocks (Cartesian products of intervals). The case of the
lowest-order (linear) finite elements on simplices is analyzed in Section 4.5, while
the case of the lowest-order (multi-linear) finite elements on blocks is treated in
Section 4.6. We will see that these two cases substantially differ from the per-
spective of the conditions for the discrete maximum principle. While for simplices
there exists a universal condition which is valid in arbitrary dimension d > 2, the
conditions for blocks depend substantially on the dimension. For d = 2 we have
the nonnarrowness condition [14] for rectangles. For d = 3 it is possible to satisfy
the DMP in exceptional cases, but for d > 4 it is practically never possible.

Besides simplices and blocks, there are other types of elements specific for the
particular dimension. For d = 3 the right triangular prisms have certain practical
relevance. We analyze the DMP for these prisms in Section 4.7. Another type of
practically used elements are pyramids (one rectangular base and four triangular
faces). Pyramids are important in hybrid three-dimensional meshes, where the
tetrahedral and block meshes have to be joined together face-to-face. This cannot
be done without pyramids and triangular prisms, in general. However, pyramidal
elements are technically complicated and the DMP on them has not been analyzed
yet.

In the sequel, we will analyze the following simplified version of problem (2.1)—

(2.3):

—div(AVu) +cu=f in Q, (4.22)
u=gp onlp, (4.23)
au+ AVu-n =gy on . (4.24)

In comparison with the general diffusion-convection-reaction problem (2.1)-(2.3),
we consider in (4.22)—(4.24) no convection (b = 0) and the general anisotropic
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tensor A in the diffusion term is replaced by an isotropic coefficient A, i.e. we
have set A(x) = A(z)I. We continue to assume the general requirements de-
scribed in Sections 2.1-2.2. Namely, the assumption (2.5) of the uniform positive
definiteness of A turns into to boundedness of A\ from below

0 < Amin < A(x) forall x € Q

and assumptions (2.4) simplify to ¢ > 0 in 2 and a > 0 on I'y.

Remark 4.1. Successful approximate solution of the general problem (2.1)-(2.3)
with nonvanishing convection coefficient b by the finite element method is a subtle
problem, because it requires special stabilization approaches [46, 68]. It is not
the goal of this thesis to investigate this case and therefore, we consider b = 0 in
(4.22)—(4.24). The interested reader is referred to [84]. Similarly, the treatment
of the general anisotropic tensor A € R?*? is complicated and we refer to [56] for
details.

4.5 Simplicial finite elements

Let us consider the domain Q C R¢, d > 2, to be polytopic and to be covered
by a polytopic finite element mesh 7, consisting of d dimensional simplices, see
Section 3.1.

We consider a set of all vertices of all simplices in 7;, and we call it a set of
nodal points. We distinguish the interior and Newton nodal points &, @, . .., N0
lying in QUTI'y and the Dirichlet nodal points @ yo 1, Tyoye, ..., Ty lying on Tp.
We recall that I'p and I'y are considered as relatively open in 0€). According to
the notation of the basis functions, we also put ¢ = xyo p, k = 1,2,..., N?, for
the Dirichlet nodal points.

The lowest-order finite element space X, is defined as

X5, = {wy, € HY(Q) : wp|x € PH(K) for all simplices K € Ty},

where P!(K) stands for the space of linear functions on the simplex K. The
functions in X, are necessarily continuous and each of them is uniquely deter-
mined by its values in the nodal points. In accordance with Section 3.1, we
consider the subspace Vj, C X, of functions vanishing on I'py and the space V}2
such that X;, =V, ® Vha . The standard lowest-order finite element basis functions
01,2, ..., pyo in V} are uniquely determined by the J-property

g@i(a:j)zéij, i,j:1,2,...,N0,

where §;; stands for the Kronecker’s tensor and x;, i = 1,2,..., N are the
interior and Newton nodal points of the mesh 7. Similarly, the standard finite
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element basis functions ¢?,¢9, ... ,gojava in V2 are uniquely determined by the
d-property
@g(w?):(skg, k,£:1,2,...,Na,

where 2, i = 1,2,..., N9, are the Dirichlet nodal points of 7.

The general finite element scheme described in Section 3.1 fits well also for
the lowest-order case. In particular, the lowest-order finite element solution of
problem (4.22)—(4.23) is given as uy, = u)) + gp 5 with u) € V}, determined by the
requirement

a(uy,vy) = F(vy) — algpn,vn) Yon € Vi, (4.25)

where the bilinear form a and the linear functional F are

a(u,v) = /Q[(/\Vu) - Vo + cuv] dx + /F auv ds, (4.26)

J:(v):/fvda:+/ gnvds.
Q T'n

From the point of view of the DMP the simplicial finite elements have advan-
tageous properties. Namely, there exist simple formulas for the key integrals used
for computation of the entries of the local stiffness matrices. However, in order
to present these formulas, we have to introduce certain notation.

Let K € 7, be a simplex. We denote its vertices by X, ¢ = 1,2,..., Nk,
Ng = d+1. The connection between the vertices of the simplex K and the nodes
of the mesh 7y, is provided by the connectivity mapping: X = x; for i = 1x((),
¢ =1,2,...,Ng. We denote by F, and F,, the two facets of the simplex K
opposite the vertices & and x| respectively. We define the interior dihedral
angle ay,, between Fy and F), as oy, = ™ — ,,, where o, is the angle between
the outward normals n, and n,, to facets F, and F,,. Following [9], we write
cos(Fy, F,,) for cos oy, By |K|, |Fy|, and |F,,| we understand the d-dimensional
volume of the simplex K and the (d — 1)-dimensional volumes of its facets F; and
F,,. Further, the altitudes of the simplex K over its facets F; and F,, are denoted
by n¢ and n,,. Clearly, n, = d|K|/|F,;|. With this notation we can express the key
integrals as follows

1
F‘K‘ for ¢ =m,
Vol - Vol de = ¢ 4.27
/K 15 _costF Fm) |K| for £ #m 2
NeMm ’
14 o
Eobde=——— """ _|K 4.28
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where ¢,m =1,2,..., Nx and the shape functions ¢ = @i (e) are defined in the
simplex K only, they are linear in K, and they vanish at all vertices of K except
for zX where they have the value 1.

The validity of formula (4.27) can be readily seen from the fact that V& =
—mny/ne. Its proof is published in [7, 84]. The special cases of d < 3 are well
known, see e.g. [50]. The formula (4.28) comes from [17, p. 201], see also [8]. In
addition, the equality (4.28) is a special case of the quadrature formula for the
barycentric monomials in simplices, see Lemma A.1 in Appendix A.

Now, we can present the basic result about the DMP for problem (4.22)-(4.24).
For each element K € 7}, and for each pair of indices ¢ # m, {,m =1,2,..., Nk,
we define the following quantities

e r@de e [ c(@)on(@)of (2) da

y Coy = (4.29)
K| ‘ [ o8 (@)l (z) da
and
Jorcrry @(8)pi(8)pl (s)ds
if measy;_1 (0K NIT'y) >0,
o = { Ty 25 (5)2K () ds +-1{0K 1 Iv) (4.30)
0 otherwise.

In order to formulate the following lemma, we introduce further notation. Let
i, = xFxk be the edge (the line segment) between the vertices z* and 2 of
a simplex K € 7;. Let ¥ ={F : F C OK, F C I'n, v£, C F} be the set of
those facets of the element K who lie on I'y and who share the common edge

Yoo Finally, let us put |w/,| = > pcox |F|. I wfy, = 0 we set |wfs,| = 0.

m

Lemma 4.10. Let K € T, be a d-dimensional simplicial element. Let the local
stiffness matriz AKX be given by (3.7) with the bilinear form a defined by (4.26).
Then off-diag AX < 0 if and only if condition
K K K
Com Qom ’wfm K
— Ny m < A" cos(Fy, ), 4.31

dld+1) |K| -
holds true for all ¢ #m, {,m=1,2,... N%.

Proof. From (4.27), (4.28), (4.29), and (4.30) we directly compute all the off-
diagonal entries of the local stiffness matrix:

AKX = / AVE . Vel da +/ coX ol da + / apl ol ds
K K P

KNy

cos(Fy, F) 1
— N Eermh e . — ¢ A — o
NN | |+C@m(d+1)(d+2)| |+%"d(d+1) > IF

Fewffn

for all ¢ #m, {,m=1,2,..., N2 O]
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Here, we recall that Nxg = N% + N&, where N9 stands for the number of
vertices of K lying in Q U 'y and N¢ for the number of vertices of K lying on
I'p. This corresponds exactly to the definitions given in Section 3.1.

Lemma 4.11. Let K € 7}, be a d-dimensional simplicial element. Let the local
stiffness matriz A%E be given by (3.8) with the bilinear form a defined by (4.26).
Then A%K < 0 if and only if condition (4.31) holds for all ¢ = 1,2,...,N% and
m=Np+1,Ny+2,...,Ng.

Proof. The proof follows the same steps as the proof of Lemma 4.10. n

Corollary 4.12. Let us consider the lowest-order simplicial finite element dis-
cretization (4.25) of problem (4.22)-(4.24) as described above. If the condition
(4.31) is satisfied for all simplices K € T;, and all indices { #m, { =1,2,... N
and m = 1,2,..., Nk, then problem (4.25) satisfies the discrete conservation of
nonnegativity.

Proof. The statement follows immediately from Theorem 4.6 and Lemmas 4.10
and 4.11. [

Corollary 4.12 represents the main result of this section. It gives a sufficient
condition for the validity of the discrete conservation of nonnegativity and hence
also for the validity of the DMP, see Theorem 3.1. This result generalizes the
standard results and especially the result [9] in several respects. In contrast
to the standard results we consider general mixed Dirichlet/Newton boundary
conditions, general variable coefficient A\, and the general variable coefficient a.
In addition, Lemmas 4.10 and 4.11 show both sufficient and necessary conditions
for the proper sign properties of the local matrices, while in the literature usually
sufficient conditions only are presented.

In case of the Poisson problem with mixed Dirichlet and Neumann boundary
conditions (¢ = 0, a = 0), the crucial condition (4.31) reduces to

cos(Fy, F,) > 0. (4.32)

This corresponds to the well-known requirement of nonobtuseness of all dihedral
angles in the simplicial partition 7. If ¢ # 0 and a = 0, then condition (4.31)
simplifies to the condition derived in [9]. However, here we extend its validity
also for Neumann type boundary conditions.

Practically, condition (4.31) is very easy to verify provided the coefficients ¢
and « are piecewise constant. Indeed, in this case the values ¢ and o coincide
with the constant value of the respective coefficient for all /,m = 1,2,..., Ng.
Nevertheless, in the general case of variable coefficients ¢ and o the computation
of the values ¢ and off and their subsequent utilization in (4.31) might not be
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practical. If this is the case, we can recommend to compute the maximal value
of ¢ and « on each element K € 7p,:

¢ =esssupc(z) and @ = esssup a(s)

zeK se0KNI'y
and use the following lemma.

Lemma 4.13. Under the assumptions of Corollary 4.12, problem (4.25) satisfies
the discrete conservation of nonnegativity if
ct at Jwi

A+ D)@d+2)"" " a1 K|

Nenm < XX cos(Fy, Fy) (4.33)

holds true for all ¢ #m, £ =1,2,... ,N% m=1,2,..., Ng.

Proof. The statement follows immediately from Corollary 4.12, because cff < ¢®

and o < @X for all K € 7;,. O

Im

Remark 4.2. The validity of the DMP on simplicial meshes requires at least the
nonobtuseness conditions (4.32). However, construction of nonobtuse simplicial
meshes might be complicated especially in higher dimensions.

If the Hadwiger conjecture is valid then any polytope in R can be partitioned
into nonobtuse simplices (all dihedral angles are at most 7/2) [6]. The Hadwiger
conjecture is known to be valid for d < 5 and, thus, for d < 5 we have a guaran-
tee of the existence of a nonobtuse simplicial partion of any polytope. However,
this partition is not face-to-face in general. The existence of a face-to-face parti-
tion of any polytope into nonobtuse simplices is an open problem even in three
dimensions.

Moreover, if ¢ or a do not vanish then condition (4.31) requires the dihedral
angles to be acute in order to satisfy the discrete conservation of nonnegativity.
However, division of a space (or certain polytopes) in R? into acute simplices is
even more problematic. A face-to-face acute simplicial partition of the space R?
for d > 5 does not exists [49]. Existence of such a partition in R* is still an
open problem. Even in R3? this is not a simple problem. For example a face-
to-face acute simplicial partition of a slab [25] and a cube [76] was successfully
constructed quite recently. On the other hand, an acute triangulation of any
two-dimensional polygon can always be constructed |12, 58, 86].

4.6 Block finite elements

In this section, we analyze the discrete maximum principle for the finite element
formulation (4.25) of problem (2.1)-(2.3) on block finite elements. To employ
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the special Cartesian product structure of the used elements, we assume in this
section that the coefficients A, ¢, and « are in the following product form:

= H (), clx) = Hck(:vk), and oz H (), (4.34)

where © = (21,29, ..., 2q).

Further, let the domain Q C R? d > 2, be partitioned into a finite element
mesh 7, consisting of blocks K (Cartesian products of intervals). We assume
the mesh 7}, to satisfy the requirements (71)—(77) from Section 3.1 and in the
analogy with the previous section we consider the notion of nodes for the vertices
of blocks in 7;,. Further, we consider the lowest-order finite element space

= {v, € HY(Q) : vp|x € QY(K) VK € Tp,},

where Q! (K) stands for the space of the multilinear functions on the block K. As
above, we consider the standard finite element basis functions of X;,. These are
uniquely determined by the requirement ¢;(x;) = 05, ¢,7 = 1,2,..., N, where
0;; stands for the Kronecker’s tensor, N = dim X, and x; are the nodes of the
mesh 7;,.

Each block K € 7}, is a Cartesian product of intervals, i.e. K = I; X ]2 XXy
and I, = [2), z}]. We denote by hj, = z{ — z{ the length of I} for all k = c,d
and by |K| = hihs - - hg the volume of K. On each interval Iy, k = 1 2 ...,d,
we consider a pair of linear functions

1_ .0
P)=2%"" and fa)=""2k zel,.
hy hy
Clearly, ¢ (2L) = 6;; for i,j =0, 1. o .
The 2¢ vertices of the d-dimensional block K are zf = (21", 29, ..., 2z)"), where

the elements of the binary multiindex j = (j, jg, ..., Ja) are zeros and ones only,
ie. jr € {0,1}, k =1,2,...,d. Each vertex z of the block K corresponds to a
shape function cpK deﬁned as

d

i (@) = Hﬁik(xk), where @ = (21, 22,...,24) € K (4.35)
k=1
and j is a binary multiindex. Clearly, ¢ (zj*) = d;;, where 4 and j are binary
multiindices and ;5 = 1 if ¢ = j and d;; = 0 otherwise. The connection between
the shape functions gpﬁ( and the basis functions ¢;, @ = 1,2,..., N, is straight-
forward: if the node x; of the partition 7, is a vertex of K then K lies in the
support of ¢; and ¢;|x = goj , where ¢ and j are such that x; = zK
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Further, we will compute the crucial integrals needed in the local stiffness
matrices (3.7) and (3.8) in terms of the following moments of the coefficients A,
¢, and o

XK,k: B f[k () dz Ak f[k x)é (l")%( )dx (4.36)
e ! Sy GG (x)de
Kk f]k Ck(x)&g(x)%(x) dx oKk f[k ak )EZ(:U)%( )
’ Iy, G ()6 () g J;. (@) () d

where K € 7,, k=1,2,...,d,and i,7 = 0, 1. Notice the symmetries )\fj(- )\Jlfk,

cfj-k cﬁk, andaKk—aKk forall k=1,2,...,dand 7,7 =0, 1.

We point out that by (4.28) the mtegrals in denominators are

i J Pk
G (x)f (z)de = E(l + 6;5) (4.37)
I,

and, thus, formulas (4.36) can be simplified. For further reference we also define
the following quantities

d d d
IKn _ vKn Kk ~K K.k ~K.nl V) Kk
Aij = A H Niivs Cij = Ciir and ag = = a,(2),) H ;i
k=1 k=1 k=1
for binary multiindices 2, 7, for n = 1,2,...,d, and for ¢ = 0,1. Further, we

recall that the local bilinear form ax corresponding to (4.26) is in the context of
block finite elements given by

ak (o5, ef) =/ AV@f('Vsofder/ coi 5 dw+/ ap; ol ds
K

KNIy

for suitable binary multiindices ¢ and j. Since we trivially compute (¢) =
(—=1)i/hy for alli = 0,1 and k = 1,2,...,d, we can express the partial derivatives
of cpf as

9K 1y &
823 (lL‘l,LUQ,...,Id):( ) H%‘“(mk), n=12...,d.
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Consequently,

L/AV@ Vo do =

-~
—_=
>
x>
8
T
N——
ME
3|
s |2
s
bl
S R
<
3
—=
~
=~
&
T
R
x>
8
T
o,
8

" v \k=1 n=1 bl
d ( ln‘l’,]n K'I‘L
n=1 k;én
_ K] : (‘UinﬂnxKn : AR (4
- 6d,12 h2 H ijk( + Zk]k)
" kn
Kl (v D,
= it [T +650 > N 1o (438
k=1 n=1 n tnn
where we use (4.37). Similarly, we can compute
i () K] e
cgpz oy do = H c(xp)OF (xp) OF (vg) dog = o cs | [0+ 05,5,). (4.39)
k=1

In order to express the integral coming from the Newton boundary condition,
we have to introduce a suitable notation for the faces of the block K € 7;,. If
K=1 x1Iyx--- X Id with I, = [22,2}], n = 1,2,...,d, then its faces can be

expressed as F(n) =D x XLy x {2t} x L1 x -+ x Iy, wheren =1,2,...,d
and ¢ = 0,1. Further, we define the indicator of the Newton type boundary:
we = 1 if the face F(g) lies on I'y and wf’” = 0 otherwise. This helps us to

express the boundary integral in ayx as follows

d 1
K K Kn K K
ap; pi ds = w / ap; pi ds
/mmrN J Z ¢ . J

n=1 =0 Finy

1 d
=3 W e () () (8 ] / () O ()6 (1) Ay
k=1 "Ik
k#n

|K| d Kn 5injn ~K,nin
~ gd-1 H(l + Gigi) Wi o Y (4.40)
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where we used in the last step the fact that if §;,;, # 0 then 1/(1+40;,;,) = 1/2.
Formulas (4.38)—-(4.40) enable us to characterize the nonpositivity of the en-

tries of the local stiffness matrix off-diag A% and A%9 see (3.7) and (3.8). This

characterization, however, depends strongly on the dimension d.

4.6.1 Dimension two

We first investigate the case d = 2. In order to formulate the following lemma,
we introduce a suitable notation. For d = 2 and n = 1,2 we define the quantity

1 ~K\km 1 k= K K
By, = —x¢ A Ao+ Scpr max{cyg”, ¢y Hhe
. Kn yKmn 3
2\ min{ A", A"}

+max{w " an(20), wf’"an(z;)}agiﬁhn] . (4.41)

where @ = 3 — n has the opposite value than n, i.e. if n = 1 then 7 = 2 and if
n=2thenn=1.

Lemma 4.14. Let d = 2 and let the coefficients A, ¢ and « be in the form (4.54).
Let K € T,, K = I, x I, be a rectangular element and let hy and hy stand for
the lengths of Iy and I, respectively. Then aK(gof, ©K) <0 for all 2-dimensional
binary multiindices © # j if and only if

h? 1
B < L < 4.42
"= n2 - B, (4.42)
and x x
1 k1 k2 A >\(I)(172 Ay )‘([){1’1 443
gcor o1 h? h2 (4.43)

Proof. Using (4.38)~(4.40) with d = 2, we express the value ax (¢}, ) as

K]
ax (5,95 ) = e (1 + iy ) (1 + gy ) X
(=) VK2 (=1)=* MO Lok ke
(ETATAE AT AN A
5 , S .
K,1% ) K,2 K,2% 7 K1
Wy, 2;;11041(211>O%gj2 + W, _2;522042<222)O‘i1j1

By the direct examination, we obtain that the two values of aK(gpf , oK) given
by ¢ = (0,0), 5 = (1,0) and 2 = (1,1), 5 = (0,1) are nonpositive if and only
if By < h?/h3. Similarly, these values for ¢ = (1,0), 7 = (1,1) and z = (0,0),



4.6. BLOCK FINITE ELEMENTS 51

j = (0,1) are nonpositive if and only if h?/h3 < 1/B,. Finally, these values
for 4+ = (0,0), 5 = (1,1) and 2 = (1,1), 7 = (0,0) are identical and they are
nonpositive if and only if condition (4.43) holds true. The other combination of
indices 2 and j coincide with one of the previous cases, because of the symmetry
K Ky _ K K

aK(SOj ;) = ax(p; » Py ).

Hence, we conclude that all values ax (¢}, @) for ¢ # j are nonpositive if
and only if conditions (4.42) and (4.43) hold true. ]

Lemma 4.15. Let us consider all the assumptions of Lemma 4.14. If the coef-
ficients A, ¢, and « are piecewise constant, i.e. if N(x) = g, c(x) = ck, and
alx) = ak for allx € K, then

1 1 CK

cons 1 Kn Kmn aK
B, = BX™ = 3 + aghi + émax{wo , W) }Ehm n=1,2, (4.44)

and the values aK(gpf, oK) for all i # j are nonpositive if and only if

Bconst < h_% < 1 (4 45>
1 — hg — BQconst' :
Moreover, if A is piecewise constant and ¢ = 0 and o = 0, then the values
aK(gof, ©K) for all i # j are nonpositive if and only if
1 h?
- < =<2 4.46
SRV (4.46)

Proof. 1f the coefficients A, ¢, and « are piecewise constant, then it is straightfor-
ward that formula (4.41) reduces to (4.44). The sufficiency and the necessity of
conditions (4.45) comes from Lemma 4.14 and from the fact that (4.43) follows
from (4.42) in the case of piecewise constant coefficients. Indeed, if Bt < h? /h3
then

and condition (4.43) immediately follows.
Finally, if A is piecewise constant and ¢ = 0 and o = 0, then B&°™* = 1/2 and
(4.45) simplifies to (4.46). O

Corollary 4.16. Let us consider problem (4.22)—-(4.24) for d = 2 discretized
by the rectangular finite elements with the coefficients in the form (4.34). If
conditions (4.42) and (4.43) are satisfied for all rectangles K € T, then the
discretization (4.25) satisfies the discrete mazimum principle.

Proof. The statement follows immediately from Theorem 4.6, Lemma 4.14, the
definition of the local stiffness matrices (3.7) and (3.8), and from Theorem 3.1. [
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Corollary 4.17. Let the assumptions of Corollary 4.16 hold true and let the
coefficients X, ¢, and « be piecewise constant. If condition (4.45) is satisfied
for all rectangles K € 7Ty, then the discretization (4.25) satisfies the discrete
mazximum principle.

In addition, if X is piecewise constant and ¢ = 0 and o = 0 and if condition
(4.46) is satisfied for all rectangles K € T, then the discretization (4.25) satisfies
the discrete maximum principle.

Proof. The statement follows immediately from Theorem 4.6, Lemma 4.15, the
definition of the local stiffness matrices (3.7) and (3.8), and from Theorem 3.1. [

Lemmas 4.14 and 4.15 provide sufficient and necessary conditions for the non-
positivity of the contributions to the off-diagonal entries of the local stiffness ma-
trices AX and A%9_ while Corollaries 4.16 and 4.17 use them in a straightforward
way to formulate sufficient conditions for the validity of the discrete maximum
principle. We have to admit that conditions (4.42)—(4.43) are too complicated for
any practical utilization. However, in the case of piecewise constant coefficients
these conditions considerably simplify, see (4.45). Let us point out that the non-
narrowness condition (4.46) for the validity of the DMP for Poisson problem was
derived already in [14].

Similarly as for simplices, conditions (4.42)—(4.43), (4.45), and (4.46) limit
the shape (not the size) of the elements. In case of rectangles, these conditions
limit the aspect ratio. The rectangles have to be close to the square. We can also
clearly observe the general fact that if the coefficients ¢ or o are nonzero, then
their effect decreases as the size of the elements decreases.

4.6.2 Dimension three

Let us proceed with the three-dimensional case. Lemma 4.18 and Corollary 4.19
below state that the discrete maximum principle on 3D block finite elements is
satisfied only if all the elements are cubes and ¢ and « vanish. However, this state-
ment is true for the piecewise constant coefficient A\, only. In general, if we admit
variable A it is possible under certain circumstances to obtain the nonpositivity
of matrices off-diag AX and A%? and consequently the conservation of nonneg-
ativity. Nevertheless, the special circumstances leading to the conservation of
nonnegativity are very artificial with no practical use. Below in Subsection 4.6.4
we present Example 4.1 showing that for any block finite element mesh in any
dimension d > 2 there exists a coefficient A such that the discrete maximum
principle is satisfied.

Lemma 4.18. Let us consider problem (2.1)-(2.83) and its finite element dis-
cretization (4.25) with d = 3 and Ty, being a block partition of the domain Q C R3.
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Let the coefficient X\ be piecewise constant with respect to T,. Let K € Ty,
K = I, x I, x I3, be a block element and let hy, hs, hs stand for the lengths
of I, I, I3, respectively. Finally, let the shape functions ©X on K be given by
(4.35). Then aK(gof, ©K) <0 for all three-dimensional binary multiindices © # j
if and only if

hi=hy=hs and c=0ae in K and a=0ae onKNTyN. (4.47)

Proof. Let A be the constant value of A on K € 7. If conditions (4.47) are
satisfied, then (4.38) implies

K| (1 L ()

K K K

Ky K 14+6,.)]| =S 27" 4.48
The term (—1)™%in /(146;,;,) is equal either to —1 if 4, # j,, or to 1/2 if i,, = j,.
Since % # 7, there exists ¢ € {1,2,3} such that i, # j, and we can estimate

3 ; ; 3

(_1>'L'n+]n 1

~— < -1 —=0. 4.49
LTSNS o a0

Combination of (4.48) and (4.49) proves nonpositivity of ax (¢}, ;) for all mul-
tiindices © # j.

To prove the converse implication we assume that aK(cpf oK) < 0 for all
multiindices ¢ # 7. Since the local bilinear form ax is a sum of the integrals
(4.38)—(4.40) and since the integrals (4.39) and (4.40) are nonnegative, the value
of (4.38) must be nonpositive. For example, if ¢ = (0,0,0) and 5 = (1,0,0) then

K| 1 1 1
AV i . vl d :AK|— ——t—+— . 4.
/K Vi - Vi de 5 2 + o2 + o0 (4.50)

Clearly, the integral (4.38) is nonpositive for ¢ = (0,0,0) and 7 = (1,0,0), j =
(0,1,0), 5 = (0,0,1), respectively, only if

—hi% 4+ hy?/2+h3%/2 <0,
hi?/2 —hy% 4+ h3%/2 <0,
hi%/2 4 hy%/2 — hy? <0.

The first inequality together with the sum of the second and the third one yields
0<h;*—hy%/2—h3?/2 <0 and, hence, 2h; 2 = hy? + h3>. Similarly, we obtain
2hy? = hy? + hz? and 2hz? = h;? + hy%. These three equalities easily imply
hl == hz - h3.
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However, if hy = hy = hg3 then the value of (4.50) is zero. Consequently, the
nonpositivity of ax (¢}, ;) and the nonnegativity of (4.39) and (4.40) yields
¢ =0ae in K and « = 0 a.e. on 0K N I'y. The other possible values of
multiindices ¢z and 7 can be treated analogously. O

Corollary 4.19. Let the coefficient X be piecewise constant. The discretization
(4.25) of problem (2.1)-(2.3) based on the lowest-order block finite elements in
three dimensions satisfies the discrete maximum principle provided all elements
K €T, are cubes and ¢ =0 a.e. in Q and a =0 a.e. on I'y.

Proof. Lemma 4.18 and Theorem 4.6 yields the conservation of nonnegativity,
which is equivalent to the discrete maximum principle due to Theorem 3.1. [

Let us note that the result of Corollary 4.19 was derived already in [45].

4.6.3 Dimensions four and higher

For block elements, in dimensions higher than three, in the case of piecewise con-
stant coefficient A there are always positive entries in the local stiffness matrices
off-diag AX and A%? — even on hypercubes. This observation was made already
in [45]. Below, we formulate this observation in a rigorous way in the context of
the general problem (2.1)—(2.3).

Lemma 4.20. Let us consider problem (2.1)-(2.3) and its finite element dis-
cretization (4.25) with d > 4 and T, being a block partition of the domain Q C RY.
Let the coefficient X be piecewise constant with respect to 7I;, and let the shape func-
tions X on K be given by (4.35). Then for any d-dimensional binary multiindex
t© there exists another d-dimensional binary multiindices j such that © # j and
CLK(QD?, gpf{) > 0.

Proof. Let K € T;,, K = I; x Iy x---x I, be a block element and let hq, hs, ..., hy
stand for the lengths of I, I, ..., I, respectively. Without loss of generality we

consider hy > hy > -+ > hy. Given a d-dimensional binary multiindices 2z, we
define the multiindex j as j = (i1,4s,...,14), where i; = 1 — 4; has the opposite
value than ¢, i.e. if 44 = 0 then 44 = 1 and if 44 = 1 then ¢4 = 0. Since

ar (@}, i) is a sum of integrals (4.38)-(4.40), we obtain for these 4 and j the
following expression

d
| K| 1 1
aK(@f»SDf)E/KAVQDf-{'Vgofdw:)\KW _h?*}:ﬁ ‘

n=2

The positivity of this expression is immediate from the following estimate

d
1 1 1 d—1 d—3
_ — >4+ ——=—— >0
h%+;2hg— 2t T g 7Y



4.6. BLOCK FINITE ELEMENTS %)

where the last inequality holds true for d > 4. m

A direct consequence of this lemma is that Theorem 4.6 cannot be used to
prove the validity of the DMP. Moreover, applying Lemma 4.20 to all elements
sharing the longest edge in the block partition 7, we end up with a positive off-
diagonal entry in the global stiffness matrix A and, thus, Theorem 4.5 cannot be
employed for the proof of the DMP as well. Subsequently, numerical experiments
indicate that the global stiffness matrix A is not monotone for d > 4 not even
on meshes consisting of hypercubes. In view of Theorem 4.4, it seems that the
discrete maximum principle is not satisfied for d > 4 and for piecewise constant
coefficient A on any block finite element mesh.

The numerical experiments leading to this conclusion were published in [A2].
This paper is attached to this thesis as Appendix C.

4.6.4 Artificial examples

We conclude this section by a few examples showing that the discrete maximum
principle on block finite elements can be satisfied in certain artificial case.

Example 4.1. Let us consider any block finite element mesh 7, in arbitrary
dimension d > 2. For this mesh we construct the coefficient A in such a way that
for ¢ = 0 and a = 0 the discrete maximum principle is satisfied.

Let K = I; x I x --- x I be any element in 7. On I = [z}, z}| with hy, =
2zt — 20,k =1,2,...,d, we construct the function \(x) as shown in Figure 4.1.
Its formal definition is as follows:

U forxe[z),2)+ dhy] Uz} — Shu, 2],
Ael(w) = { L for x € (2 + dhy, z, — Ohy), (4.51)
where a sufficiently small value of 6 € (0,1/4) will be fixed later and

o L ;_1-20U )
25462 T 1-200 (24 6)(1—25)°

These values are chosen in such a way that | I M(z)dz = hy, and L — 0 for
0 — 0.
From definition (4.36) we clearly see that

—K.,k

AT =1

Furthermore, using the facts that

2 1
§<5U<§ and 0<L<d foroe(0,1/4)
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Ak

[l [l [l [l >
T T T T -

20 29+ 5hy 2t —0Ohy 2

Figure 4.1: The graph of the piecewise constant function .

together with the values

(2 + Ohy) = £, (2, — Ohy) = 1 =6,
60 Z]i—}‘Z]g :gl Zli—i_zlg :1
U2 P2 2’
we obtain the following estimates
1< A5 =A% <3 and 36 < \SF < 86 (4.52)

Hence, let us consider two distinct d-dimensional binary multiindices ¢ and 3
and the corresponding shape functions o] and @I, see (4.35). If c =0 and a =0
then the value of ax (¢}, ¢i*) is given by (4.38). We consider the sets of indices

P=Ak:ix=17p 1 <k<d}and N ={k :ip # ji, 1 <k < d} and we denote
by #P and #N the numbers of their elements, respectively. This enables us to
express the integral (4.38) as follows

K 1 —K,n
/ AV i - Vol da = gd_b#P PETER T 2" (H )\é(l’k>

i nep " keP\{n} keN
1 Kn Kk Kk
v (ond) ean
neN " keP keN\{n}

where we use the symmetric definition (4.51) of Az(z) which yields A" = A",

The estimates (4.52) then lead to

/ AVl Vil de < 6#V

[3# I
K

1
ZhQ 3#leh—2] <0,

neN ™
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h a?h
Ty 3
o®h K, Ky |aPh
xro X
ah Ky Ks |ah
h o?h

Figure 4.2: A pattern of four rectangles. It can be periodically repeated to
produce more complex meshes.

where the last inequality holds true for sufficiently small §. Hence, for sufficiently
small § we obtain negative entries of the local stiffness matrices off-diag AX and
A9 and Theorems 4.6 and 3.1 yield the discrete maximum principle.

Let us note that this construction can be utilized even in the case of nonvan-
ishing coeflicients ¢ and a. However, in this case we have to consider in addition
a sufficiently fine uniform refinement of the given block finite element mesh 7;, in
order to satisfy the discrete maximum principle.

Example 4.2. In two dimensions, we showed that the discrete maximum prin-
ciple is satisfied if the rectangular elements are nonnarrow, see Lemma 4.15 and
condition (4.46). However, this result is based on the local stiffness matrices and
on Theorem 4.6. Using Theorem 4.5 we can show that certain rectangles in the
mesh can be more narrow than condition (4.46) admits and the discrete maximum
principle still holds.

In order to construct such an example, we will consider the Poisson problem
in a domain  C R? ie. problem (4.22)-(4.24) with A = 1, ¢ = 0, I'y = 0,
I'p = 092, and gp = 0. We assume that the finite element mesh 7}, is constructed
by a periodic repetition of the pattern shown in Figure 4.2. The aspect ratio (the
ratio of the lengths of sides) of the top-left rectangle K is o® and the aspect ratio
of the other three rectangles K», K3, K4 is a. We assume the domain €2 such that
it can be covered by this mesh.

The parameter « is considered in [1/4/2,1]. This choice guarantees that the
matrices off-diag AX and A% are nonpositive for elements K = Ko, ..., Ky, see
Lemma 4.15. However, if « is sufficiently small (below 1/+v/2) then o is below
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1/ V/2 and there is a positive entry in the local stiffness matrices. On the other
hand, if « is not too small then this positive contribution to the global stiffness
matrix will be overcome by a negative contribution from a neighboring element,
the global stiffness matrix will be M-matrix and Theorem 4.5 will guarantee the
validity of the DMP.

To prove this, we consider the piecewise bilinear basis functions 1, ..., o4
corresponding to vertices 1, ..., xy, see Figure 4.2. By (4.38) we have

adh? [ —1 1
= | Vg, Ve,dz = - .
a1, ¢a) Ve Vende =y (W &%J

This is clearly nonpositive. Similarly, for another pair of basis functions we obtain
a negative entry in the global stiffness matrix:

a(er, p3) = / Vi - Vpsdx
KUKy

_a3h2 —1 +L +oz5h2 —1 n 1
3 \aShz ' 2h2 3 aSh?  2a4h?

<1( 1o 1+1)— .
-3 2 27 3

where we use the fact that a < 1. Finally,

o*h? (-1 1 ah? (-1 1
a(ep1, p2) = / V- Vi dr = 3 <ﬁ+2a6h2>+ 3 (ﬁ—'—Qa?h?)

Ki1UKo

1
=3 (—2a° — 20" +0? +1). (4.53)
(0%

This is nonpositive if and only if

—20° =20 +a? + 1= — (a? = 1/V2) (20" + (24 V2) a* + V2) <0

The last inequality holds true if and only if a? € [1/4/2,1]. Thus, (4.53) is
nonpositive for all a € [1/v/2,1].

The other pairs of basis functions lead to the same values of the already
computed ones. Namely,

a(pa, 3) = alp1, 04),  alez, ps) = alw1,v3), alps, s) = aler, P2).

Hence, for o € [1/v/2, 1], the global stiffness matrix is M-matrix and Theorem 4.5
guarantees the validity of the DMP.

To conclude, if o € [1/v/2,1/v/2), i.e. approximately o € [0.8409,0.8909),
then the element K; is more narrow than the nonnarrowness condition (4.46)
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allows, but the DMP is satisfied. Finally, let us point out that this example is
valid for arbitrary choice of the domain and homogeneous Dirichlet boundary
conditions provided they are chosen compatibly with the periodic pattern shown
in Figure 4.2

4.7 Right triangular prisms

The three-dimensional meshes consisting of right-triangular prisms are useful es-
pecially for cylindrical geometries of the computational domains. They are also
needed (together with pyramids) in three-dimensional hybrid meshes to join face-
to-face tetrahedra and blocks.

The validity of the DMP on prismatic meshes was analyzed in detail in [A1].
This paper is attached to this thesis as Appendix B. For the reader’s convenience
we present below the main results of this paper.

Let us consider problem (4.22)—(4.24) with 'y = 0, I'p = 909, gp = 0, and
A=1:

—Au+cu=f inQ, (4.54)
u=0 on J9. (4.55)

In order to discretize this problem by the lowest-order FEM, we further consider
the domain €2 to be polytopic and such that it can be covered by a prismatic mesh
7h,. The prismatic mesh 7}, satisfies requirements (7 1)—(7'7) from Section 3.1 and
it consists of right triangular prisms P = T x [ with T being a triangle and [ an
interval. The corresponding finite element space consists of functions piecewise
linear in both (z1, z5)-plane and in the z3-direction:

3 2
Vi, = {(p € Hy(Q) : p(xy, 29, 23)|p = ZZzi7j)\i(:c1,x2)€j(:c3), where

i=1 j=1

Zij S R, )\i(xl,l'g) S P1<T), gj(l'g) S Pl(I), P e 7;“ P=Tx I} (456)

with P}(T) and P'(I) denoting the spaces of linear functions on the triangle T'
and on the interval I, respectively. The finite element formulation, see (4.25),
reads: find u; € Vj, such that

a(up,vp) = F(vp) Vop € Vi, (4.57)

where the bilinear form a and the linear functional F are given by (4.26).
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In order to formulate the main result of [Al], we have to introduce for each
prism P € 7, P =T x I, quantities

—1/2
P 2cot atage el p
dg ) _ ( 7] - , (4.58)
—-1/2
d(p) _ HCHOQP cot oszﬂ()i + cot agl)j
v 6 27| ’

where a@x, ar(z;)d, and o'

min

") stand for the maximal, medium, and minimal angle in

the triangular base T of the prism P, respectively. The value dgp) is well defined
for any prism P, because agé < /2 and afﬂ < /3 hold true for any triangle 7.

On the other hand, the value d(LP) is well defined only if cot aligy > lclloo.p 1T]/6.

Theorem 4.21. Let us consider problem (4.54)-(4.55). Further, let us assume
a prismatic partition T, of © and the corresponding discretization by the lowest-
order prismatic finite elements (4.56)—(4.57). Let d(LP), dép) be given by (4.58)
and let dP) stand for the altitude of the prism P € T,,. If

d" < d® <dP for all P € T, (4.59)
then the discretization (4.57) satisfies the discrete maximum principle.

Proof. See [Al]. O

Paper [A1] further discusses the limitations on angles of the triangular bases of
prisms such that condition (4.59) can be satisfied. Briefly, if ¢ = 0 and prismatic
partition 7}, satisfies (4.59) then

aZh < arctan v/8 = arccos 1/3 ~ 70.5288°,

max

ah > arctan(v/5/2) = arccos 2/3 ~ 48.1897°,

mi
and T
Tow _ o
‘Tmin’
where a7 and o’ denote the maximal and the minimal angle in the triangular

bases over the whole partition 7;, and similarly, T},.« and T,;, stand for the
triangular bases with maximal and minimal area over the whole partition 7p,
respectively.

We observe that these limitations on both the angles and the areas of the
triangular bases are quite severe. Nevertheless, suitable prismatic partitions pro-
viding the DMP exist and they can be used if the validity of the DMP is desired.
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Finally, let us note that the methodology presented in Section 4.2 can be
easily applied to generalize the statement of Theorem 4.21 to problems with
nonhomogeneous Dirichlet boundary conditions.

Furthermore, the technique used above for simplicial and block finite elements,
see Sections 4.5 and 4.6, can be well used also for prismatic elements to general-
ize condition (4.59) to problems with variable diffusion coefficient A. Also, this
technique enables us to replace the L*°(K)-norm in (4.58) by the corresponding
moments of ¢ similar to (4.29) or (4.36). This would provide even more general
condition.

4.8 (Generalizations of the standard approach

In the above Sections 4.5-4.7 we applied the standard approach described in Sec-
tion 4.2 to obtain sufficient conditions for the validity of the DMP. This approach
is based on the investigation of the local finite element matrices, see Theorem 4.6.
Thinking about generalizations of this approach it is natural to investigate the
global (assembled) finite element matrices and to employ Theorem 4.5.

However, the investigation of the global finite element matrix is more demand-
ing and therefore people usually restrict themselves to simple problems. From
this reason we consider in this section the Poisson equation with homogeneous
Dirichlet boundary conditions.

The corresponding result in 2D for triangular meshes is quite well known.
The global stiffness matrix has nonpositive off-diagonal entries essentially if and
only if the underlined triangulation is of the Delaunay type, see |77, 84] and also
[11, 60]. The point is to have the sum of the two angles opposite each edge of
the triangulation at most 7. This is the sufficient and necessary condition for
the global stiffness matrix to have nonpositive off-diagonal entries. Moreover,
this condition means that the triangulation is of the Delaunay type. Paper [69]
shows that the DMP may hold in some cases even if there is an edge with both
opposite angles obtuse. On the other hand, Jan Brandts showed that only one
badly shaped triangle in a triangulation can destroy the validity of the DMP [6].

The result [47] is based on Theorem 4.4 and on a more general sufficient
condition for monotonicity of a matrix [4]. They obtain a sufficient conditions on
the dihedral angles of tetrahedral partitions yielding the DMP. Their condition
allows for angles slightly greater then 7 /2. They present a numerical experiment,
where the greatest dihedral angle in the tetrahedral mesh is slightly greater than
100° and the DMP still holds true.

The author of this thesis is not aware of a publication presenting similar gen-
eralizations for block finite elements. Application of Theorem 4.5 to rectangular
finite elements yields a possibility of having the DMP even if certain narrow rect-
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angles appear in the mesh. This possibility was already discussed in Section 4.6,
Example 4.2. Similar generalization to 3D block finite elements brings no im-
provement of the “cube conditions” from Corollary 4.19. This fact is quite easy to
see, because a contribution to the finite element matrix coming from two trilinear
basis functions corresponding to two nodes connected by an edge can never be
negative, see Lemma 4.18. In the best, it can be zero if all corresponding elements
are cubes.

There are also other approaches how to guarantee the discrete maximum prin-
ciple. In [13] the finite element method is modified in such a way that the resulting
approximation satisfies the DMP on arbitrary meshes. However, a disadvantage
of this approach is the nonlinearity of the resulting numerical scheme. The scheme
is nonlinear even if the underlined partial differential equation is linear.

Let us note that it is possible to find in the literature even less general ap-
proaches than we describe in this thesis. Classical approach of Ph. Ciarlet [15, 18]
essentially requires the corresponding finite element matrix to be irreducibly di-
agonally dominant in order to prove the DMP. This assumption is superfluous
and we present this fact in detail in [38].
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FIVE

Discrete maximum principles for higher-order
finite elements

The analysis of the DMP for higher-order finite elements substantially differs from
the lowest-order case. The crucial point is that the higher-order basis functions do
not satisfy conditions (4.1)—(4.2). Consequently, Theorems 4.4-4.6, the analysis
of the lowest-order finite elements was based on, cannot be used.

The problem is fundamental. In principle, if we express a higher-order poly-
nomial as a linear combination of certain basis functions, it is very complicated to
find conditions on the coefficients which would be equivalent with the nonnegativ-
ity of the polynomial. Such equivalent conditions can be found for quadratic even
cubic polynomials, but the higher the degree the more complicated the conditions
are.

The nonnegative polynomials are connected to the 17th of the 23 famous
Hilbert problems. Originally, people asked if any nonnegative multivariate poly-
nomial can be represented as a sum of squares of polynomials. It turned out
that this is not true. For example, the polynomial 28 + z*y? 4+ 22y*322y%2? is
nonnegative in R?, but cannot be expressed as a sum of squares of polynomials.
Therefore, David Hilbert included among his problems also the following ques-
tion: Given a multivariate polynomial that takes only non-negative values over
the reals, can it be represented as a sum of squares of rational functions? This
problem was solved in 1927 by Emil Artin. The answer is affirmative. For more
information we recommend the book [64].

Anyway, the analysis of the DMP for higher-order finite elements using the
expansion coefficients seems to be untreatable. Therefore, we choose another
approach and analyze directly the discrete Green’s function (DGF). In particular,
to prove the DMP we use Theorem 3.3 and to handle the DGF and the error of
the elliptic projection of the Dirichlet lift we employ Theorems 3.4 and 3.5.

63
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Nevertheless, both the DGF and the error of the elliptic projection of the
Dirichlet lift are complicated objects and, therefore, we will concentrate first on
very simple problems trying to characterize the validity of the DMP and then
extending the results to more complex problems. The introductory Section 5.1
presents the discretization of the 1D Poisson equation by higher-order finite el-
ements. Section 5.2 provides the discrete maximum principle results to 1D dif-
fusion problems with piecewise constant coefficient and with general boundary
conditions. This is a summary of results published in [A3], [A4], and [A5], see
Appendices D-F. The more complicated case of 1D diffusion-reaction problem is
analyzed in Section 5.3. It is a presentation of paper [A6], see Appendix G. In
Section 5.4 we comment the two-dimensional case. Finally, Section 5.5 shows an-
other approach how to handle the DMP in the higher-order case, see [A8| attached
in Appendix I.

5.1 Higher-order finite elements in 1D

Let us consider interval 2 = (a?, b?) and a general 1D elliptic problem (4.3)—(4.5)
with general boundary conditions. Its weak formulation reads: find u € H'(Q)
such that u — gp € V' and

a(u,v) = F(v) YveV, (5.1)

where V = {v € H(Q) : v = 0 on I'p}, the bilinear form a(-,-) and the linear
functional F(-) are defined by (4.6) and (4.7), respectively, and gp is the Dirichlet
lift of the Dirichlet data, see Section 4.3 for the 1D case and Section 3.1 for the
general case.

We will solve this problem by higher-order finite element method. Therefore,
we introduce a partition a® = xy < 21 < -+ < a1 < xy = b2 of the interval
and define elements Ky, = [xy_1, 2], k = 1,2,..., M, with hy = 2 — x4_;. For
each element K, we assign a polynomial degree pi, k = 1,2,..., M. We set the
higher-order finite element space

Xy = {v, € HY(Q) : vy, € PPH(KY), k=1,2,..., M}, (5.2)

where PP(K') stands for the space of polynomials of degree at most p on interval
K. To incorporate the Dirichlet boundary conditions we introduce a subspace
Vi, = X;,NV. The higher-order finite element solution u; € X, is then determined
by the requirements u;, — gp, € V}, and

a(uh,vh) = F(Uh) Yoy, € Vh, (53)

where the approximate Dirichlet lift gpj, is defined in the same way as in Sec-
tion 4.3.
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We construct the basis of V}, in the standard finite element way transforming
the Lobatto shape functions from the reference element K= [—1, 1] to the physical
elements Kj. The Lobatto shape functions, see e.g. [74], are more-less standard
in the higher-order finite elements, but for the reader’s convenience, we recall
their definition and properties.

First, there are two linear shape functions ¢y(§) = (1 —¢)/2 and 4,(§) =
(1+¢)/2, € € K. The higher-order shape functions /s, ¢3,... are defined as

antiderivatives of the Legendre polynomials vanishing at both end-points of K ,

i.e.
;o 3
zi(g)z,/%Z 1/ Poi(s)ds, i=2.3,.... (5.4)
-1

where P;(§) stands for the Legendre polynomial of degree i. Clearly, ¢; is a
polynomial of degree i for 1 = 2,3, ..., it vanishes at both points +1, and these
functions are orthonormal in the following sense

1
/ OGO =0, ij=23 (55)

where ¢;; stands for the Kronecker’s tensor. See Figure 5.1 (left) for an illustra-
tion. It is possible to factor out the root-factor £o(£)¢1(§) = (1 —&)(1 + &) /4 for
each ¢;, 1 = 2,3,..., and express

€i+2<§> 260(5)51(5)/{1<§)’ 1=0,1,2,... (56>

with x;(£) being a polynomial of degree i, see Figure 5.1 (right). In the sequel,
we examine the properties of polynomials x;, 2 =0,1,2,....

0.5

K2

or - < ™
\AT/ Rq \
Ko
-4 \

-1 : : : -6 : : :
1 -0.5 0 05 1 -1 -0.5 0 05 1

Figure 5.1: Lobatto shape functions (g, ¢1, ..., {5 (left) and the corresponding
polynomials kg, k1, ..., k4 (right).
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The Legendre polynomials are well known [42] to satisfy the following differ-
ential equation of second order:

[(1-)P©)] = —i(i + DP(), i=0,1,2,....

Integrating this identity and taking into account definition (5.4), we easily find
that

1—¢2 /8(2 + 3)

liva(8) = = (i+2)(i+1

)PilJrl(g)a 1= 0, 1, 2, e
Comparing this with (5.6) we conclude that

8(2i + 3)

Ki(§) = —m (&), 1=0,1,2,....

Hence, the polynomials k; are just scaled derivatives of the Legendre polynomials.

Furthermore, the derivatives of the Legendre polynomials are known [42]| to
be proportional to Jacobi polynomials Pi(l’l)(ﬁ):

1+ 2

P! .
2 (2

i1 (6) =

Thus, polynomials k; are proportional to Jacobi polynomials P,L-(l’l) which are
orthogonal on [—1, 1] with respect to the weight (1—¢)(14¢&). This orthogonality
can be expressed as

4

/ £0 61 KJZ é)ﬁj(é)dé (2+1)(2—|—2)5Ij’ i,j:0,1,2,....

Another consequence is that the polynomials k; can be generated by the three-
term recurrence formula

oy .
\/22j+7“i+2(€): V2i+5§“i+1(5>—\/z;ﬁm(é), i=0,1,2,....
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For illustration, this gives us the following identities (see also Figure 5.1)

ko(§) = —V6,
ki(€) = —VI10¢,

ma(6) = —gVIA(BE 1),
w(©) = —oVETE - 3)E,
W) = —VIIRIE — 14 4 1)
wo() = —5VEBE3E — 308 4 5)E,

Ke(E) = —6%@(42956 — 495¢* 4+ 13562 — 5),
ke(€) = —i\/3_4(715§6 —1001&* + 38562 — 35)¢,
rg(€) = —@f (243168 — 4004£5 + 20026* — 308£2 + 7).

Interestingly, the Lobatto shape functions possess certain orthogonality in the
L?*(—1,1) sense, too:

( 2

for i — i
: (2i + 1)(2i — 3) =g
. . — —1
/&(é)&(ﬁ)df— . . : fori=j+2and j=1i+2,
e} (20 +1)/(2i — 1)(2i + 3)
(0 otherwise.
with 4,5 = 2,3,.... In addition, concerning ¢, and ¢, we have

[ w@n@a= [ aonee=-%.
/zo )5(€) dE = — /61 )l3(& d£—\/_

/ ¢)d¢ = /él §)dé =0 fori=4,5,.

Now, let us return back to the finite element discretization. The basis func-
tions of V}, are defined with the aid of the reference mapping

hkf + ($k + (Iikfl)
2 )

i (6) = k=1,2,..., M. (5.7)
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We distinguish two types of basis functions — the vertex and the bubble functions.
The vertex functions are composed of the transformed (linear) shape functions
{y and ¢y, while the bubble functions are just transformations of the higher-order
shape functions (s, {3, etc. For example, vertex function ¢”*(z) corresponding
to the node z; of the partition is defined as

6 (x; ' (x))  for z € K,

90”(9:)2{ fo (x () for o € Koy, i=1,2,...,M—1.

Similarly, p,. — 1 bubble functions supported in element K, k=1,2,..., M, are
defined as

(@) = L (' (@), J=1,2,....p— L (5.8)

The finite element space V}, naturally splits into two subspaces Vj, = V' & V)b,
where V}! is the span of the vertex basis functions and V}! is the span of the bubble
functions. The dimension of V}? is always N® = dim V}? = Zkle(pk —1), while the
dimension of V}” depends on the prescribed boundary conditions. The Dirichlet
boundary conditions can be prescribed (i) at both end-points, (ii) at one of the
two end-points, or (iii) nowhere. The corresponding dimension NV of V;” is then
(i) M —1, (ii) M, or (iii) M + 1.

We denote the basis of VU as ¢¥, ¢y, ..., 0% and the basis of V)’ as ¢,
@5, ..., gp’]’Vb. The basis functions ¢;, i = 1,2,..., N°, N° = NV + N® (denoted
without any superscript) correspond to the basis of the entire finite element space
Vi,. We consider the first NV functions to be vertex functions and the last N°®
functions to be bubbles, i.e.

AV AV b _ b
P1 =1y -5 PNv = Pnvy PNl = P15 - o5 PNvypNd = Ppbe

5.2 Discrete maximum principle for 1D diffusion
problem

In this section we present a technique which can be successfully used to certain 1D
elliptic problems. These results were already published by the author of this thesis
and his co-authors. In particular, the case of Poisson problem with homogeneous
Dirichlet boundary conditions appeared in [A3], the results for Poisson problem
with mixed Dirichlet-Neumann boundary conditions are in [A4], and paper [A5]
deals with elliptic problems with piecewise constant diffusion coefficients. These
three papers are attached to this thesis as Appendices D-F.

Below we introduce these results in a unified way presenting the most general
case. The framework built up in the previous sections enables us to handle even
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the nonhomogeneous Dirichlet boundary conditions in the systematic manner,
which is a slight novelty with respect to publications [A3|, [A4], and [A5].

Let us consider 1D diffusion problem with piecewise constant diffusion coeffi-
cient and with general boundary conditions of Dirichlet and/or Neumann type:

—(Ad) = f  in Q= (a?1?), (5.9)
u=gp on [p, (5.10)
Au’nlD = gNn On FN. (511)

Clearly, this is a special case of problem (4.3)—(4.5) introduced in Section 4.3.
Therefore, we adopt the same setting and notation as in Section 4.3. Namely,
concerning the types of boundary conditions: I'p C 09, I'y C 992, I'pUT'y = 010,
I'pNTx = 0, 92 = {a®,b°}. We point out that in the case of pure diffu-
sion problem (5.9)—(5.11) we exclude the possibility of solely Neumann boundary
conditions, because in this case (i.e. if 'p = ) and 'y = {a?,b%}) there is no
uniqueness.

The existence and uniqueness is discussed in Section 4.3, too. Namely, we
adopt the assumptions (4.8), which reduces in this case to

0< Anin <A in Q. (5.12)

Furthermore, the diffusion coefficient A is assumed to be piecewise constant and
we denote by Ay the constant value of A in the element Ky € 7, k=1,2,..., M
— see Section 4.3 or 5.1 for the definition of the 1D partition 7}, of the interval €).

We discretize problem (5.9)—(5.11) by higher order finite elements as described
above in Section 5.1. The weak formulation is presented in (5.1), finite element
formulation is in (5.3), and the corresponding bilinear form a(-,-) and linear
functional F(-) are defined in (4.6)—(4.7) with b = ¢ = a = 0.

In particular, we utilize the splitting of the basis functions into the vertex and
bubble functions. First of all, we show in the following lemma that in the pure
diffusion case with piecewise constant diffusion coefficient the vertex and bubble
functions are a-orthogonal.

Lemma 5.1. Let X;, be given by (5.2). Let a(-,-) be given by (4.6) with b =
c=a=0. Let ¢* € X}, be any vertez function and let ©* € X}, be any bubble
function. Then

a(g’,¢") = 0. (5.13)

Proof. Any vertex function ¢ is supported in at most two elements. Any bubble
function ° is supported in a single element only. If meas(supp ¢° Nsupp ¢°) = 0
then clearly orthogonality (5.13) holds. Thus, the only remaining option is that
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supp ” Nsupp ¢® = Kj for some element K = [y, 2%], k € {1,2,...,M}.
Orthogonality (5.13) now follows immediately from the integration by parts:
T
a(@’,¢") = | Alg")(¢") do = A [(¢") '], — A / (¢")"¢" da =0,

Tp_1
Ky, Tk-1

where A, is constant, and the last equality holds true, because ° vanishes at
both end-points x;_; and x; and because ¢ is linear in K. O

The splitting of the basis into the vertex and bubble part leads to a natu-
ral two-by-two block structure of the resulting stiffness matrix. Orthogonality
(5.13) implies that the two off-diagonal blocks in this structure vanish. Thus, the
stiffness matrix and its inverse can be expressed as

() () e

where AV € RV"*N" consists of the a-products of pairs of vertex functions and
Ab € RN N consits of the a-products of pairs of bubbles. In addition, the matrix
Ab is actually diagonal in this setting.

Lemma 5.2. Let X, be given by (5.2). Let a(-,-) be given by (4.6) with b = c =
a=0. Let ¢? € X}, and go? € Xy, be arbitrary but distinct bubble functions. Then

aley,¢5) =0 and a(e}, @) = 2Ak/hi,

where Ay, is the constant value of A in Ky, hy is the diameter of the element Ky,
and K}, is the element the bubble function ¢! is supported in, k € {1,2,..., M}.

Proof. If meas(supp ¢} N supp ) = 0 then clearly a(¢?, ¢5) = 0. Thus, let us

suppose that supp¢? = supp go% = K}, for some k € {1,2,...,M}. Further,
let @¥(x) = L(x; ' (x) and b(x) = Lo(x;, ' (x)) for © € K with p # ¢ being
polynomial degrees of ¢! and 4,03’», see (5.8). Then, we can compute

Ky,

(@} (&) dx = Ay /K (4 dE2 s = 0,

where we use the substitution z = yx(§) mapping the reference element K =
[—1,1] to the physical element K} and the orthogonality (5.5) of the Lobatto
shape functions.

Finally, using the same manipulations we obtain

a(h, o) = Ay /K (€)2de 2/hy = 244 /.
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Thus, the bubble part A® of the stiffness matrix A can be expressed as

g (P 24 24, 24, oAy 24y
= diag T h27...’_h217...7\hM7...7hMJ )
(p1—1) times (p2—1) times (ppr—1) times

Consequently, the inverse (A°)~! is trivial and nonnegative. The other block A®
is tridiagonal and the nonnegativity of its inverse was investigated in Section 4.3.
In (4.16) we have found a sufficient condition for the nonnegativity of (AY)~!
However, here we consider ¢ = b = o = 0 and therefore condition (4.16) reduces
to 0 < 6Ag, which is trivially satisfied for all £k = 1,2,..., M, see (5.12). Thus,
we conclude that (AY)~! is automatically nonnegative for the pure diffusion case
with piecewise constant diffusion coefficient.

Thanks to the block structure (5.14), the discrete Green’s function (3.15) can
be split into the vertex and bubble part

NO NO

=Y ) @) (AN ypi(x) = Ghl,y) + Gi(x,y),

i=1 j=1

where

GU I' y ZZSO@ 1] SOEJCE)?

Gb (z,vy) Z Zﬁ 0 (X (@) -

As we discussed above, the vertex part G} is automatically nonnegative. Since
hi/(2A;) > 0, the nonnegativity of the bubble part depends solely on the non-
negativity of the polynomials

—2

KP(Em) =) rijm)k;(E)

bS]

<.
i
=)

for (¢,7n) € K? and p = 2,3,.... Indeed, this is due to the fact that G (x,y) is
nonnegative if and only if the polynomial

24 06 ) 4 (6 @) = Lombme(©0(€) Y rj-2(n)r;-2(€)

is nonnegative for all £ = x;'(z) € [-1,1] and all n = x; ' (y) € [-1, 1], see (5.6).
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Unfortunately, polynomials K are nonnegative in K? for exceptional values
of p. In particular, for p = 2, 4, and 6 only. For other values of p it is necessary to
investigate under what conditions the nonnegative vertex part GG, overweights the
possibly negative part G% such that their sum Gj, = G% + G% is nonnegative. The
analysis of this situation was done in [A3] for the Poisson problem with homo-
geneous Dirichlet boundary conditions, in [A4| for Poisson problem with mixed
Dirichlet-Neumann boundary conditions, and in [A5| for the diffusion problem
with piecewise constant diffusion coefficient and homogeneous Dirichlet bound-
ary conditions. These papers are attached to this thesis as Appendices D—F.

The analysis of the nonnegativity of GGj, is based on the explicit formula for
the inverse of the vertex part A" of the stiffness matrix. The particular shape
of this formula depends on the boundary conditions. The formula for the pure
Dirichlet boundary conditions is presented in [A3| and in [A5]. Slightly different
formula for the mixed boundary conditions can be found in [A4].

In all three papers from Appendices D-F, we suppose primarily the homoge-
neous Dirichlet boundary conditions for the sake of simplicity. In what follows,
we utilize the methodology presented above and generalize the results obtained in
[A3], [A4], and [A5] to the case of nonhomogeneous Dirichlet boundary conditions.

Theorem 5.3. Let us consider problem (5.9)-(5.11) with piecewise constant co-
efficient A and with the Dirichlet boundary condition prescribed at at least one
of the end-points of €. Further, let us consider its higher-order finite element
discretization (5.3). Then

go.n(y) — (H%gD,h)(y) >0 forall gpy € Vha, gor>0inQ, ye . (5.15)

Proof. First, let us consider the Dirichlet boundary Conditions prescribed at both
end-points of . Then V2 = span{y?, ©9} with both ¢¢ and (I belng the piece-
wise linear vertex functions corresponding to the end-points a® and b2 of €,
respectively.

Clearly, gps € V)2, gpp = an:l @ ©? | is nonnegative if and only if both 7
and ¢J are nonnegative. Therefore, condition (5.15) is equivalent to the condition

2
Z & [02(y) — Ml (y)] >0 forall ¢, >0, m=1,2, and all y € Q.

m=1

This condition is clearly satisfied if and only if
©? (y) —T10¢% (y) > 0 for all y € Q and for both m = 1, 2.

Using Theorem 3.5, we express

NO NO

00 () — el (y) = 0, () = D> ily) (A1) AT,

=1 j=1
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Thanks to orthogonality (5.13), the matrix A? has practically the same structure
(4.17) as in the lowest-order case. Namely, the only nonzero entries of A? are
A9, and A%, ,. In addition, these two nonzero entries are nonpositive, see (4.14)-
(4.15).

Hence, for m = 1 we obtain

Nv4+N®

e (y) — el (y) = Z wily) (A AY

+Zsoz (A" (=4) 2 0,

where we utilize the fact that the vertex-bubble block of the stiffness matrix A
vanishes — see (5.14), that the vertex functions as well as all entries of (A")~! are
nonnegative, and that AY, is negative.

For m = 2, we can proceed in practically the same way to obtain nonnega-
tivity of ¢f — I10¢9. This proves the theorem in the case of Dirichlet boundary
conditions prescribed at both end-points of €. If the Dirichlet boundary condition
is prescribed in one end-point only then the proof is analogous. O

Now, the statement of Theorem 5.3 can be combined with the nonnegativity
of the discrete Green’s function proved in Appendices D-F. Theorem 3.3 then
provides the validity of the discrete maximum principle. The final conditions,
however, differ for the pure Dirichlet boundary conditions (see Corollary 5.4 be-
low) and for the mixed boundary conditions (see Corollary 5.5 below). Anyway, in
order to present the results of papers from Appendices D-F, we have to introduce
the critical relative element length

[\

p—

) = 1 5 min Gl 3 (€ () (5.16)

Il
=)

%

This quantity depends on the polynomial degree p and it is given as a minimum
of a bivariate polynomial over a compact set (a square). The computation of
values H(p) is a nontrivial task, in general. However, in this case, it is possible
to find the values H,(p) analytically for p = 2,3, 4. For values p = 5,6,...,100,
we did it numerically with high accuracy. The results are presented in Table 5.1
and in Figure 5.2. See [A3] and [A5] in Appendices D and F for more detail.

Corollary 5.4. Let us consider problem (5.9)-(5.11) with piecewise constant
coefficient A and with the Dirichlet boundary conditions prescribed at both end-
points of Q, i.e. I'p = {a?,b%} and T'x = (0. Further, let us consider higher-order
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p_ Hiy(p) p Hiy(p) p_ Hy(p) p_ Hy(p)
1 1 6 1 11 0.953759 16 0.968695
2 1 7 0935127 12 0.969485 17 0.967874
3 9/10 8 0.987060 13 0.959646 18 0.969629
4 1 9 0.945933 14 0.968378 19 0.970855
5 0919731 10 0.973952 15 0964221 20 0.970814

Table 5.1: Critical relative element length H

rel

(p) for p=1,2,3,...,20.

OXOXOXOXOXOXOXOXOXO:
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*(p) for p=1,2,...,100. Circles
indicate the values for p odd and crosses for p even.

Figure 5.2: Critical relative element lengths H*

finite element discretization (5.3) of this problem. If

h,
A, —

rel

(pk)haa forallk=1,2,... M, (5.17)
with hoa = Zj\il hj/A;, then discretization (5.3) satisfies the discrete conserva-
tion of nonnegativity.

Proof. Results presented in paper [A5] (see Appendix F) imply the nonnegativity
of the discrete Green’s function:

Gn(z,y) >0 V(z,y) € Q?

provided condition (5.17) holds true (see the proof of Theorem 4.2 in [A5]). The-
orem 5.3 provides nonnegativity of the error of the elliptic projection. Thus, both
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assumptions (a) and (b) of Theorem 3.3 are fulfilled and the discrete conservation
of nonnegativity is satisfied. O]

Corollary 5.5. Let us consider problem (5.9)—(5.11) with piecewise constant coef-
ficient A and with the mized boundary conditions, i.e. Tp = {a®} and I'x = {b?}
or vice versa. Further, let us assume higher-order finite element discretization
(5.3) of this problem. If

H*

rel

(pg) >0 forallk=1,2,..., M, (5.18)
then discretization (5.3) satisfies the discrete conservation of nonnegativity.

Proof. It goes through the same steps as the proof of Corollary 5.4 with the only
difference that the nonnegativity of the discrete Green’s function is guaranteed
by condition (5.18) — see the proof of Theorem 6.1 in [A4] (Appendix E). O

First, notice that in the case of Poisson problem, i.e. for A, = 1, condition
(5.17) reduces to hy < H?,(pr)hq with hg = b% —a? being the length of Q. Hence,
condition (5.17) for a general piecewise constant coefficient A can be regarded as
a relation between distorted lengths of elements and the distorted length of the
entire domain 2. We also point out that this condition is rather weak. It seems
that the smallest value of HY,(p) is attained for p = 3 and it is 9/10. Thus, in
the case of Poisson problem the discrete maximum principle is satisfied if there
is no element larger then 9/10 of the length of 2. Clearly, any “reasonable” mesh
satisfies this condition.

Further notice the fundamental difference of conditions (5.17) and (5.18). The
later one — corresponding to the mixed boundary conditions — is much weaker. It
depends on polynomial degrees py only and not on the lengths hj of elements. In
addition, Figure 5.2 indicates that it is automatically satisfied for any polynomial
degree pi. In fact, if our computations of values of H (p) involving root finding
of high-order polynomials are correct and accurate then we actually verified the
validity of (5.18) for all polynomial degrees up to p = 100, see [A3] (Appendix D)

for details.

5.3 Discrete maximum principle for 1D diffusion—
reaction problems

In this section we present a DMP result for 1D diffusion—reaction problem dis-
cretized by higher-order finite elements. In contrast to the pure diffusion case
described above the presence of the reaction term complicates the analysis sub-
stantially. There are two principal difficulties: (i) The bubble functions are not
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a-orthogonal to the vertex functions nor to themselves. (ii) There is no explicit
formula for the inverse of the vertex part of the stiffness matrix. Difficulty (i)
can be overcome by considering the generalized eigenfunctions of the 1D dis-
crete Laplacian as the shape functions. Solution of difficulty (ii) requires suitable
estimates of the entries of the inverse the stiffness matrix.

A detailed analysis of this case was published in [A6|. This paper is attached
to this thesis as Appendix G. In this paper the reaction coefficient is supposed
to be constant and the boundary conditions are considered to be homogeneous
Dirichlet. In what follows, we briefly present the main result of this paper and
generalize it to general non-homogeneous mixed boundary conditions of Dirichlet
and Neumann type and to the piecewise constant reaction coefficient. However,
we point out that these generalizations are quite simple. Especially, the general-
ization to the piecewise constant reaction coefficient is trivial.

Let us consider the following diffusion-reaction problem with general bound-
ary conditions:

—u" +cu=f inQ, (5.19)
u=gp onlp, (5.20)
w'nip =gy on I'y. (5.21)

Clearly, this is a special case of general problem (4.3)—(4.5) from Section 4.3. The
only difference is that we suppose A = [ and b = a = 0, now. We assume the
coefficient ¢ to be piecewise constant and we denote by ¢, the constant values of
¢ in Kj. Technically, we adopt all the notation from Section 4.3. In particular,
we consider the weak formulation (5.1) and the finite element formulation (5.3),
where the bilinear form a(-,-) and the linear functional F(-) are given by (4.6)—
(4.7) with A =T and b = a = 0. Clearly, in the case I'y = {a?,°} and T'p = ()
we assume ¢ > 0 in at least one of the elements in order to preserve the unique
solvability of (5.19)-(5.21).

We suppose the same higher-order finite element approximation as above, see
Section 5.1. However, as we already mentioned, we consider the generalized eigen-
functions of the discrete 1D Laplacian for the bubble functions. Thus, we consider
the reference element K = [—1,1] and a space P} (K ) of polynomlals of degree
at most p on interval K whose values at both end-points of K vanish. Further,
we suppose the eigenfunctions ¢ € P} (K ) and the corresponding eigenvalues A,
1=2,3,...,p, such that

1 1
/1(€f)'v'dx:)\f/1€fvdx Vo € PO(K).

The p — 1 bubble functions supported in element K are then defined as trans-
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formations of £7,,,1=1,2,...,p—1, see (5.7) and (5.8):

@) = €, (GM@), =12 L

Hence, the new bubble functions ¢, 43, ..., wjbvb can be used as a new basis in
Ve

Furthermore, we orthogonalize the vertex basis functions with respect to the
space of bubbles V. The orthogonalized vertex function ¥, i = 1,2,..., NV, can
be expressed in the form

pi+1—1 pi—1

¥i () Z Cry oy (@ ZO (5.22)

Let us notice that both the original vertex function ¢} and the orthogonalized
vertex function ¢} are supported in elements K;;; and K; provided they cor-
respond to an interior vertex. If the vertex function corresponds to a bound-
ary vertex then it is supported in one element only and one of the two sums
n (5.22) is missing. In addition, the coefficients CK'j in (5.22) can be com-
puted as C’K' = CEﬁj(l + )Y, ¢ = ¢hi, B _p’A = f b1 05 dz /2, and
ph=1/(4 )\ffH) form=1,2,7=1,...,p;, i =1, 2 , M. See Appendix G for
details.

Thus, the new basis functions ¢y, %, ..., Y%, and ¢}, ¥5, ..., ¢, are a-
orthogonal in the same way as the standard basis functions in the case of Poisson
problem, see Lemmas 5.1 and 5.2. In particular,

a(@l, v?) =0 Vi=1,2,...,N° and j=1,2,...,N’,

7

and

a(bw)—() Vi#j, i,j=1,2,...,N°

1)

Nevertheless, it turns out that the new vertex functions ¢y do not remain non-
negative, in general. The nonnegativity of ¢} depends on the size of the quantity
¢ = cxh? for all values of k such that ¢? is supported in Kj. Simply, ¢? is non-
negative for small values of  only. In fact, there is a quantity a”* depending on
the polynomial degree p; only such that v} is nonnegative in the corresponding
element Kj for ¢ < aP*. See [A6, Lemma 6.1] in Appendix G for details and
proofs. See also Table 5.2 below for the approximate values of of.

Moreover, the nonpositivity of the off-diagonal entries of the vertex block of
the stiffness matrix is not automatic in the reaction-diffusion case. Similarly, as
the nonnegativity of the orthogonalized vertex functions, the nonpositivity of the
off-diagonal entries follows for sufficiently small values of ¢ = ¢;h?. In particular,
there exists a quantity (GP* depending on the polynomial degree p; only such
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that a(yy,¢y) < 0, i # j, for ¢ < @P%, where k corresponds to the element
K}, = supp ¢y Nsupp ;. See [A6, Lemma 6.2] in Appendix G for details and
proofs. See also Table 5.2 below for the approximate values of (7.

These properties of the orthogonalized basis functions 97}, ¢35, ..., ¥} and
L)) S w?vb enable to prove the following direct analogy of Theorem 5.3.

Theorem 5.6. Let us consider problem (5.19)-(5.21) and its higher-order fi-
nite element discretization (5.3). Further let cihi < min{a®*, Pc} for all k =
1,2,...,M. Then

gon(y) — Mygpn)(y) >0 for all gny € V2, gpr > 0in Q, ye

Proof. The proof goes through the same steps as the proof of Theorem 5.3. The
only difference is that the standard basis functions ¥, ¢, ..., % and ¢°, 5,

. go?\,b have to be replaced by the orthogonalized basis functions ¥, ¥, ...,
V%o and b, 5, gbf\,b as well as the boundary vertex functions ¢?, ¢§ have to
be replaced by the corresponding orthogonalized boundary functions ¢?, 1J. [

Theorem 5.6 together with the analysis of the nonnegativity of the discrete
Green’s function performed in [A6] enables us to formulate the main DMP result.
For this purpose, we have to utilize a rational function &@? (6, () and two auxiliary
quantities v and 7, which are defined through &? (6, ¢) in certain way. For details
see [A6, Section 7.4].

Theorem 5.7. Let us consider problem (5.19)-(5.21) and its higher-order finite
element discretization (5.3). Denote by hy, and py. the lengths and the polynomial
degrees of elements Ky, k = 1,2,..., M. Further, consider 0% = hy/(hq — hy)
with hg = b2 — a® being the length of interval Q. Let us suppose that in case
0P < oo inequalities

v >3/2 and &P (0,470 + 67) >0 for § € (0,1/2] (5.23)
hold true for all p =py, k =1,2,..., M. Furthermore, in case 0** < oo assume
hi < hg/3 forallk=1,2,..., M. (5.24)

If
cehy < min {a*, GP%, APEQR o7} forallk=1,2,..., M, (5.25)

then discretization (5.3) satisfies the discrete conservation of nonnegativity.

Proof. We apply Theorem 3.3. Assumption (a) of this theorem follows from the
analysis performed in [A6] — see Corollary 7.1 and Lemma 7.4 in Appendix G.
Assumption (b) is guaranteed by Theorem 5.6 proved above. O
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The rather complicated assumptions of Theorem 5.7 deserve certain com-
ments. The main point is that assumption (5.25) only is fundamental. The other
assumptions (5.23) and (5.24) are technical. Especially, assumption (5.23) might
be superfluous, because it can be a priori verified for all values of p. Its veri-
fication for p = 1 and 2 is easy. However, for higher values of p we have not
succeeded to prove it theoretically. Therefore, we verified the validity of (5.23)
computationally. We employed the interval arithmetic and confirmed its validity
for p up to 10. See [A6] in Appendix G for details.

We note that the lowest-order case p = 1 was already analyzed in Section 4.3.
We point out that condition (5.25) for p = 1 reduces to condition (4.16) of
Theorem 4.7 for the considerted diffusion-reaction problem. The difference is
that in the lowest-order case we proved sufficiency and necessity of condition
(4.16), but Theorem 5.7 proves sufficiency only.

Table 5.2: The critical values o, 5P, 4P, and 6.

D aP lie AP 5P
1 00 6 0 00
2 20/3 00 0 00
3 | 3861 2589 5.608 0
4 | 18.91 oo 2.936 3.614
5 | 4944 59.82 7.799 0
6 | 37.56 oo 7.247 0.887
7| 7282 107.81 9.791 0
8 | 62.62 oo 9.709 0
9 | 104.09 169.85 11.510 0
10 | 94.10 oo 10.644 0

For the reader’s convenience we also reprint Table 5.2 from [A6]. The table
contains numerically computed values of o, BP, v*, 6P for p = 1,2,...,10. Ob-
serving these values yields to certain conclusions and hypothesis. First of all,
condition (5.25) for p = 1 and p = 2 reduces to chi < 6 and chi < 6 + 2/3,
respectively. (These values coming from Table 5.2 are exact!) Interestingly, the
limitation for p = 2 is slightly weaker than for p = 1. Since the condition for p = 1
is also sufficient (see Theorem 4.7), we conclude that in this case the quadratic
elements provide the DMP for slightly wider class of meshes than the linear ele-
ments. This is exceptional, however. In general the higher-order finite elements
perform much worse with respect to the DMP than the lowest-order ones.

Further observations concern the values p > 3. It seems that the value of 77
is the smallest for p = 4 and it is well above 3/2. Hence, the first inequality in
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the assumption (5.23) seems to be satisfied for all values of p. Furthermore, the
values in Table 5.2 show that 7?0 4+ ¢ < min{a?, 5P} for 6 € (0,1/2] and for
p = 3,4,...,10. (Notice that due to assumption (5.24) the quantity 6* attains
values in (0,1/2] only.) The observed trend allows to conjecture that this is the
case for any p > 10, too. If this is true then condition (5.25) can be replaced for
p > 3 by simpler one:

cphi < APROF 4 6P for all k =1,2,..., M.

It can be shown, see [A6], that for the validity of this condition it suffices to have
crhahy < AP% 4 6Pk, Hence, we can say that the DMP is satisfied provided the
finite element mesh is sufficiently fine.

Finally, the data in Table 5.2 imply that the cubic elements yield the most
strict limitations to the element sizes. Hence, if this is true also for p > 10 and
if the above hypothesis are valid also for arbitrary p > 10, then the following
conjecture holds true.

Conjecture 5.8. Let us consider problem (5.19)-(5.21) and its higher-order fi-
nite element discretization (5.3) based on a finite element mesh consisting of M el-
ements. Suppose arbitrary distribution of polynomial degrees py, k =1,2,..., M.
Denote by hy the length of the element Ky and set 0% = hy/(hq — hi), where
hg = b2 — a? stands for the length of the interval Q. If

crhi/y <08 <1/2 forallk=1,2,..., M,

where 3 ~ 5.608797, then discretization (5.3) of problem (5.19)-(5.21) satisfies

the discrete conservation of nonnegativity.

5.4 Higher-order discrete maximum principle in
two-dimensions

The validity of the DMP for two (and higher) dimensions and for higher-order fi-
nite element approximations is a difficult problem. Up to the author’s knowledge
practically none positive result is known in this field. Therefore, we restrict our-
selves in this section to the Poisson problem with homogeneous Dirichlet bound-
ary conditions.

There is a result [39] from 1981 analyzing a local version of the DMP for
higher-order finite elements. The authors of [39] require the validity of the DMP
on each vertex-patch of elements w(x;) = {K € 7, : «; € K}, where x; is a
vertex in the triangulation 7,. This local version of the DMP is stronger than
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the global version we analyze in this thesis, i.e. the validity of the local DMP
implies the validity of the global one. Anyway, they show that the local DMP is
not satisfied for quadratic triangular elements unless the mesh is very special —
consisting of all equilateral triangles or the so-called quadratic mesh consisting of
right-angle triangles. They also note that the local DMP fails for cubic elements
even on the quadratic mesh.

Another result about the DMP for higher-order approximations is published
in [85], but it concerns the collocation method which is not of interest in this
thesis.

Certain numerical experiments about the validity of the DMP for the higher-
order triangular finite elements were published by the author of this thesis in
[A7]. This paper is attached as Appendix H. The experiments are based on the
general theory presented in Chapter 3. In particular, the nonnegativity of the
discrete Green’s function is directly tested. The results indicate that the DMP
is satisfied for quadratic finite elements on meshes consiting of nearly equilateral
triangles and that the DMP is not satisfied at all for the polynomial degree three
and higher.

In this section we review these numerical experiments and present more of
them in order to draw a broader picture of the situation.

In the experiments we consider the Poisson problem in a polygon 2 with
homogeneous Dirichlet boundary conditions:

—Au=f inQ, wu=0 in 0Q.

Its higher-order finite element discretization fits well to the general framework
presented in Section 3.1, see (3.2). We consider triangular meshes and the corre-
sponding finite element space is

Vi ={v, € Hy(Q) : vp|lx € PPX(K) VK € T},

where PPX (K') stands for a space of polynomials of degree at most px on the tri-
angle K. The polynomial degrees px are assumed to be a priori given (sometimes
they are considered as inseparable attributes of the mesh 7p,).

The sufficient and necessary conditions for the validity of the DMP are stated
in Theorem 3.3. Since the discrete Dirichlet lift gp 5 vanishes, the condition (a) of
this theorem only applies, i.e. the DMP is satisfied if and only if the corresponding
discrete Green’s function (DGF) is nonnegative. The DGF G}, can be expressed
by formula (3.15). This requires the basis functions of V}, and the inverse of the
corresponding stiffness matrix. If the number of degrees of freedom is low then
we can compute this inverse by standard numerical procedures. Subsequently,
formula (3.15) can be used for the inspection of the nonnegativity of the DGF
Gh-
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Formula (3.15) should be used with care, however. It is advantageous to
utilize the properties of the higher-order basis functions. As in the 1D case, we
split the higher-order basis functions of V}, into two groups. The first consits of
the standard piecewise linear and continuous nodal basis function. We denote
them by ¢}, ¢35, ..., p%» and call them the vertex functions. In this case, the
number NV denotes the number of interior vertices in the triangulation 7;. The
vertex functions have the well-known delta-property

QO;}(.’E]) = (5ij VZ,j = 1,2,...,NU, (526)

where §;; stands for the Kronecker’s tensor and x; stand for the interior nodes
(vertices) of the triangulation 7.

The other — non vertex — basis functions are of higher-order and they are
denoted by 7,5, ..., k.. Altogether, NV + N" = dim V},. These higher-order
basis functions consist in 2D of edge functions and bubble functions [72|. The
common property of all higher-order basis functions is the fact that they vanish
at all vertices x; of the triangulation 7.

The union of the vertex and higher-order functions forms a basis of V},. In
certain situations it will be convenient to denote this basis by 1, @9, ..., ENviNn,
where p; = ¢ fori=1,2,..., N” and onvy; = ¢f fori=1,2,..., N". Asin the
1D case, the presence of these two groups of basis functions leads to a 2 x 2 block
structure of the stiffness matrix. However, the orthogonalization of the vertex
functions with respect to the higher-order functions, we performed in the 1D
diffusion-reaction case, is a nonlocal operation in 2D. This is due to the presence
of the edge-functions. Hence this orthogonalization is not practical to do and all
the four blocks of the stiffness matrix remain nonzero. Thus, the stiffness matrix
and its inverse have the following form

A Avv Avn A—l _ S—l _(AUU)—lA’UTLR—I
A Ann ) _(Ann)—lAnvS—l R—l )

where A% € RN™N" Ann ¢ RN™XN" “ote S = A — A" (A™)"1A™ ) and
R = Ann Am)(Avv)flAvn.

Since all the higher-order basis functions vanish at the vertices x; of the
triangulation we easily obtain by (3.15) and (5.26) the indentity

Gu(zi, ;) = (A1) ()l (x;) = (A7) = (5713

for all pairs of interior vertices «; and x;, ¢ = 1,2,..., N". This clearly shows
that the vertex values of the DGF G}, coincide with the entries of the inverse of
the Schur complement S.

Furthermore, the DGF has a natural structure given by the Cartesian product
of the mesh 7, with itself. In particular, if K and L are two elements from 7},
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Figure 5.3: A uniform mesh with 64 triangles enumerated in a spiral way (left). A
triangular element characterized by a pair of angles « and (3 (right). In addition,
sample points for Ny, = 4 are indicated.

and I(K) and I(L) denote the sets of indices of basis functions supported in K
and L, respectively, i.e. [(K) ={i e N:1<i< N+ N" K C suppg;} as in
Section 3.1, then the DGF restricted to K x L is given by

Ghlrxr(z,y) Z Z Digwilr(@)ele(y), (zy) € K x L. (5.27)

1€I(K) jeI(L

This formula contains a small number of basis functions and we use it for fast
evaluation of the DGF at a given point.

Experiment 1: Nonnegativity of the DGF

In this experiment we try to reveal how the nonnegativity of the DGF depends
on angles in the finite element triangulation. We consider a triangular domain
Q) covered by the uniform triangular mesh 7, consiting of 64 triangles, see Fig-
ure 5.3 (left). The distribution of the polynomial degrees over 7, is assumed to
be constant, i.e. px = p for all K € 7j,.

We denote by a and ( two angles in the triangle €2 and below we test the
dependence of the nonnegativity of the DGF G}, on these angles. The angles o
and [ completely determine the shape of 2 and we point out that the size of € is
irrelevant for the nonnegativity of Gj,. In Figure 5.4 (as well as in the subsequent
figures) the horizontal and vertical axes correspond to the angles @ and 3. In
each direction we consider 179 discrete values ranging uniformly from 1° to 179°.
We consider points in these axis given by all pairs of these discrete values such
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that a + 0 < 180°. Each of these points correspond to a particular shape of the
triangle {2 and we determine its color according to the properties of the DGF Gy,
on this domain (2.

Nevertheless, checking the nonnegativity of the DGF is a difficult task. It is
natural to check it element by element, but the DGF G, (x, y) restricted to a pair
K, L €T, € K,y € L, is a multivariate polynomial and the verification of
nonnegativity of a multivariate polynomial is connected to the 17th Hilbert prob-
lem, as we already mentioned at the beginning this chapter. For our purposes, it
suffices to verify the nonnegativity in an approximate way only. For each triangle
K € T, we introduce a set of sample points sf, with barycentric coordinates
(k, 0, Ngpy —k — ) /Ngp1, 0 < k4 < Ngp1, see Figure 5.3 (right). The total number
of these sample points in an element is (Nsp1 + 1)(Ngp1 +2)/2. Finally, instead of
checking the nonnegativity of G5, everywhere in K x L, we check it for all sample
points (s%, sk ) only.

Now, we can explain how do we color the points in Figures 5.4. If the DGF
Gi(x,y) is nonnegative at all sample points over entire 2% then the color is black.
If there is a sample point, where G}, is negative, we color the corresponding point
according to the vertex values given by the Schur complement S. If S is M-matrix
then the color is green. If S is monotone but not M-matrix then the color is red.
If S is not monotone and hence, the DGF (G, is negative in some vertex point,
then the color is blue.

However, this coloring is valid for p > 2 only. The lowest-order case p = 1
is exceptional because there are no higher-order basis functions, we have A = S,
and the DMP is satisfied if and only if A is monotone. Therefore, we use the
following colors for p = 1. If A is M-matrix then the color is orange. If A is
monotone but not M-matrix then the color is gray. If A is not monotone then
the color is light blue. Clearly, the orange and gray colors mean the validity of
the DMP for p = 1.

Thus, the black color in Figures 5.4 for p > 2 means that the DMP is probably
satisfied for the corresponding angles o and 3. We cannot assure this because the
nonnegativity at all sample points does not guarantee nonnegativity everywhere.
Nevertheless, in order to ensure that the number of sample points is sufficient,
we always perform a series of computations starting with Ny, = 8 and doubling
N1 until the final results (the pictures) do not change.

Nevertheless, the colors other than black in Figures 5.4 for p > 2 mean that
the DMP is definitely not satisfied. From these results we immediate observe
that the DMP can be satisfied for polynomial degrees p = 1 and p = 2 only. The
higher polynomial degrees do not lead to the DMP for any angles of 2 in this
setting. For polynomial degrees higher than two the DMP is not satisfied even
on the mesh consisting of all equilateral triangles. We also experimented with
other than triangular domains. The resulting figures were similar to those shown
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Figure 5.4: The nonnegativity of the DGF and its dependence on the angles in
the triangulation for polynomial degrees p =1,2,...,6.
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in Figure 5.4. Therefore, we dare to conjecture that the DMP is not satisfied in
general for finite elements of order three and higher.

Even for p = 2 the DMP is (hopefully) satisfied in exceptional cases only. Our
experiment indicates that it is satisfied on triangular meshes, where all elements
are close to the equilateral triangle.

However, the results of this experiment do not mean that the higher-order
finite elements are completely hopeless with respect to the DMP. In some sense
they behave well. We observe that the higher polynomial degrees lead to larger
sizes of the green and red areas in Figure 5.4. It means that the vertex values of
the DGF G}, are nonnegative for wider range of angles if the polynomial degree
increases. Hence, the negative values of the DGF are attained somewhere inside
of the elements or on their edges.

Experiment 2: DGF in the boundary and interior regions

The results of the previous experiment are pessimistic in the sense that the DGF
turned out to possess negative values for almost all triangulations in the higher-
order cases. Nevertheless, a closer look to the DGF reveals that the negative
values of the DGF appear close to the boundary of €2 (see Experiment 3 below).
Therefore, we split the domain €2 into the boundary and interior regions. The
boundary region {1z contains a layer of elements adjacent to the boundary 02
and the interior region 7 contains the other (interior) elements. The rigorous
definitions are

Q= fKeT:Knoa#0}, Qr=(}KeT:Knoa=0}

In this experiment we try to investigate the nonnegativity of the DGF in
the interior region and its dependence on the angles in the triangulation. More
precisely, we investigate the nonnegativity of G (x,y) in Q% and in  x Q7. The
nonnegativity of the DGF in these two domains has certain consequences about
the nonnegativity of the finite element solution in {27. We formulate them in the
following theorem.

Theorem 5.9. Let us consider the general elliptic problem (2.10) with homo-
geneous Dirichlet and Neumann boundary conditions, i.e. with gp = 0 on I'p
and gy = 0 on I'y. Further, let us consider the corresponding finite element
approzimation (3.2) and the DGF G}, given by (3.11). Then the property

f>0ae inQ = wu,>0in7s (5.28)
is equivalent to the nonnegativity of Gy, in Q0 x Qz. Similarly, the property
f>0ae inQrand f =0 a.e. in Qg = wu,>01inQ7 (5.29)

is equivalent to the nonnegativity of Gy, in Q.
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Figure 5.5: A triangle without corners, its triangulation, and the enumeration of
elements in a spiral way.

Proof. This is a direct consequence of the representation formula (3.14). O

Properties (5.28) and (5.29) require nonnegativity of the approximate solution
up, in the interior region {27 only. Therefore, they are clearly weaker variants of
the conservation of nonnegativity (see Definition 3.3) provided the Dirichlet and
Neumann boundary conditions are homogeneous. Under this assumption, the
conservation of nonnegativity implies property (5.28) and property (5.28) implies
(5.29).

Let us note that in this section we experiment with Laplacian only and hence
we can assume the symmetry of the DGF, i.e. Gi(x, y) = Gi(y, x) for all (x,y) €
2. Thus, due to this symmetry, the nonnegativity of G, in Q x Q7 is equivalent
to the nonnegativity of Gy, in Q% \ Q3.

In Figure 5.6 we present the results of an experiment similar to Experiment 1.
We consider the triangular domain {2 and construct the DGF G}, for many pairs
of angles v and (3 in the same way as in Experiment 1. The difference is that
now we color the corresponding points («, ) according to the nonnegativity of
the DGF in Q x Q7 and in Q2. In particular, if Gj, > 0 in Q? then the color is
black. If not and if Gj, > 0 in 2 x €7 then the color is yellow. Otherwise, if
Gy > 0 in Q2 then the color is magenta. If none of these conditions is satisfied
then Gj, < 0 at some point of Q% and the color is cyan. We point out that the
boundary region 2z is formed by the elements with indices 1,2,...,39 and the
interior region {27 consists of elements with indices 40,41, ..., 64.

In contrast to Experiment 1, the results of Experiment 2 depend on the do-
main 2. More precisely, we identified quite strong dependence on the presence
of corner elements. These elements have all their vertices on the boundary 0f2
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Figure 5.6: Nonnegativity of the DGF in the interior region for polynomial degrees
p=1,2,...,6. The tested domain is a triangle, see Figure 5.3 (left). We observe
the dependence of this nonnegativity on the angles in the triangulation.
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Figure 5.7: Nonnegativity of the DGF in the interior region for polynomial de-
grees p = 1,2,...,6. The tested domain is a triangle without corners, see Fig-
ure 5.5. We observe the dependence of this nonnegativity on the angles in the

triangulation.



90 CHAPTER 5. DMP FOR HIGHER-ORDER FINITE ELEMENTS

— see elements 1, 8, and 15 in Figure 5.3 (left). Therefore, we present also the
results obtained in a domain (and with a triangulation), where these elements are
removed. The modified domain is a triangle without corners and it is depicted
together with the used mesh and with the enumeration of the elements in Fig-
ure 5.5. The results in Figure 5.7 use the same color code as in Figure 5.6. In this
case, the boundary region {2z is formed by elements 1,2, ...,36 and the interior
region ()7 by elements 37,38, ...,61.

Observing the results in Figures 5.6 and 5.7 we may conclude that the case
p = 1 is again exceptional. The DGF for p = 1 is either nonnegative everywhere
or it has negative values even in the interior region. In the case p = 2 we observe
a small area of black points. Thus, if the angles in the triangulation are close
to 60° then the DGF is nonnegative everywhere in * as we already know from
Experiment 1. Further, we observe no yellow points (the DGF nonnegative in
2 x Q7) and we see relatively large magenta area with the DGF nonnegative in
Q2. The triangulations corresponding to this magenta area require the minimal
angle to be greater then roughly 30° and allow for the maximal angle to be at
most about 120°. For higher polynomial degrees (p > 2) we see no black points
(this was already shown in Experiment 1). The yellow area is highly influenced
by the polynomial degree p and by the presence of the corner elements — compare
Figures 5.6 and 5.7. On the other hand, the magenta area is much more stable.
Interestingly, if we concentrate on odd polynomial degrees only, the magenta area
seems to be slightly growing when p is increasing. Similarly, it seems that it is
growing for even polynomial degrees, too. We also observe that the magenta area
for odd polynomial degrees is in general smaller than for even degrees.

From these results we may draw the following conclusions. The yellow area
corresponds to the property (5.28) (any nonnegative f yields u;, nonnegative in
the interior region €)7). This property does not seem to be suitable for further
investigations, because its validity is dramatically changing with the used poly-
nomial degree and with the presence of the corner elements. Nevertheless, for
polynomial degrees 5 and higher our results indicate that this property is sat-
isfied for reasonable wide range of triangulations — say for triangulations with
minimal angle greater than roughly 35°-40° and with the maximal angle smaller
then about 90°. On the other hand, the magenta area — corresponding to the
property (5.29) — seems to be much more stable with respect to the varying poly-
nomial degree. In addition, we have observed no change of this area when we
removed the corner elements. Furthermore, the magenta area is quite large for
all polynomial degrees p > 2. Therefore, we may conclude that property (5.29)
(i.e. the nonnegativity of u, in the interior region Q7 under the condition that f
vanishes in the boundary region €5 and it is nonnegative in the interior region {27)
seems to be satisfied for a fair range of triangulations and any polynomial degree.
Based on our experiments we can quantify these triangulations as those with the
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minimal angle greater than 30°-40° and with the maximal angle at most roughly
100°. In general, these angle conditions might be weaken for approximations of
higher orders.

Experiment 3: Visualization of the DGF

To see the behavior of the DGF in more details, we tried to visualize it. It is
quite a hard task, because the graph of the DGF G, is a five-dimensional object.
Nevertheless, we can consider pairs of elements K;, K; € 7p,, 1,5 = 1,2,..., M,
where M denotes the number of elements in 7. A pair (,7) corresponds to a
point in planar axis and we can color this point according to certain characteristic
of the DGF G}, in K; x K;. In Figures 5.8-5.19 we color the points according
to the minimum of G|k, xx; (top-right), mean value of G|k, xx,; (bottom-left),
and according to the fraction of the area, where (), is negative, i.e. according
to meas{(x,y) € K; x K; : Gj(x,y) < 0}/ meas(K; x K;) (bottom-right). The
top-left panel of these figures illustrates the corresponding domain €2 and the
triangulation. As a benchmark we have chosen the polynomial degree p = 3 in
all these figures. We point out that all these characteristics are not computed
exactly. We use approximations based on the sample points — see Experiment 1.

The first six figures (5.8-5.13) correspond to a triangular domain Q with
various choices of angles. The subsequent six figures (5.14-5.19) correspond to
the triangular domain without corners. Let us point out the enumeration of
elements presented in top-left panels of these figures. For the triangular domain
the elements adjacent to the boundary have indices 1-39 and the interior elements
have indices 40-64. For the triangular domain without corners the elements
adjacent to the boundary have indices 1-36 and the interior elements have indices
37-61.

A general observation from Figures 5.8-5.19 is that the meshes consisting of
equilateral triangles provide the smallest magnitudes of the negative values and
the smallest areas of negative values. The more the triangles differ from the
equilateral one the more negative the values of GGj, are and the larger the areas of
negative values are.

The right panels of Figure 5.8 reveal that G}, is negative in small number of
cases. Namely, the negative values only appear if the two elements in the pair
are adjacent to the boundary and if they are neighboring to each other. This rule
however applies in the case of equilateral triangle only. In the subsequent figures,
we can observe how the area of negative values increases when the extremal angles
differ more and more from 60°.

We also observe in the bottom-right panels that if the DGF G}, is negative
somewhere in K; x K;, K;, K; € 7T;, then the area of the domain, where G}, is
negative, is relatively small. If the angles are close to 60° then the fraction of this
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Figure 5.8: Visualization of min G|k, xx, (top-right), mean value of G|k, xx;,
(bottom-left), and of the fraction of the area, where G}, is negative (bottom-
right). The top-left panel shows the domain 2 (a triangle with angles 60°, 60°,
60°) and the triangulation with the enumeration of elements. The polynomial
degree is p = 3.
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Figure 5.9: Visualization of min G|k, xx, (top-right), mean value of G|k, xx;,
(bottom-left), and of the fraction of the area, where G} is negative (bottom-
right). The top-left panel shows the domain 2 (a triangle with angles 59°, 60°,
61°) and the triangulation with the enumeration of elements. The polynomial
degree is p = 3.
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Figure 5.10: Visualization of min G|k, xx, (top-right), mean value of G|k, xx;,
(bottom-left), and of the fraction of the area, where G}, is negative (bottom-right).
The top-left panel shows the domain 2 (a triangle with angles 40°, 60°, 80°) and
the triangulation with the enumeration of elements. The polynomial degree is
p=3.
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Figure 5.11: Visualization of min G|k, xx; (top-right), mean value of G|k, xx;,

(bottom-left), and of the fraction of the area, where G}, is negative (bottom-right).
The top-left panel shows the domain €2 (a triangle with angles 20°, 60°, 100°) and
the triangulation. The enumeration of elements follows the same pattern as in
Figures 5.8-5.10. The polynomial degree is p = 3.
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Figure 5.12: Visualization of min G|k, xx, (top-right), mean value of G|k, xx;,

(bottom-left), and of the fraction of the area, where G}, is negative (bottom-right).
The top-left panel shows the domain €2 (a triangle with angles 30°, 30°, 120°) and
the triangulation. The enumeration of elements follows the same pattern as in
Figures 5.8-5.10. The polynomial degree is p = 3.
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Figure 5.13: Visualization of min G|k, xx; (top-right), mean value of G|k, xx;,
(bottom-left), and of the fraction of the area, where G}, is negative (bottom-right).
The top-left panel shows the domain 2 (a triangle with angles 80°, 80°, 20°) and
the triangulation. The enumeration of elements follows the same pattern as in
Figures 5.8-5.10. The polynomial degree is p = 3.
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Figure 5.14: Visualization of min G|k, xx, (top-right), mean value of G|k, xx;,
(bottom-left), and of the fraction of the area, where G is negative (bottom-
right). The top-left panel shows the domain  (a triangle with angles 60°, 60°,
60° without corners) and the triangulation with the enumeration of elements.
The polynomial degree is p = 3.
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right). The top-left panel shows the domain  (a triangle with angles 50°, 60°,
70° without corners) and the triangulation with the enumeration of elements.
The polynomial degree is p = 3.
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Figure 5.16: Visualization of min G|k, xx, (top-right), mean value of G|k, xx;,
(bottom-left), and of the fraction of the area, where G} is negative (bottom-
right). The top-left panel shows the domain 2 (a triangle with angles 40°, 60°,
80° without corners) and the triangulation with the enumeration of elements.
The polynomial degree is p = 3.
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Figure 5.17: Visualization of min G|k, xx; (top-right), mean value of G|k, xx;

(bottom-left), and of the fraction of the area, where G} is negative (bottom-
right). The top-left panel shows the domain 2 (a triangle with angles 20°, 60°,
100° without corners) and the triangulation. The enumeration of elements follows
the same pattern as in Figures 5.14-5.16. The polynomial degree is p = 3.
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120° without corners) and the triangulation. The enumeration of elements follows
the same pattern as in Figures 5.14-5.16. The polynomial degree is p = 3.
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Figure 5.19: Visualization of min G|k, xx, (top-right), mean value of G|k, xx;,
(bottom-left), and of the fraction of the area, where G} is negative (bottom-
right). The top-left panel shows the domain 2 (a triangle with angles 80°, 80°,
20° without corners) and the triangulation. The enumeration of elements follows
the same pattern as in Figures 5.14-5.16. The polynomial degree is p = 3.
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area to the area of K; x K is in the order of percents. If there are small angles in
the triangulation then this fraction is at most 40 %. In addition, the actual size
of the minimum of G, is relatively small with respect to the maximum of G,.

A distinctive phenomenon in right panels of Figures 5.8-5.19 is the frequent
presence of vertical and horizontal lines. For example, in Figure 5.9 there are
these lines for ¢ = 15 and for j = 15. This means that there exist negative values
of Gy in K5 x Kj for all j = 1,2,...,64 and symmetrically in K; x K5 for all
1t =1,2,...,64. From the colors of these lines we judge that the negativity of Gy,
on these lines is quite tiny. Notice that the element K5 is in this case the corner
element corresponding to the smallest angle o = 59°.

From the performed experiments it seems that for p = 3, €2 being a trian-
gle, and 7;, being a uniform triangulation of €2 these lines always exist with the
only exception of the equilateral triangle. This is in agreement with results in
Figure 5.6 for p = 3.

In general, we found out that these lines are often caused by the corner ele-
ments corresponding to a vertex of () with small angles. If we remove the corner
elements then these lines emerge for dramatically smaller angles only — see Fig-
ures 5.14-5.19.

Next, we can easily compare the visualizations of the DGF G}, in Figures 5.8
5.19 with the results of Experiment 2 presented in Figures 5.6 and 5.7. We clearly
see the positive and negative values in regions 2 x Q7 and Q2.

The bottom-left panels of Figures 5.8-5.19 show the mean value of G}, in
K; x Kj. It is of certain interest that these mean values are all nonnegative in
all tested cases. The nonnegativity of the elementwise mean values of the DGF
implies the property presented in the following theorem. This property can be
understood as certain weak version of the discrete conservation of nonnegativity.

Theorem 5.10. Let us consider the general elliptic problem (2.10) with homoge-
neous Dirichlet and Neumann boundary conditions, i.e. with gp = 0 on I'p and
gy = 0 on I'y. Further, let us consider the corresponding finite element approxi-
mation (3.2) and the DGF G}, given by (3.11). Furthermore, let the mean values
of the DGF G}, in K; x K; be nonnegative for all K; € T, and K; € Ty,. If the
right-hand side f is piecewise constant and nonnegative in €2 then the correspond-
ing finite element solution uy, € Vi, is nonnegative in £ as well.

Proof. This is a direct consequence of the representation formula (3.14) and the
assumptions of the theorem. O

However, the mean values of G|k, xx; are not always nonnegative. If the an-
gles in the triangulation become sufficiently small (well below 30°) then even some
of these mean values become negative and the weak variant of the discrete con-
servation of nonnegativity presented in Theorem 5.10 does not apply. The range
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of angles yielding the nonnegative mean values of G|k, xx, has been investigated
in Experiment 4 below.

Experiment 4: Nonnegativity of mean values of G,

KZ'XKJ'

Motivated by the nonnegativity of the mean values of G|k, xx, obtained in Ex-
periment 3, we performed thorough test of this property. We proceed in the same
way as in Experiments 1 and 2. We test all possible combinations of angles «
and (. A pair of angles a and 3 corresponds to a point in a plain and we color
this point to black if the mean value of G|k, xx; is nonnegative for all pairs
K;, K; € T;,. If this mean value is negative for certain pair K; x K; then the color
is gray. We again emphasize that the mean value is not computed exactly. It is
an approximation obtained from the sample points as in Experiment 1.

The results for the triangular domain ) (see Figure 5.3) and for p =1,2,...,6
are presented in Figure 5.20 and the results for the triangular domain without
corners (see Figure 5.5) are in Figure 5.21.

The results for p = 1 in Figures 5.20 and 5.21 are not too surprising. They
coincide with the monotony of the stiffness matrix, see results of Experiment 1
and 2 in Figures 5.4, 5.6, and 5.7.

The results for p > 2 are also similar to the previous results. The black areas
in Figure 5.20 are similar to but different from the red areas in Figure 5.4, i.e. the
cases of nonnegative mean values of the DGF and the cases of nonnegative vertex
values of the DGF are similar but slightly different. The range of angles with the
nonnegative mean value of G|k, x K, is fairly large. The shape of the black areas
in Figures 5.20 and 5.21 might suggest certain minimal angle condition for the
nonnegativity of the mean values.

Experiment 5: Dependence of the DGF on the polynomial degree

In this experiment we investigate how the negative values of the DGF behave
with respect to the polynomial degree p. We concentrate on two characteristics
— on the global minimum of Gy, over Q’ (briefly min Gj) and on the measure of
the domain, where the DGF G}, is negative. We express this measure relatively
with respect to the measure of entire Q% i.e. we investigate the ratio rpe, =
meas{(xz,y) € 0% : G)(x,y) < 0}/ meas Q2.

In Figures 5.22 and 5.23 we consider fixed domain 2, fixed triangulation 7},
and we present the dependence of min G, and of 7,6, 0n p. Figure 5.22 corresponds
to the triangular domain Q (see Figure 5.3), while Figure 5.23 shows the results
for the triangular domain without corners (see Figure 5.5). Each graph in these
figures corresponds to a specific choice of angles v and 3 — see the legends.
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Figure 5.20: Nonnegativity of the mean values of G|k, « k;- The domain € is a
triangle — see Figure 5.3.
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the triangular domain (see Figure 5.3) and for various angles.
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Figure 5.23: The dependence of the minimum of G}, in ° (left) and of the ratio
Tneg = meas{G), < 0}/ measQ? (right) on the polynomial degree p. Results for
the triangular domain without corners (see Figure 5.5) and for various angles.
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The first observation from the results in Figures 5.22 and 5.23 is that the
behavior of the min ), and of the 7, has the same character for both tested
domains 2. The actual values of these characteristics are also more-less the same.
Further, we see that for sufficiently high p the minimum of G}, increases and the
measure of the area, where G}, is negative, decreases. However, this increase and
decrease are not monotone. The decrease of 7, is faster than the increase of
min (G, — notice the semi-logarithmic scale in the right panels.

Thus, it seems that most often the minimum of G} is the deepest for p = 3.
However, in certain cases the most negative values are obtained for p = 4 — see
for example the case a = § = 60° in Figure 5.23 (left). For polynomial degrees
p = 3 and p = 4 we also observe relatively large domains with negative values of
Gp. However, if there are negative values of Gy, for p = 1 or p = 2 (often tiny
negative) then the domain with negative values is even larger.

In general, we can conclude, that the DGF looses its nonnegativity for poly-
nomial degrees p > 2 in the vast majority of cases. However, the actual size of
the negative values is relatively small (in the orders of percents of the positive
maximum). The measure of the domain, where the DGF is negative, is often very
small too. The ratio ryeg ranges from 1075 to 107! in our experiments.

Thus, the DMP is not satisfied for absolute majority of cases for higher-order
finite element meshes, but the right-hand side function f leading to the violation
of the DMP have to look “obscure”. The numerical experiments show that a
nonnegative function f yielding a finite element solution wu; being negative at
some point has to possess great values in relatively small region (often close to
the boundary) and relatively small values in the rest of the domain 2. These
requirements on f are the stronger the higher polynomial degrees are considered.

5.5 A weaker type of the discrete maximum prin-
ciple

The numerical experiments presented in the previous section clearly indicate that
the higher-order finite element methods satisfy the DMP in exceptional cases only.
Thus, it is natural to think about weaker concepts. One option how to weaken
the DMP is presented in [A8]. This paper is attached to this thesis in Appendix I.

The idea is to replace the requirement of nonnegativity of f a.e. in by
the nonnegativity of the L? projection of f onto the corresponding piecewise
polynomial space. The motivation is straightforward — the finite element solution
up € Vj, corresponding to the original right-hand size f is the same as the finite
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element solution corresponding to the L? projection f, because

/fvhda::/fhvhda: Yy, € Vj,.
Q Q

In what follows we first briefly review the result [A8| attached in Appendix I
and then we present its slight but practical generalization.

For simplicity we consider 1D Poisson problem with homogeneous Dirichlet
boundary conditions:

—u" = f in Q= (a?1?), u(a®) = u(b?) = 0.

We consider a finite element partition 7;, of Q2 and the standard piecewise poly-
nomial finite element space

Vi ={v, € Hy(Q) : vp|lx € PPE(K), K € T},

(see Section 5.1 for details) and we define the finite element solution w;, € V}, such
that

/uﬁlvﬁldx:/fvhdx Yoy, € V. (5.30)
0 Q

As we mentioned above, the idea is to introduce the L?(Q) projection of f. It
is defined as the unique f;, € V}, such that

/Q(f — fo)ondz =0 Yo, € V.

The discretization (5.30) then satisfies the weak DMP if

fr<0inQ = maxu, < r%%xuh = 0.
Q

This is clearly equivalent to the weak conservation of nonnegativity:
fr>0inQ = wu,>0in Q,

ct. Theorem 3.1.

The result in [A8] states that discretization (5.30) satisfies the weak DMP
provided a certain special quadrature rule exists. This result is in principle general
and it can be used in higher-dimension and for problems other than the Poisson
problem. However, the construction of the special quadrature rule is demanding.
In [A8] we present a numerical construction of these quadrature rules in 1D for
polynomial degrees up to p = 10. Thus, for 1D problem (5.30) we have verified
that the finite elements of order up to p = 10 satisfy the weak DMP on arbitrary
meshes.
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A disadvantage of the concept of this weak DMP is its globality. The L?
projection f;, is considered in V}, and its construction requires to solve a global
problem with the number of degrees of freedom equal to the dimension of V.

Possible remedy is to consider L? projections local to the elements K € 7j,.
Let the local L? projection fx € PPX(K) be defined as

/K(f—fK)sodx =0 VoePPr(K).

Projections fx defined in K € 7}, can be unified into a single function f defined in
Q) such that f(x) = fx(z) for all # € K and all K € 7. Naturally, the function f
is piecewise polynomial but in general discontinuous over the element interfaces.

This setting enables us to define another concept of the weak DMP. The
discretization (5.30) satisfies the weak DMP if

f<0inQ = maxu, <maxu, =0. (5.31)
Q onN

This is again equivalent to the corresponding weak conservation of nonnegativity:
fZOinQ = u>01in Q.

The analysis of the proof presented in [A8] reveals that also the weak DMP
(5.31) is satisfied for finite elements of orders up to p = 10 on arbitrary meshes.
The proof in [A8] requires essentially no changes in order to be valid in this new
setting. The quadrature rules constructed there can be taken exactly the same.

The advantage of this new concept is clear. The projection f can be con-
structed much faster than fj by solving a small system on each element K € 7j,.
Thus, in contrast to the original setting the verification of the assumptions in the
new setting is much more practical.
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Conclusions

This thesis is a result of an attempt to present more-less complete survey of
the DMP results for the linear second-order elliptic partial differential equations
discretized by the lowest-order and the higher-order finite element methods. Up
to the author’s knowledge another survey of this extend and detailness is not
available.

On the other hand, there are other important areas in the field of the DMP,
which attract a lot of attention. One of the biggest is the area of the DMP
for parabolic problems. Parabolic problems provide the same variety of possible
approaches and results as the elliptic problems. A similar survey targetted to the
parabolic case is definitely possible and would be useful. The doctoral thesis [27]
addresses this issue from the perspective of the finite difference method.

The unified and systematic treatment of the topic has enabled not only to
present the issue of the DMP for elliptic problems discretized by the finite el-
ement method in a consistent and hopefully well understandable way but also
to formulate and prove new and original DMP results. This concerns both the
lowest- and the higher-order case.

The DMP for the lowest-order finite elements is already quite well understood.
It is studied for several decades. Nevertheless, we were still able to formulate
and prove new results especially concerning the variable equation coefficients and
treating new types of finite elements. Various examples showing the validity and
the failure of the DMP are original as well.

The higher-order case is understood far less. This thesis presents the author’s
original contributions to this field. There are several positive results about sim-
ple one-dimensional problems. For two- and higher-dimensional case the standard
version of the DMP seems to be valid in exceptional situations only. The the-
sis presents many numerical experiments to support this hypothesis. A natural
remedy is to develop weaker concepts of maximum principles for higher-order ap-
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proximations. One attempt in this direction is presented as well, see Section 5.5.

A generalization of the described concept of the weak DMP to the two- and
higher-dimensional cases would be an interesting topic for further research. An-
other topic deserving deeper analysis was mentioned in Section 3.2. The point is
to develop a methodology how to construct the finite element meshes based on
the given data of the problem (like the right-hand side f and the boundary data
gp and gn) such that the resulting discretization satisfies the DMP.



APPENDIX
A

Integral of powers of barycentric coordinates

Lemma A.1. Let K; C RY, d > 1, be a d-dimensional simplex with barycentric
coordinates i, \o, ..., A\gr1. Let T' denote the gamma function and |K,| the d-
dimensional Lebesque measure of K. If s1,82,...,8q+1 are complex numbers with
real parts greater than —1, then

d+1
d+1 d' T[ I(si + 1)
/ [ (@) de = —= [k, (A1)
Ky =1 F(1+d+23i>
=1

Proof. We prove the statement by the mathematical induction. First, the validity
of (A.1) for d = 1 can be verified easily. If K; = [z, 2g] C R then

/ NU(z)A2 (z) do = 7)@1@:)(1 —Mi(2)” dz = (zp — 21 /1 t51(1 — t)*2 dt,

where we used the transformation ¢ = Aj(z). This integral is in the form of the
beta function
L(r)T'(s)

B(r,s) = /0 1 —)s Tt dt = T ts) (A.2)

and thus
[(s; + 1) (sg + 1)
F(Sl + So + 2)

| @@= ]
K

Now, we assume the validity of the equality (A.1) for dimensions up to d — 1
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and we will prove it for d. To this end, we use the following identity

/Cﬁw dw—/(ﬁv )(1—ZA )Sdﬂdaz

K, =1

L1 1251

— dI|K| / / / (H@) (1—2&)%1 dég--- dédy, (A3)

where we employed the substitutions §; = A\;(x), j = 1,2,...,d. Further, using

the substitution (1 — 327" &)t = &, in the inner integral, we obtain that the
above integral equals to

1 1-& Satsa+1+1
1K / / / (Hgsz) (1—2@) P11 dt - dgde.

Rearanging this expression and using (A.3) for K, 1, we find that
d+1

/K I] (=)

d =1

LY H Xsi(z) | Nt (@) dae /1 £54(1 — ¢)%a+ dt.
(d — 1)‘|Kd_1| 0

Hence, by (A.2) and (A.1) with K;_; we obtain the claimed result. O
Since I'(m + 1) = m! for a nonnegative integer m, we can rewrite (A.1) as

d+1

d+1 d! H 8!
31 —
/ H/\ )da = d+1 yamrramett
(d + > S,)
=1
provided si, s9,..., 8411 are nonnegative integers. We note that our interest in

Lemma A.1 and its proof was motivated by paper [24], where formula (A.1) is
proved for d up to 3 only.
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Discrete maximum principle for FE solutions of
the diffusion-reaction problem on prismatic
meshes

Below we attach a copy of the paper

[A1] A. Hannukainen, S. Korotov, and T. Vejchodsky: Discrete maximum prin-
ciple for FE solutions of the diffusion-reaction problem on prismatic meshes.
J. Comput. Appl. Math. 226 (2009), 275-287.
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1. Introduction

Mathematical models consisting of elliptic and parabolic partial differential equations with various boundary and initial
conditions are useful tools in modeling and numerical simulations of various real-life problems (see e.g. [7,11]). Usually, the
exact (classical) solutions of these models exhibit certain qualitative properties such as the maximum-minimum principle
(or, as a particular case, the nonnegativity preservation) [24], the sign-stability (often called as a preservation of number of
peaks) [14,15], the maximum norm contractivity, etc. For more details in the subject see recent reviews [10,18].

Among these, the maximum principle is the basic characteristic usually associated with the second order elliptic (and
parabolic) boundary value problems [17,24,25]. It can be mathematically described as an a priori estimate of the magnitude
of the solution (unknown in the whole domain) by the magnitude of the given (i.e. known), or easily computable, data. The
maximum principle is not only a mathematical feature of the model but it also adequately describes the real behavior of
physical systems.

It is quite natural to require a suitable imitation of this property from the computed approximations. This is the reason
why the construction and validity of the corresponding discrete analogues (the so-called discrete maximum principles, or
DMPs in short) have drawn much attention. To the authors’ knowledge, papers [27] by R. Varga in 1966 and [ 13] by H. Fujii in
1973 were probably the very first works aimed at the construction of a reasonable DMP for elliptic and parabolic problems,
respectively. These original papers as well as the presented work use special properties of the finite difference and finite
element matrices to analyse the DMPs.

Later on, other types of the DMPs were formulated and proved in a number of papers, see e.g. [6,8,17,18,21,25,28,29].
They discuss various numerical methods for different problems and study the validity of the DMPs. Most of the attention was
paid to the finite difference and finite element approximations of elliptic and parabolic problems and to various geometric
conditions on the shape of the classical simplicial and block finite element partitions that provide the DMPs. Particularly

* Corresponding author.
E-mail addresses: antti.hannukainen@hut.fi (A. Hannukainen), sergey.korotov@hut.fi (S. Korotov), vejchod@math.cas.cz (T. Vejchodsky).
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challenging is the analysis of the DMPs for the less standard but more promising and economical higher order finite elements,
see recent results [22,28]. However, the validity of the DMPs on prismatic meshes has not been considered so far in spite
of the fact that the prismatic partitions can often be more natural and practically convenient compared to the standard
tetrahedral or block partitions, especially for cylindrical 3D domains.

The paper is organized as follows. Section 2 describes the 3D diffusion-reaction model problem and Section 3 presents
its finite element discretization by the lowest order prismatic elements with six degrees of freedom. The main theoretical
result about the DMP is contained in Section 4. Section 5 provides practical geometric conditions for prismatic partitions
to guarantee the validity of the DMP. The sharpness of the obtained geometric conditions is verified by numerical tests in
Section 6. Finally, Section 7 points out possible generalizations and several open problems.

2. Model problem

Throughout the paper we shall use the standard Sobolev space notation (see e.g. [7,11]). We consider the following
reaction-diffusion boundary value problem
—Au+4cu=f inf2, u=0 onas2, (1)
where 2 C R? is a bounded domain with Lipschitz boundary 82 and c is a nonnegative reaction coefficient. To define the
weak solution of (1), we assume f € [?(£2), c € L*°(£2), and
0 =<c = cllos,g, (2)
where ||¢|loo,@ = lIClljeo() stands for the L°-norm of the reaction coefficient ¢ over the domain 2.
The weak formulation of problem (1) reads: Find a function u € H& (£2) such that

/Vu-Vvdx—l—/cuvdx:/fvdx Yv € Hy(£2). (3)
2 2 2

Under the above conditions the weak solution u exists and is unique.

The following theorem shows the continuous maximum principle (CMP) for problem (1), see [24] and also [17,18] for a
more general case of nonlinear problems with mixed boundary conditions. In what follows, the equalities and inequalities
between functions from Lebesgue spaces should be understood up to a set of zero measure, as usual.

Theorem 1. Let u be a solution to (1). If f < 0 and u € C(£2) then maxg u = 0.

A natural discrete analogue to the above implication is known as the discrete maximum principle (DMP). In what follows,
we formulate the DMP precisely and we derive geometric conditions on the shape of prismatic finite elements guaranteeing
its validity a priori.

3. FE discretization on prismatic meshes

In general, we could consider any domain £2 which can be partitioned (face-to-face) into triangular prisms. For instance,
a union of cylindrical domains is acceptable. However, for the sake of simplicity, we assume §2 = § x { to be a cylindrical
domain, where § C R? is a polygon possibly with polygonal holes, 4 = (0, z;), and z; is a positive number. We shall consider
a face-to-face partition 7, ; = 'Thg X 7}1 of §2 into prisms (and call it prismatic mesh or prismatic partition of £2), where 7,19 isa
triangulation of § and Tf is a partition of 4 into segments (not necessarily with the same lengths). Prismatic elements of 7, .
will be denoted from now on with the symbol P possibly with certain indices. The elements of the triangulation “ff (being,
actually, the bases of the prismatic elements) will be denoted by T and the elements of 'Tf will be denoted by I possibly
with indices. Let B;, i = 1, ..., N+ N?, be the vertices of 7 -, where By, ..., By are the interior nodes and By 1, ..., By yo
belong to the boundary 92.

Let V. C H(} (£2) be the finite element space associated to 75 , and defined as follows:

3 2
Vhe ={@ € HJ(R): 9.y, 2)lp =Y > bijhi(x, y)t(2),

i=1 j=1
whereP =T x I,P € Th,, T€ TS, I €T, bij € R, 4 € PI(T), 4 € P'(I) }, (4)

where P!(T) and P'(I) stand for the spaces of linear functions defined in the triangle T and in the interval I, respectively.
Further, let ¢4, ..., ¢y denote the standard finite element basis functions of Vj, . satisfying ¢;(B;) = 65, i = 1,2,...,N,
j=1,2,...,N+N? where 8jj is the Kronecker symbol.

The finite element discretization based on the weak formulation (3) reads: Find a function up, ; € Vj  such that

/ Vl,lh,I . VUhA,r dx—i—/ Clp,z U,z dx = / fvh., dx Vvh,z (<] V/-,,r. (5)
2 2 2
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4. Discrete maximum principle

The discrete problem introduced above should, ideally, satisfy the following natural property (see [8,17,18,21,28]):
f<0 =— maxu,,=0. (6)
2

This implication, however, can lead to different interpretations. Therefore, we provide the following precise formulation of
the DMP.

Definition 1. Let 73, ; be a partition of £2 and let V,, ; given by (4) be the finite element space based on 7} ;. We say that
approximate problem (5) satisfies the discrete maximum principle (DMP) if

maxup, =0 forallf <0. (7)
7

Notice that this definition leads to a task to characterize a suitable class of meshes that guarantee (7). This is done in
Theorem 2 below, where we present sufficient conditions for prismatic partitions guaranteeing (7).

Remark 1. Another possibility how to handle the DMP is to fix the right-hand side f < 0 and construct a suitable partition
Th,- (according to this f) such that maxg up, = 0. However, this possibility is a completely different issue from the
investigation of the DMP according to Definition 1 and it will not be treated here.

Remark 2. As all the basis functions are nonnegative, it is obvious that the FE approximation satisfies u, ; < 0 everywhere
in £2 if and only if uj ; has nonpositive values at all nodal points B;, i=1,...,N + N9.

Letting up . = Zf\’: 1Yi¢i, we come to the system of N linear equations

Ay =F, (8)

where A = (aij)f”j:] is called the FE matrix (to distinguish it form the stiffness and mass matrices), the vector of unknowns

y = (¥1,...,yn)" consists of the values of uy, ; at the interior nodes, and the vector F = (Fy, ..., Fy)T is known as the load
vector. The entries of the matrix A and of the vector F associated to problem (1) are

al-]-=/(zv¢i-v¢jdx+/szc¢i¢jdx and F,»=/Qf¢idx, i,j=1,...,N.

Various geometric conditions on the shape of the simplices in FE partitions come, in fact, from the set of algebraic
requirements on the entries of A providing the validity of the DMPs, as is done for example in [6,8,17,21], where A is assumed
to be irreducibly diagonally dominant.

However, we find that it is sufficient and more convenient to require the matrix A to be a Stieltjes matrix, i.e., symmetric,
positive definite and having nonpositive off-diagonal entries. Notice that Stieltjes matrices form a subclass of M-matrices
which are not required to be symmetric [26, p. 85] or [ 12, p. 121]. M-matrices have nonnegative inverse, which is a sufficient
and necessary condition for the DMP in the sense of Definition 1. In the case of Stieltjes matrices we avoid checking the
irreducibility of the finite element matrix which is not always true (cf. [9, p. 4]) and, moreover, it might be difficult to verify,
in general.

Before we formulate the main result, we compute the element stiffness and mass matrices for an interval I of length d,
for a triangle T, and for a prism P = T X [. It is well known that if {4(z) = 1 — z/d and ¢1(z) = z/d, z € I, are the 1D
shape functions then the corresponding local (element) stiffness and local (element) mass matrices S and M’ with entries

S,.(j') = [, €;_1/_,dz and Mi;') = [, €i_14j_1dz,i,j = 1, 2, respectively, are

1/ 1 —1 d(2 1
I _ on =
§ _d(—l 1)’ M —6<1 2)'

The element matrices for the triangle are well known, too, see e.g.[2,7,9,16,29]. If we use the barycentric coordinates A4, Ag,
and Ac as the shape functions and if we denote by «, 8, and y the corresponding angles, see Fig. 1 (left), then

cot B 4 coty —coty —cot B8 2 1 1
(T) 1 (T) T
SV = - —coty cota 4 coty —coto , MYP=—11 2 1],
—cotp — cota cota + cot B 2\1 1 2

where |T| stands for the area of the triangle T. Finally, it is an easy exercise to verify that the element stiffness and mass
matrices for the prism P = T x I, see Fig. 1 (right), are given by

S(P)—g 26M sM +1 M?  —_MD M(P)—g oM™ M®
6 sM 2eM d —MD M®D ) 6 MDD oM™ )
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Fig. 1. Basic notation for the triangular and prismatic elements.
Notice the tensor (Kronecker) product structures S© = M @ 8™ + 8O @ M and MP = M® @ M. For later reference,
we introduce explicit expressions for certain entries of S and M®. If

VA%, Y, 2) = da(x, ¥)o(2), wp(x,y,2) = Ag(x,y)€o(2),
QDD(X, Y, Z) = )‘A(Xﬂ Y)el(z)# ‘PE(Xs Y, Z) = )"B(Xa y)el(z)»

then
/ch,\-VdeP:—i <2c0ty—m>, /(pA(deP:@, (9)
P 12 d? P 36
/V(pA-VgoDszi(cotﬁjtcoty—@), /wAgoDdP:@, (10)
P 12 d? P 36
/PVW-V(pEdP:—% (coty+|;—2|>, /Pq)AgaEdP:%. (11)
In what follows, all inequalities between matrices, vectors, and scalars are to be understood entrywise. For example, the
symbol A > 0 means that all entries of a matrix A = (a,-j)f.‘szl are nonnegative, i.e., a; > Oforalli,j=1,2,...,N.

Definition 2. Let P = T x [ be a prism and let aﬁQx > ozge)d > ozrqiL > 0 be the maximal, medium, and minimal angles of

the triangular base T of the prism P, respectively. We define the lower and upper bounds for the altitude of the prism P as

_1 _1
dP = 2C0t(¥r(nTa)x _ llclloo,p ’ dP = llclloo,p + COtOtggd + COtot,(nTiz1 : (12)
L T| 3 ’ v 6 2|T| '
0
The lower bound dfp) is well defined only if ZCO‘tTD‘lm“ - ”C”%P >0

(D
min —

Notice that age)d <m/2and o 7 /3 for any triangle. Thus, d;jp) is always well defined by (12).

Theorem 2. Let 7} ; be a prismatic partition of £2. For a prism P € 7}, , let values dip) and dg)) be defined by (12), and let d®
denote the altitude of the prism P. If

d” <d® <dP forallP e 7., (13)
then problem (5) satisfies the DMP according to Definition 1.
Proof. We have

P
aj = > (Vi - Vo + coigy) dP = > q.
PCsupp ¢iNsupp ¢ ¥ P PCsupp ¢iNsupp ¢j
As the finite element matrix associated to our problem is obviously symmetric and positive definite, we only need to show
that

a’ <0 (14)
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=

Fig. 2. Illustration of node positions in cases (i), (ii), and (iii).

for all i # j. Then the matrix A is a Stieltjes matrix, hence, A™! > 0, see [26, p. 85]. Further, because ¢; > 0 and f < 0, we
have F; < Oforalli =1, ..., N.Thus, by (8), we obtainy < 0 and the DMP (7) holds.

It remains to prove (14). Let us consider a prism P € 7, ., P = T x I. We adopt the notation from Fig. 1 and we use the
short-hand notation d = d® for the altitude of the prism. Since we assume that dip) is well defined, we can reformulate
conditions (12) and (13) equivalently as

5 cota® + T IT|
200t + g T lclloo,p 3 = 0 (15)
and
Tl 2T|
lellr 5 = 5 + cot oy + cotatn < 0. (16)

To compute all the entries ai(jp) of the local finite element matrix it is enough to distinguish the following three different
cases, see Fig. 2.

(i) Let A be any vertex of P and let B be one of the two remaining vertices in the same triangular base. If the basis functions
¢; and ¢; correspond to the vertices A and B, respectively, then by (9)

P d IT| IT|
a = | Vou-VopdP + | congppdP < — (—2coty + - + liclloop = ) - (17)
v i p 12 d? T3
The nonpositivity of this value is guaranteed by (15), because the cotangent is a decreasing function, and hence — coty <
(T)
— Ccot Omax.

(ii) Let A be any vertex of P and let D be the vertex in the opposite triangular base joined with A by an edge. If the basis
functions ¢; and ¢; correspond to the vertices A and D, respectively, then by (10)

d 2|T| IT|
alg.P) = /I;V(pA . V(pD dp —I—/chﬂA(deP < E (Cotﬂ +coty — F + ”C”OO,P ? . (]8)

The nonpositivity of this value follows from (16), because cot 8 4 cot y < cot aggd + cot ar(rfi)n.
(iii) Let A be any vertex of P and let E be the vertex in the opposite triangular base not joined with A by any edge. If the
basis functions ¢; and ¢; correspond to the vertices A and E, respectively, then by (11)

®)

ajj

d T| T|
/V§0A'V§0Edp+/C§0A<ﬂEdPS—* coty + — — liclleop —
A A 12 d 6

d 2coty + Tl + ||l Tl 3d]T] (19)
24 YT P 3 ) T o4

This is clearly nonpositive due to case (i), see (17). O

5. Construction of meshes for the DMP

It is not immediately clear, how the prismatic partitions satisfying the crucial conditions (12) and (13) look like. In this
section, we prove several results which characterize prismatic partitions with the desired properties (12) and (13). First of
all, we present Lemma 1 which states that conditions (12) and (13) are sharp in the sense that their violation leads to positive
entries in the local finite element matrices in certain situations.
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Fig. 3. Illustrations of 2-fold and 3-fold uniform refinements of a prism.

Lemma 1. Let 7} . be a prismatic partition of 2 and let the reaction coefficient ¢ be piecewise constant so that c|p = const. for

each prism P in Ty, .. Then all off-diagonal entries a(P ) of the local finite element matrices are nonnegative if and only if conditions
(12) and (13) are satisfied.

Proof. The “if” part is a special case of Theorem 2. The “only if” part follows from the fact that (17)-(19) hold in our case as
equalities, because |||l p = c|p. Thus, if (12) and (13) were not valid then at least one of entries (17) and (18) would be
positive. O

In the following proofs we implicitly assume that dEP ) is well defined and we use an equivalent reformulation of conditions
(12) and (13)
licll cota'" + cota) T licl
6°°’P IT|+ ——meo—— < ( d|(,,)|)2 < 2cotag, — —3"""’ IT|. (20)

Below, Lemma 2 shows an important observation about the uniform (global) refinement of the prismatic partitions satisfying
(12) and (13).

Definition 3. Let m be a positive integer and 7} . be a prismatic partition of £2. First, we refine each edge in 7j, ¢ into m
subedges. Further, for each prism P € 7., P = T x I, we refine the triangular base T into m? similar trlangles T cT,
i=1,2,...,m? each segmentl into m equal segmentsl clj= 1 2, ..., m, and we obtain m? prisms P,J = T x T,
Fi,j C P. These prisms Pu form a new face-to-face prismatic partition Jh,, on which we call m-fold uniform refinement of
Thz.1fm = 1then ﬁ,r = J,.. See Fig. 3 for an illustration.

Lemma 2. If a prismatic partition T, . satisfies (12) and (13) then its any m-fold uniform refinement ’Jt,m with m > 1 satisfies
(12) and (13) as well.

Proof. LetP € 73, ,,P =T x I, and P € JN,”,F =T x 1, be such that P C P. Then m? |7| IT| and md = d, where d
and d stand for the altitudes of prisms P and P respectively. In addition, the trlangles Tand’ T are similar, and therefore, the
corresponding maximal, medium, and minimal anglese > 8 > y inTand @ > B8 > 7 in T are equal.

Since conditions (12) and (13) and, equivalently, (20) are valid for P, we estimate

lcllos ~  cotB+coty liclloo,p ITI | cot B+ coty

T <
5 1T 2 = 6 m 2
T [« T c 5 o~
< 7] _2cota—””7°°’[)u§2cot&—””7°°’l)|ﬂ, (21)
@2 3 m?

where we use the facts that ||c||00 3 < lIclloo.p and m > 1.To finish the proof we realize that inequalities (21) actually prove
conditions (20) for the prism P, because |T|/d? = [T|/d%. O

The following definition and the subsequent theorems provide easily verifiable sufficient conditions for prismatic
partitions that yield the DMP. Furthermore, they give practical hints on how to construct such partitions.

4

Definition 4. Let 7, , = 7;7 x 7' be a prismatic partition. We denote by d;,i = 1, 2, ..., M, the lengths of the M segments

7 79
in ’J"T]', by Trax and Tpyin the triangles in 7, W1th the largest and smallest areas, respectively, and by (xmax and ozm"m the maximal
and minimal angles in the whole triangulatlon T h , Tespectively.
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9
We say that the prismatic partition 7 , is well-shaped for the DMP if (x:n"ax < m/2and if

1 7 i
Eleaxltana;{;X <@ < |Typ|tane," Vi=1,2,..., M. (22)
o T .
In addition, if oty < 7/2 and if
1 7 2 W
Eleaxltanamax < di < |Tpin|taney, Vi=1,2,..., M, (23)

then the prismatic partition 7}, . is called strictly well-shaped for the DMP.

Furthermore, it is easy to see that any m-fold uniform refinement of a (strictly) well-shaped prismatic partition is again
(strictly) well-shaped. Hence, we can say that conditions (22) and (23) only limit the shape of the prisms and not their actual
sizes. Before we introduce theorems stating that well-shaped partitions guarantee the DMP we present Lemma 3 which
discusses geometric properties of the well-shaped prismatic partitions. In particular, it demonstrates that the maximal angle

in the base triangulation should be much smaller than the technical assumption a;{gx < 7 /2 requires.

79
Lemma 3. Let 7, = ’J'h9 x 7! be a well-shaped prismatic partition of a cylindrical domain £2 = § x . Let Tmax, Tmin, ol
9
and a:ﬁ" have the same meaning as in Definition 4. Then
76
anhy < arctan+/8 ~ 70.5288°, »
9
agin > arctan(\fS/Z) ~ 48.189703 (25)
and
T,
Mol 5, .
|Tmin|

Proof. We prove this lemma by contradiction. If a prismatic partition 7, ; = Thg x 74

T

is well-shaped then

(27)

1 7} T
5 |Tmax| tan omax < |Tinin| tan Xmin

independently of the particular partition 7. of 4.

Let us suppose that (24) is not valid and let us consider the triangle T € Thg such that its greatest angle « =
-9
arJn’;x > arctan~/8 = 2arctan(+/2/2). The smallest angle y in this T satisfies y < /2 — «/2 which is equivalent to
coty > cot(w/2 — «/2). It can be easily verified that the inequality o > 2 arctan(\/i/Z) is equivalent to the inequality
9
2cota < cot(mw/2 — a/2). Thus, 2 cota < cot y. From (27) and from the technical assumption a?{’ax < 7 /2 we conclude

that

9
1< | Trax| 2cota¢é{1ax 2cota (28)
= |Tminl — 7%~ cot
| m1n| COtOl;gn Y

which is a contradiction and (24) is proved.

79

To prove (25) by contradiction, we consider the triangle T € ‘7,,9 such that its smallest angle y = ozl;”m < arctan(v/5/2) =
2arctan(1/+/5). The greatest angle « in this T satisfies « > 7 /2 — y /2 which is equivalent to cota < cot(r/2 — y/2).
It can easily be verified that the inequality y < 2 arctan(1/+/5) is equivalent to the inequality 2 cot(rr /2 — ¥ /2) < cot y.

Thus, 2 cota < cot y which is a contradiction due to (28).

. . . . . 7 7 .
Finally, if (26) was not true then (27) together with the inequality tan o, < tan aymax would imply
4
Tl
|;:max| < 2tan arrgl’in <2 (29)
| minl tan Olrjr{lax

which is a contradiction, again. O
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(b)

Fig.4. Two examples of isosceles triangulations. (a) The greater angles (= 70.5288°) are marked by double arcs and the smaller angles (~ 54.7356°) have
no mark. (b) The greater angles (=~ 65.9052°) are marked by double arcs and the smaller angles (~ 48.1897°) have no mark.

gn

,Lc)n.+1
192
I

3 " pes

Fig. 5. Construction of a triangulation consisting of isosceles triangles which are close to equilateral triangles and whose areas grow slowly such that
|Tal/|To| is close to 2. The angles marked by double arcs are equal to 77 /3 + 2w and the ones marked by single arcs are 7 /3 — w, where w is a small positive
angle. If a stands for the lengths of two sides of the isosceles triangle with angle /3 + 2w in between them then the third side has length ©a, where
¥ = 2sin(r/3 + w).

Notice that the strictly well-shaped prismatic partitions satisfy (24)-(26) with strict inequalities. Further notice that for
an arbitrary polygon, a triangulation satisfying (24) and (25) need not exist.

We would also like to emphasize that conditions (24) and (25) are sharp in the sense that there exist well-shaped
prismatic partitions with the maximal and minimal angles equal to arctan /8 and arctan(ﬁ/Z), respectively. Let us
construct two examples of such well-shaped prismatic partitions.

(a) Let ‘fhf? consist of copies of a prism P = T x I whose base T is an isosceles triangle with angles « = arctan+/8 ~
2
70.5288° and B = y = /2 — /2 ~ 54.7356°. If the altitudes of all these prisms are set by (12) to be d? = (dip)) =

O\ _ /3 e @ _ :
dy = «/2|T|, then this prismatic partition 7, 7 is well-shaped. See Fig. 4(a).

(b) Similarly, to show that (25) is sharp, we construct a prismatic partition ’J‘;](_tz’) consisting of prisms with bases T being

isosceles triangles with angles y = arctan(+/5/2) &~ 48.1897° and« = B = 7 /2 — /2 ~ 65.9052°. If the altitudes of
these prisms are chosen in agreement with (12) in between

2V = (a) = < (d) = 2B,

then such a prismatic partition is well-shaped. See Fig. 4(b) for an illustration. Notice that the whole plane R? can be
tiled by copies of any triangle.

On the other hand, condition (26) is not sharp in this sense. A well-shaped prismatic partition such that |Tpyax|/|Tmin| = 2

-9 -9
does not exist. Indeed, if |Tiax|/|Tmin| = 2 then (29) implies that a;ﬁn = oz:rﬁ,x, hence all triangles in the triangulation Thg
are equilateral and consequently all of them have equal areas. This obviously contradicts the fact that |Tax|/|Tmin| = 2.
Nevertheless, for any ¢ > 0, it is possible to construct a well-shaped prismatic partition such that |Tpax|/|Tmin| = 2 — &.
Fig. 5 illustrates the construction of the base triangulation for such prismatic partitions. For example, to have 1.99 <
|Tmax|/|Tmin| < 2 it is enough to set @ = 0.03° and construct 381 (n = 380) triangles according to Fig. 5. If the altitudes
of the prisms satisfy 0.749029 < d*> < 0.749546 then the resulting prismatic partition is strictly well-shaped. There are
no interior points in Fig. 5. In order to obtain some we can uniformly refine the indicated partition or we can mirror the

triangulation with respect to the (almost) horizontal lines.
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The practical significance of Lemma 3 lies in the fact that it gives necessary conditions for a partition to be well-shaped.
If at least one condition of (24)-(26) is not satisfied then the corresponding prismatic partition is not well-shaped. The
following theorem says that well-shaped prismatic partitions yield the DMP in the pure diffusion case, i.e., for c = 0 in £2.

Theorem 3. Let 2 = § x 4 C R3 be a cylindrical domain and let 7;,, = ’J‘f X Tf be its well-shaped prismatic partition. If

¢ = 0in 2, then discretization (5) based on the prismatic partition Ty, . satisfies the DMP according to Definition 1.

Proof. Lemma 3, statement (24), implies that all angles in the triangulation Thg are well below 7 /2. Hence, tangents and

cotangents of all angles in (fhg are positive.

Let us consider a prism P = T x I in 7, ;. Further,lete > B > y > 0 be the angles in the triangle T, and let d stand for
the altitude of the prism P. Assumption (22) implies
cot,B—l—coty IT| |T| IT| 79

cota 2 cotapty < 2cota.
2 = ol H0min = 2 = (7] e

Thus, conditions (20) and, equivalently, (12) and (13) are satisfied for all prisms P € 7} ; and Theorem 2 concludes the proof.
|

Theorem 4 below characterizes a class of prismatic partitions which provide the DMP for the general diffusion-reaction
case ¢ > 0 and ¢ # 0in £2. Such partitions must be strictly well-shaped and fine enough. Moreover, Theorem 4 quantifies
how fine the suitable partitions have to be.

Theorem 4. Let 2 = § x 4 C R? be acylindrical domain and let Ty, , = Thg

Furthermore, let m > 1 be an integer such that

c T
m? > max licloop | I’ (30)
PET) ¢ Mp

x T be its strictly well-shaped prismatic partition.

where P =T x I is a prism and

. IT| cotB + coty |T|
Mp = 7 2cotor — — 1
b mln{6<d2 5 ), 3( ot dz)}, (31)

witha > B > y being the angles in the triangle T and d standing for the altitude of the prism P. Then discretization (5) based on
the m-fold uniform refinement 7, ; of Ty, satisfies the DMP according to Definition 1.

Proof. Let us con51der the m-fold uniform ref]nement Jh . of the strictly well-shaped prismatic partltlon Th withm > 1
given by (30). LetP = T x I be a prism in Jh . and let P €T P=Tx1, be such a prism thatP C P.Denote by d and d
the altitudes of prisms P and P, respectlvely Clearly, m |T| IT|, md = d, and the triangles T and T are similar, hence the
corresponding angles & > ﬁ >y >0in T and o > B > y > 0inT are equal. Notice that all angles in both 7 ; and Jh .
are acute by Lemma 3.

Since the prismatic partition 7} ; is strictly well-shaped, we have Mp > 0 and assumption (30) implies

IT|

cloo s ITI < liclloop s Mp,

where we used the inequality ||c||,, 3 < lI¢|l p- Hence, from definition (31) we obtain
clo3ITl  cotB + cot T Nos IT
Ielos (71, cot+ Vfugma_” oo T1
6 2 d2 3
where we utilize the facts that @ = «, ﬂ B,y =y.and |T|/d2 |T|/d?. Thus we verified the validity of conditions (20)

and, equivalently, (12) and (13) for all prisms P € J]Lr Theorem 2 finishes the proof. O

Remark 3. In the pure diffusion case, i.e.,c = 0in §2, the conditions for validity of the DMP limit the shape and not the size
of elements, see (20). Indeed, condition (20) limits the ratio of the area of the base triangle and the square of the altitude
of the prism by the angles in the base triangle, but the size (volume) of the prism can be made arbitrarily large or small
while keeping this ratio constant. On the other hand, in the general case, if the reaction coefficient ¢ does not vanish then
the partition has to be, in addition, fine enough in order to obtain the DMP, see Theorem 4. This is a typical behavior of
the diffusion-reaction problem and it is in agreement with the previous DMP results for elliptic problems with the reaction
term, see e.g. [3,17] for simplicial finite elements.
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Fig. 6. The original partition.
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Fig. 7. The applied computational mesh.

Remark 4. Conditions (22) and (23) for the well-shaped and the strictly well-shaped prismatic partitions bound the
altitudes of the prisms from two sides. Therefore, it could be troublesome or even impossible to divide an arbitrary cylindrical
domain 2 = ¢ x J into layers with suitable altitudes. However, if there exists a triangulation of § satisfying (27) then for
any altitude of £2 there exists a sequence of domains £2, = § X J, such that £2, — £2 as k — oo and that a (strictly) well-
shaped prismatic partition of £2; exists. Notice that the domains £2 and their (strictly) well-shaped prismatic partitions
need not be necessarily nested.

Remark 5. For illustration let us consider the most favorable triangulation 7;19 consisting of equilateral triangles with the
same area. Let s stand for the length of each side of these triangles. Further, let the reaction coefficient ¢ vanish. In order
to satisfy conditions (12) and (13) and, hence, to obtain the DMP, the altitudes d of the prisms in the prismatic partition
The = 7,7 x T, are to be limited by

3o <30
8 — T4

6. Numerical tests

In this section, we illustrate the theoretical results by numerical computations. The numerical tests also show that the
DMP is actually valid for much wider class of meshes than the proposed theory predicts.

First, we construct a well-shaped triangulation for the DMP according to Definition 4. This triangulation will be used
to demonstrate the usage of Lemmas 2 and 3 as well as Theorems 2-4. However, the construction of the well-shaped
triangulation for the DMP requires some care. Lemma 3 gives necessary conditions on the shape of the well-shaped
triangulations, but the question of finding the necessary and sufficient conditions is still open.

In order to construct a strictly well-shaped prismatic partition we consider a uniform triangulation consisting of
congruent triangles as presented in Fig. 6. All computations are performed using two times refined original partition (4-
fold refinement), presented in Fig. 7. The prismatic partition is constructed from this triangulation by creating four layers
of prismatic elements with equal altitudes d. For these kinds of partitions, the well-shapedness condition (22) reduces to a
simple inequality
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Fig. 8. Characterization of the applied partitions according to &max and om;,. In domains 1 and 2, the DMP is guaranteed by Theorems 2 and 3, respectively.
Domain 3 is not covered by the theory but the DMP is valid there. Partitions corresponding to domain 4 do not yield the DMP at all.

1
2 tan &max < tan dmin. (32)

We stress that in agreement with (1) we use zero Dirichlet boundary conditions in all computations.

In the first test, we study inequality (32) and its relation to the existence of a suitable altitude d which would yield the
DMP for ¢ = 0. We compare altitudes predicted by Theorems 2 and 3 with the altitudes computed numerically. Since
the shape of the applied partition (see Fig. 6) is determined by the values of an.x and o, We can visualize the results as
a function of these two parameters. This is done in Fig. 8. Domain 1 illustrates the set of the well-shaped triangulations,
according to Definition 4. Triangulations from this set satisfy the DMP by Theorem 3. In our case, domain 1 is determined by
(32). Domain 2 is the set of the non-well-shaped triangulations, which satisfy the DMP with a suitable altitude d according
to Theorem 2. Domain 3 corresponds to the set of triangulations for which we can computationally verify the DMP for a
certain altitude d. All other triangulations (domain 4) do not satisfy the DMP for any altitude. We remark that the graining of
the image is due to the finite resolution applied in computations. Still, we can verify the sharpness of the necessary bounds
for amin and omax given by Lemma 3.

In Fig. 8, we can compare the set of triangulations, where the DMP is guaranteed by our theoretical results (domains 1
and 2), with the set of all triangulations yielding the DMP (domain 3). We observe that the theory covers considerable part
of the triangulations yielding the DMP. On the other hand, this numerical experiment reveals that the set of triangulations
yielding the DMP seems to be much wider than the theory predicts.

In the second test, we demonstrate the theoretical bounds (12) and (13) for the altitude d in the case ¢ = 0, see Theorem 2.
For this purpose, we construct a sequence of prismatic partitions. All these partitions are based on the same triangulation
and have four layers of prisms with the altitude d varying from 0 to 1 with step 0.002. Based on the first test, we choose
as the base triangulation a strictly well-shaped triangulation shown in Fig. 7 with angles 65, 60, and 55 degrees. This base
triangulation is used also for all the subsequent tests.

For each prismatic partition in the sequence, we find the smallest entry A;i]n of the inverse of the finite element system
matrix, A f, = min; A; . As the DMP according to Definition 1 is valid if and only if A_ i > 0, this value indicates whether
the DMP property is satisfied. The results are visualized in Fig. 9. As one can observe, the computationally obtained bounds
for the DMP are only little wider compared to the theoretically predicted bounds (12) and (13).

In the third test, we study the behavior of the bounds (12) and (13) for the altitude d, when the coefficient c is a constant
greater than zero. We use the same prismatic partitions as in the previous case, but we vary the coefficient ¢ from 1 to 30
with step 1. Theoretically calculated and computationally verified bounds for the altitude d yielding the DMP are visualized
as functions of ¢ in Fig. 10. In this figure, we observe that the DMP is lost for sufficiently large values of c, as predicted by
bounds (12) and (13) presented in Theorem 2. The computational bounds for the DMP behave in a similar manner as the
theoretical ones.

Finally, in the fourth test, we study if the DMP can be recovered for c = 100 by the m-fold uniform refinement, according
to Theorem 4. In this case, the theoretical bounds for the altitude d with ¢ = 0 are d, = 0.1792 and dy; = 0.2165. The
initial altitude was chosen between these bounds as dy = 0.1930. Fig. 11 presents the behavior of the computational and
theoretical bounds for d as the refinements proceed. For the chosen value of the reaction coefficient c, the initial partition
does not yield the DMP for any altitude. As the partition is strictly well-shaped, Theorem 4 states that a 3-fold (Mp = 0.38595
and m = 3) refinement should restore the DMP. This phenomenon is indeed observed in our computations. Nevertheless,
the results show the existence of a suitable altitude d yielding the DMP even for m = 2. This test confirms that the DMP is
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Fig.9. The smallest entry A_! = min; A; ' of the inverse of the finite element matrix as a function of the altitude d for ¢ = 0 (left). Theoretical bounds

(12) and (13) are plotted as the dashed lines (right). The right panel is a zoom from the left panel.

Fig. 10. Behavior of the theoretical (dashed lines) and the computational (solid lines) bounds for the altitude d as a function of the (constant) coefficient c.

valid for any m-fold uniform refinement with sufficiently large m, as predicted by Lemma 2 and Theorem 4. The theoretically
predicted value of m could be, however, greater then it is necessary, in certain situations.

7. Conclusions, generalizations, and open problems

The crucial result of this paper is formulated in Theorem 2, where we present an easily verifiable condition (12) and
(13) which guarantees the DMP. This theorem, however, does not provide any guidelines on how to construct suitable
prismatic partitions for the validity of the DMP. Therefore, we developed the concept of the (strictly) well-shaped prismatic
partitions to characterize the base triangulations which guarantee the existence of suitable altitudes of the layers of prisms.
The corresponding DMP on the (strictly) well-shaped prismatic partitions is formulated and proven in Theorems 3 and 4.

In Section 6, we present various numerical tests to assess the sharpness of the theoretically obtained conditions. The first
test (see Fig. 8) is of particular interest, because it indicates that the class of partitions which provide the DMP is much wider
than one would expect from the theoretical results.

Let us conclude this paper by the following list of possible generalizations and open problems.

e To prove the DMP, we actually require the FE matrix A to have the nonnegative inverse, i.e., A~' > 0.1t is well known that
some off-diagonal entries can be positive and still one has A~! > 0 (see e.g. a very recent work [1] for a discussion and
literature on this subject). This observation was actually used in [20] to weaken the standard condition of nonobtuseness
(see [4,19]) for tetrahedral elements. A similar approach can be, obviously, applied to the case of prismatic meshes and
conditions (12) and (13) can be thus weakened.

e The proofs of the DMPs for parabolic problems usually utilize the geometric conditions derived in the elliptic case, cf. [13]
for the simplicial finite elements. The above presented concept of the (strictly) well-shaped prismatic partitions can be
used to prove the DMP for parabolic problems discretized in space variables by prismatic finite elements.
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Fig. 11. Behavior of the theoretical (dashed lines) and the computational (solid lines) bounds for the altitude d with respect to the m-fold uniform
refinement. The dotted line denotes the original altitude dy = 0.1930 and its refinement. The reaction coefficient is chosen as ¢ = 100.

o Similarly, our concept of the (strictly) well-shaped prismatic partitions can be used to treat the DMPs for nonlinear elliptic
problems. It is possible to follow the ideas introduced in [17,18].

e In recent works [5,22,23,29] the authors try to preserve the DMPs by nonlinear computational schemes which allow
avoiding or considerably weakening the geometric limitations on the meshes. These techniques can be generalized to
the prismatic finite elements as well.
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A comparison of simplicial and block finite
elements

Sergey Korotov and Tomas Vejchodsky

Abstract In this note we discuss and compare a performance of the éldtaent
method (FEM) on two popular types of meshes — simplicial dodkones. A spe-
cial emphasis is put on the validity of discrete maximum @pfes and on asso-
ciated (geometric) mesh generation/refinement issuesgimehidimensions. As a
result, we would recommend to carefully reconsider the comibpelief that the
simplicial finite elements are very convenient to describmglicated geometries
(which appear in real-life problems), and also that the bkoute elements, due to
their simplicity, should be used if the geometry of the solutdomain allows that.

1 Introduction

Geometrically, there are two types of finite elements (FHsictvcan be naturally
generalized to any dimension — simplices and blocks, whereldcks we mean
Cartesian products of intervals. In what follows, we shalyaonsider the lowest-
order finite elements, i.e., linear functions on simpliced aultilinear functions on
blocks. In 1D, the only reasonable element is an intervativicean be understood
both as a simplex and a block. Therefore, we shall make casgeior the case of
two and more dimensions. Namely, we concentrate on validitiscrete maximum
principles and on associated geometrical issues for mestrggon and adaptivity.
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2 Model problem at its finite element discretization

We consider the following test problem: Find a functiosuch that
—Au+cu=1f inQ, u=g ondQ, (2)

whereQ c RY is a bounded polytopic domain with Lipschitz boundasy andc >
0. The classical solution€ C?(Q)NC(Q) of (1) satisfies the maximum principle:

f<O0 = maxu(x) < max{0, maxg(s)}. (2
xeQ s€0Q

Most of FE schemes are based on the weak formulation: EFiadH!(Q) such
that the boundary conditiam= g is satisfied in the sense of traces@f and

a(u,v) =.Z(v) WeH3(Q),

wherea(u,v) = [, (Ou-Ov+cuv) dx, Z (v) = [, fvdx, c€ L®(Q), andf € L2(Q).
Let .%, be a conforming FE mesh a2 with interior nodesBy,...,By lying in

Q and boundary nodeBy1,...,By,\o lying on 0Q. Further, letv, be a finite-

dimensional subspace bf*(Q), associated withZ}, and its nodes, being spanned

by the basis functiongy, @, ..., @, no With the following propertiesg > 0 in Q

(nonnegativity)@ (B;) = &; (delta property), j =1,...,N+N?, andzi’\‘:ﬁ’\‘d p=1
in Q (partition of unity). Notice that the lowest-order finiteeaients on simplices
and on blocks meet these requirements. We also assume ¢hhaasis functions
O, @, ...,en vanish on the boundargQ. Thus, they span a finite-dimensional
subspace/? of H3(Q). Let, in addition,gn = zi’\flgNH(mH €V, be a suitable
approximation of the functiog, for example its nodal interpolant.

The FE approximation is a functiam = u? + g such that® € V2 and

a(uh,vh) = gf(Vh) VVh S Vr?, (3)

whose existence and uniqueness is also provided by the Lilaxavh lemma.
Algorithmically, u, = zi’\'jl'\'d yi@, wherey; are the entries of the solutiop=

V1,... ,yN+Na]T of the square system &f+ N? linear algebraic equations

_ _ ] _
y=F, where A= {'g AI ], and F= Lfa] 4)

In the aboveA € RN*N A9 ¢ RN*N’ 0 and| stand for the zero and unit matrices
of appropriate sizes. The entriesarea;j =a(@, @), i=1,...,N, j=1,... ,N+
N?. The blockF consists of entrie§ = .Z (@), i = 1,...,N, and the block-vector
F? has entried? = fyyi = gnyi, | = 1,...,N?, given by the boundary data.
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3 Discrete maximum principles for FEM

In this section we compare simplicial and block finite eletsewith respect to the
so-called discrete maximum principle (DMP). For a fixed mé&ghwe say that the
discretization (3) satisfies the DMP if

f<0 = maxup(X) < max{0, maxgn(s)}. (5)
xeQ s€dQ

In the case of the lowest-order finite elements, it is wellkn$4] that the DMP
is satisfied if (i) the stiffness matri& is monotone and if (ii) the row sums éfare
nonnegative. Condition (ii) is satisfied, because the Hasistions form the parti-
tion of unity and the coefficiertis nonnegative. Sufficient conditions for (i) can be
obtained from the theory of M-matrices [7]. This, in partemirequires the nonpos-
itivity of the off-diagonal entries in the FE matri. Matrix A is assembled from the
local (element) FE matriced, = 3 xc AKX, and hence it suffices to guarantee the
nonpositivity of the off-diagonal entries of eadlf . This observation yields various
geometric limitations for the finite elements which we dssin what follows.

3.1 On entriesof FE matricesfor simplices

For simplicity, let us consider the Laplace operator only,,c = 0. In this case
the off-diagonal entrieaﬁ (i # j) of the local stiffness matricesX for simplicial
elements can be expressed in any dimension by the followirngula [1]

meag_1(F)meag_1(Fj)
d?meag(K)

aﬁ-:/KD(pj-D(ndx:— cosqjj,

whereaj; stands for the dihedral angle between the faEetsdF; of the simplex
K € %, see Fig. 1 (left).

I \V-matrix
I monotone

non—-monotone

0 30 60 90 120 150 180
a

Fig. 1 The dihedral angler; between face$; andF; of a tetrahedrorK (left). Results of the
experiment for triangles (right).
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Clearly,a1 <0 if and only if a;j < 11/2. This nonobtuseness condition is well
known for trlangles and for tetrahedra, and it is crucialtfer validity of DMPs [2].
For the case of general coefficients the conditions on mdsh&iMP are stricter.
Thus, if e.g.c > 0 then all dihedral angles in meshes have to be acute anddin ad
tion, the meshes themselves have to be sufficiently fine diieetpositive terms

[ pad= g meas (k). 2],

additionally appearing in computations, see e.qg. [5, 2jfails.

Further, generalization can be obtained by requiring thimess matrix not to
be M-matrix but to be monotone only. Theoretical handlingnafnotone matrices
is difficult, but it can be checked numerically. Fig. 1 (riglshows results of an
experiment, where we consider the Poisson problem with ly@me@ous Dirichlet
boundary conditions. Hence, the blagkof A only is relevant. The domai? is a
triangle. The axis in Fig. 1 (right) correspond to two angié$2. For each pair of
anglesoy and3, we construct a triangulation by three steps of uniform efthement
of Q. Then we assemble the stiffness matixand color the corresponding point
according to its properties. & is M-matrix (has off-diagonal entries nonpositive)
then the point is black. IA is monotone and not M-matrix then the point is dark
gray. If A is not monotone then the point is light gray. We clearly sex ih this
case the stiffness matrix is M-matrix if and only if all anglere nonobtuse (black
area). Further we observe that the DMP is satisfied underdhal® circumstances
even for angles up to 11 7dark gray area), see also [12] for a similar 3D test.

3.2 On entries of FE matricesfor blocks

The analysis of the DMP for block FE partitions can be donédnagame fashion
as for the simplices. The results, however, strongly dementhe dimension. For
simplicity we again consider the Laplacian with homogersebirichlet boundary
condition. LetK be an element of d-dimensional block mesh with edges of lengths
b1,bo,...,by. If Bi andBj are its two vertices connected by the edge of lermgth
then the corresponding entry of the local stiffness maifixis

bibs... by 1 1 .
ain: 3d-1 (2 2b2 b2> |7AJ (6)

In 2D we immediately see thaﬁ- < 0 if and only if by /by < /2. This yields
the well-known nonnarrow condition for the DMP. A rectangles nonnarrow if
1/v/2 < by /by < /2, whereb; andb, stand for the lengths of its sideskf It can be
shown [9] that the DMP is satisfied if all rectangles in the még are nonnarrow.
The nonnarrow condition guarantees that the correspomstiifrgess matrix is M-
matrix. A similar experiment as before reveals that thisdibon can be weakened
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1.1-
I V-matrix I V- matrix
I monotone 109 I monotone

non-monotone 1.08 non-monotone

n
S
[y
o
<

1.06

=
3

1.05

aspect ratio bz/b3

1.04

10

1.03

refinement (number of subedge)

1.02
1.01

&)

1
1 12141618 2 22242628 3 1 1.02 104 1.06 1.08 11
aspect ratio aspect ratio b1/b3

Fig. 2 The influence of the aspect ratio to the properties of thénse8s matrixA. Left: Q is a
rectangle(0,by) x (0,by). Right: Q is a rectangular cuboifD, b ) x (0,by) x (0,bs).

if the stiffness matrix is required to be monotone only. lis #xperiment, we again
considerc = 0 andg = 0. The domain is a rectangf® = (0,by) x (0,b). The finite
element mesh is obtained by the uniform refineme2 afito N2, elements, where
Ngub IS the number of subedges induced on each ed@e dihe axes in Fig. 2 (left)
correspond to the aspect rabig/b, of the rectangl€2 (and of all elements) and to
the valueNg,,. The results in Fig. 2 (left) indicate that the vak{@ in the nonnarrow
condition can be increased up to abolit®provided the mesh is sufficiently fine.

The 3D analysis of the trilinear elements on rectangulaomsgbased ori6)
gives a bit pessimistic conclusion. The stiffness matrMimatrix (and the DMP is
satisfied) if all the elements are cubes [9]. Similar experitras before, see Fig. 2
(right), indicates that the cubes cannot be distorted muichder to retain the stiff-
ness matrix monotone and to satisfy the DMP. The two possitfect ratios we
have in rectangular cuboids can be at most arou@8.1

In dimensions 4 and higher, certain contributions form tfoal stiffness matrices
are always positive. Indeed, without loss of generality veg/ mssume thd, > b, >
e > Dby If ain was nonpositive the(6) would yield

d-1
207

=

> >

>

bl

e
Moo
A

, 2b

N

k

where the last inequality holds true for> 4. This inequality, however, contradicts
the fact thatb; > b,. Furthermore, considering the longest edge in the mesh, we
see that all the contributions from all the elements surdingthis edge are pos-
itive and, hence, the corresponding off-diagonal entryhim $tiffness matriA is
positive. Consequenthj is not an M-matrix. Similar experiments as before reveal
that the stiffness matrix is neither monotone even on hgpées. Thus, from the
point of the DMP, the block finite elements are less advamagthan the simplicial
elements especially for 3D and higher dimensional problems
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4 On mesh generation and adaptivity

Modern FE computations require treatment of issues likeggion of a mesh with
desired geometric properties and its global and local referdgs preserving those
properties. In the following two subsections we shall déscthese issues for both,
simplices and blocks, with respect to geometric limitasionposed by the DMP.

4.1 Simplicial FE meshes (acuteness and nonobtuseness)

The practical realization of angle conditions (nonobtessrand acuteness) is not
easy. Even in 2D, an initial generation of reasonable narsgband acute triangu-
lations, especially for complicated domains, is algoriitatly a hard task, see e.g.
[3] for examples and literature on the subject. In 3D it isdratg even more dif-
ficult. Some results on generation and proper refinementsmdituse tetrahedral
meshes are reported e.g. in [11] (see also [3]). But the onbyk positive (and
very recent results) on acute meshes are the acute faeedddtrahedralization of
the whole 3D Euclidean space [16], an infinite slab [6], soype$ of tetrahedra
and a regular octahedron [10], and a cube [10, 17]. It is wirttnention that the
last two works (the only relevant for real-life computasomhich are mostly done
in bounded domains) are published just in summer of 2009 eldezr, very many
acute tetrahedra are required to fill the cube by their caostns. In addition, the
generated tetrahedra are very densely placed in the intdribe cube which is not
so good for real computations as meshes used in practicédsheulense mainly
in vertices and along edges. Concerning higher dimensibasituation with acute
simplices is getting even more pessimistic. For examphlag shown in [10, 13]
that the spac®9 (d > 4) cannot (surprisingly !) be filled face-to-face by acute sim-
plices at all, which means that, in general, it is not possiblgenerate (reasonable
fine) acute simplicial meshes for most of domains in higherafisions, even for
such simple as hypercubes.

In order to get more accurate FE approximations one needsat@ warious
(global and local refinements) of the meshes preservingahieatl geometric prop-
erties. For example, a triangle can be split into four simiteangles using mid-
lines (2D red refinement) (and thus acuteness or nonobtssanepreserved), but a
tetrahedron cannot be, in general, partitioned face-te-fiato several similar tetra-
hedrons by similar technique. After cutting four verticéshe tetrahedron off (and
thus producing four similar tetrahedra), an interior oeti#on remains, which can
be split into four tetrahedra in three different ways. Andriast of cases the result-
ing tetrahedra are not similar to the original one, moreabver acuteness property
cannot be preserved in any case. In addition, all furthemeafents should be done
with a special care in order to avoid producing degeneraitgetrahedra, see [19]
for details. An alternative can be to use one of bisectionritlyms, see e.g. [14] and
references therein, but just bisecting as such cannot obliproduce acute angles.
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As far it concerns local refinements, the only results in disien 3 and higher are
known for nonobtuse simplicial partitions, see [1].

4.2 Block FE meshes (preserving the aspect ratio)

In the case of block elements global refinement is obvioushEy one can perform
local refinements with or without hanging nodes [15]. Howelecal refinements
without hanging nodes require forced refinements far froentéingeted area and,
moreover, elements with high aspect ratios are actualiyifay. Hanging nodes are
practically more demanding to use, but they overcome thiéfseutties. The advan-
tage is that the resulting meshes are nested and that thet aspe of subelements
remains unchanged. Let us remark that the sufficient geaneetnditions for the
DMP are the same for meshes both with and without hangingsiode

5 Conclusions

In 2D both triangular and rectangular meshes seem to be aainpan the sense
that generation and refinement of meshes yielding the DMRelkteatable in both
cases. Anyway, the triangles provide more flexibility fonqaicated domains (e.g.
for those having non-right corners). In higher dimensidock elements can be
recommended if the geometry of the domain allows them ankeifRMP is not
an issue. In the opposite case, the simplices should be bhsethen we face the
above described problems with mesh generation and locakraeénts constrained
by the dihedral angle conditions. These problems are somstireatable by path-
simplicial meshes, which guarantee the DMP at least for thissBn problems.
In addition, the practical implementation of simplicial shes is technically more
demanding than the implementation of the blocks. This fagstnbe weighted as
well. Let us remark that it is geometrically advantageouss®simplices and blocks
together in the hybrid meshes. However, from the point of iiMP the hybrid
meshes inherit the discussed disadvantages of all usesl@ypéements. Moreover,
the practical implementation of hybrid meshes is techtjocadry demanding. For
example, a 3D hybrid mesh with tetrahedra and rectangulasida requires also
right triangular prisms and pyramids to join the elementefto-face [18]. The
DMP on prismatic meshes has been analyzed in [8]. Howevelo tipe authors’
knowledge the DMP for pyramidal elements (and thereforeydrid 3D meshes)
has not been analyzed yet.

Finally, it is interesting to mention that angle and aspatibrconditions similar
to those we discussed above also appear in the analysis obtivergence of FE
approximations [5].
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DISCRETE MAXIMUM PRINCIPLE
FOR HIGHER-ORDER FINITE ELEMENTS IN 1D

TOMAS VEJCHODSKY AND PAVEL SOLIN

ABSTRACT. We formulate a sufficient condition on the mesh under which we
prove the discrete maximum principle (DMP) for the one-dimensional Poisson
equation with Dirichlet boundary conditions discretized by the hp-FEM. The
DMP holds if a relative length of every element K in the mesh is bounded by
a value H* (p) € [0.9, 1], where p > 1 is the polynomial degree of the element

rel

K. The values H},(p) are calculated for 1 < p < 100.

1. INTRODUCTION

Classical (continuous) maximum principles belong to the most important results
in the theory of second-order partial differential equations (PDEs). Their discrete
counterparts, discrete maximum principles (DMP), appeared in the early 1970s.
They were used by various authors to prove the convergence of the lowest-order
finite difference and finite element methods (see, e.g., [3, 4] and the references
therein). DMP have been studied intensively during the past decades in the context
of linear PDEs [2, 8, 10, 17, 18, 20] and more recently also nonlinear equations [9].
Most of these results have two points in common:

e they are limited to lowest-order approximations,
e they are based on M-matrices [6, 16].

Much less is known about the DMP for methods of higher orders of accuracy such as
higher-order finite difference methods, spectral FEM, or Ap-FEM. Let us mention,
e.g., a result [21] on higher-order collocation methods. Particularly noteworthy is a
negative result [7] from 1981 stating that a stronger DMP is not valid for cubic and
higher-order Lagrange elements in 2D. In the quadratic case, the stronger DMP
is valid under extremely restrictive assumptions on the mesh, which almost never
could be satisfied in practice. In light of this negative result, a few attempts were
made to formulate and prove weakened forms of the DMP (see, e.g., [11, 14]). The
present result is based on the analysis of the discrete Green’s function (DGF) for
higher-order elements. A similar concept was used in the piecewise-linear case in
[5].

The paper is organized as follows. In Section 2 we introduce the one-dimensional
Poisson problem, its hAp-FEM discretization, and the discrete maximum principle.
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The discrete Green’s function along with its basic properties is discussed in Sec-
tion 3. In Section 4 we derive an explicit formula for the DGF for the Poisson
problem discretized by hp-FEM, which is used to find sufficient conditions for its
nonnegativity in Section 5. This leads to the notion of critical relative element
length H,. The main result is presented in Section 6.

2. MODEL PROBLEM AND ITS DISCRETIZATION

We consider the one-dimensional Poisson equation with homogeneous Dirichlet
boundary conditions in an open bounded interval Q = (a, 3). The standard weak
formulation reads: Find u € V = H}(Q) such that
(2.1) a(u,v) = (f,v) Yo eV,
where f € L*(), the symbol (-, -) stands for the inner product in L?(Q2), H}(Q) is
the standard Sobolev space, and a(u,v) = (u/,v").

We create a partition o = g < 1 < ... < xpr = § of the domain €2 consisting
of M elements K; = [z;_1,x;], i = 1,2,..., M. Every element K; is assigned an
arbitrary polynomial degree p; > 1. The corresponding finite element space of
piecewise-polynomial continuous functions V3, C V has the form

Vhp = {Uhp eV, vhp|Ki c Ppi(Ki), 1= 1,2,...,M},
where PPi(K;) stands for the space of polynomials of degree at most p; on the
element K;. The space V},,, has the dimension N = —1 + Zf\il p;. There exists a
unique function wuy, € Vj,, satisfying
(2.2) a(unp, Vnp) = (f, Vnp) Yonp € Vip.

Definition 2.1. We say that problem (2.2) satisfies the discrete mazimum principle
(DMP) if for any right-hand side f € L?(f2) it holds that
f>0ae inQ = up>0in.

Remark 2.2. The above implication is equivalent to

>0ae inQ = i = 1mi
f>0a.e. in Sle%uw(m) ggg%uhp(x)

for homogeneous Dirichlet boundary conditions. This is further equivalent to

<0ae. in ) = maxup,(xr) = max up,(x).
< et hp( ) 250 hp( )
Remark 2.3. In problem (2.2), homogeneous Dirichlet conditions are considered
without loss of generality. This follows immediately from the fact that every solu-
tion 1y, to a problem with nonhomogeneous Dirichlet boundary conditions can be
written as i), = uﬁp + upp, where uﬁp is a linear function satisfying the nonhomo-

geneous conditions and wuy, vanishes at (-endpoints.

3. DISCRETE GREEN’S FUNCTION

The discrete Green’s function (DGF) is defined in analogy with the standard
(continuous) Green’s function:

Definition 3.1. For an arbitrary z € €2, the unique solution Gy, . € Vjp, to the
problem

(3.1) a(vhp, th’z) = vhp(z) Vvhp € Vhp

is called the discrete Green’s function (DGF) corresponding to the point z.
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In the following, we will use the notation Gp,(z, 2) = Ghp, »(x). A combination
of (2.2) and (3.1) yields an important consequence:

(3.2) Unp(z / Ghp(z,2)f(z)dx Vze Q.

The following lemma shows that the DGF can easily be expressed using any
basis of V},,; cf. [5]. We use the Kronecker symbol

1 fori=k,
5ik_{ 0 fori#k.

Lemma 3.2. Let {p1,92,...,0on} be any basis of Vi,. If the stiffness matriz
Aij =alpj,pi), 1 <i,j <N, is nonsingular then

(3.3) Ghp(z, 2) ZZAM or(x)p;(2).

j=1k=1
1 al 1
Here Aj_k are the entries of the inverse stiffness matriz, i.e., 21 AijAj_k = Sik,
1<i,k<N.
Proof. Substitute

N
(3.4) Ghp(z, 2) ZCZ 2)pi(x
=1

into (3.1) with vp, = ;. It follows that

i(2) alej, i) = ¢;(2).
Ai]'
The coefficients ¢;(z) can be expressed in terms of the inverse matrix as cx(z) =
Zj.vzl ©; (z)A;kl, and they can be substituted back into (3.4). O

Corollary 3.3. Let {l;,ls, - ,In} be a basis of Vi, such that a(l;,1;) = d;;. Then

Ghp(z,2) = Zl

Lemma 3.4. If there exists a basis {l1,l2,...,In} of Vip such that a(l;,l;) = d;j,
1<14,j <N, then Gpp(x,z) >0 for all x € .

Proof. Let € Q. Since {ly,ls,...,In} is a basis, there exists at least one k €
{1,2,..., N} such that l;(z) # 0. Hence, by Corollary 3.3
Ghp(z, x) le O

Theorem 3.5. Problem (2.2) satisfies the discrete mazimum principle if and only
if the corresponding discrete Green’s function Gpp(x,2) = Ghyp,.(z) defined by (3.1)
is nonnegative in Q2.

Proof. Immediate consequence of (3.2). O
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Remark 3.6. Results presented in this section are valid for any second-order elliptic
problem of the form (2.1) as well as in higher spatial dimensions.

4. DGF FOR POISSON PROBLEM IN 1D

4.1. Lowest-order case. Consider the case p; = po = ... = py = 1 first.
Let BY = {¢1,¢2,...,0a_1} be the standard lowest-order basis consisting of the
piecewise-linear “hat functions” such that ¢;(z;) = d;5, 1 <i,7 < M — 1. In this
case the stiffness matrix AX € RIM=Dx(M=1) i tridiagonal,

1/hl+1/hl+1 fori:j,

AL _ —]./h,i+]_ fori:j—l,
K —1/hi,1 fOl"’L':j—i‘]_,
0 otherwise,

with hz =T — Tj—1-
Lemma 4.1. The inverse matriz (A*)~!1 € RIM=DxM=1) has the form

(z1—a)(B—71) (21 —a)(B—22) (21— a)(B—w3)
1 (1 —a)(B —552; sz—a)( —x3) (22 —)(B—3)

ol @)@ -a3) (12-a)B-w3) (z—a)B-wz) ... |

(AL)—l —

e., (AL)i_j1 =(xi—a)(f—z;)/(B—a) for1 <i<j<M-—1 and (AL)i_j1 =
(xj —a)(f—z)/(f—a) for1 <j<i<M-—1.

Proof . We need to show that zij = 0;j, where

M-1 M-—1
zig = > (AMMAL = 7 (A5 a5, 6n),
k=1 k=1

forall 4,7 =1,2,...,M — 1. Let us fix ¢ and j and consider the bilinear forms

ay (u,v) :/ v'v'dr and as(u,v) :/ u'v' dx.
a L

The explicit formulae for (AL);! yield

i—1

(8= a)zig = (8= wi)a(95, > (wn — )n ) + (i — ) (8 — m:)a(dy, 1)
k=1
+ (z; — a)a(d)j, Ail (8- xk)qbk)
k=i+1

Now, we split the term a(¢;, ¢;) = a1(¢j, ¢;) + a2(¢p;, i) to obtain
(8= a)zi; = (B — xi)ar(dj, v — @) + (z; — a)az(¢;, 8 — ).
The fact that ai(¢;, 8 — x) = a2(¢j,x — ) = J;; finishes the proof. O

IThe authors thank an anonymous referee for simplifying their original proof.
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FIGURE 1. The lowest-order part Gﬁp(aﬁ, z) of the discrete Green’s
function Gpp(z, 2) for the Poisson equation in = (—1,1), on a
mesh with three elements [—1, —3/4], [-3/4,0], and [0, 1].

Using Lemma 4.1 and identity (3.3), we can write the DGF in the form

(41)  Giplz,2) = : (Z_(xi_a)(ﬂ_xi)(bi(fv)(bi(z)

f-a i=1

M-2 M-1

Y > (@i —a)(B—a)[di() i (2) + ¢(2)i(=)]

i=1 j=i+1
In particular, we see immediately that
(4.2) Gﬁp(x,z) >0 V[z,z] € Q%

The situation is illustrated in Figure 1.

4.2. Higher-order case. In this paragraph we return to the original setting with
arbitrary polynomial degrees p; > 1. In order to facilitate the construction of
higher-order basis functions of the space V},,, let us introduce the Lobatto shape
functions Iy, l1, s, . .. on a reference interval K = [—1,1] (see, e.g., [12, 15]).

The lowest-order Lobatto shape functions [y and l; have the form [y(§) =
(1—8)/2, 11(&) = (1+€)/2, € € K. The higher-order shape functions Iy, ls, ... are
defined as antiderivatives to the Legendre polynomials. Therefore, they satisfy

1
/lé(é)l;(f)dézéz-j, i,j=2,3,....

—1
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Every Lobatto shape function [;, i = 2,3,..., is a polynomial of degree ¢ and it
vanishes at £1. Thus it can be expressed as

1i(§) = lo()(§)ri(§), 1=2,3,...,

where k; is a polynomial of degree ¢ — 2. For reference, the first few kernels k; are
listed in Appendix.

The basis B = {¢1, ¢2,...,on} of V}, can be written as B = BL UB?P, where B-
was defined above and B2 is the higher-order part of the basis comprising functions
OMy, OM+1, - - -, On. These are defined as follows.

Consider the standard linear transformations from K to K,

Ty — Ti—1)§ + (x5 + i1
(4.3 i, (¢) = Do Tme it v
On an element K; of the polynomial degree p;, there are p; — 1 higher-order basis
functions. These vanish outside of K; and in K; they are defined as the Lobatto

shape functions la,[3,...,1,, composed with the inverse map Xf{} (z).

Proposition 4.2. We have the following orthogonality relations:
a(¢”, ") =0 Vo € BY, vo¥ € BY,
a(¢?,P) =0 Vvo© € B, wypP € B, ¢¥ £ .
Proof. The proof is straightforward, based on the L?-orthogonality of the Legendre

polynomials. O

By Proposition 4.2, both the stiffness matrix A and its inverse have the following
block structure:

() ()

with
2 2 2 2 2 2
4.4 D = di (—,...,—, ————)
(44) P\ T hy By ot hos
~ S———
(p1—1) times (p2—1) times (pamr—1) times
By (3.3), the DGF can be written as
(4.5) Ghp(z,2) = G,I;p(:c, z) + Gfp(:c, z),

where Gﬁp(x, z) corresponds to (4.1) and

N
(4.6) Gr(x,2) = Y Dilon(x)ér(z) Viz, 2] € Q2.
k=M

Unfortunately, Gfp(x,z) defined by (4.6) is not nonnegative in the entire Q2 in
general. For instance, in the example shown in Figure 2, there are small regions
near the points [1,0] and [0, 1], where the function Gfp(x, z) is negative.

Notice that any partition of € produces a rectangular grid on Q2 and that
Gfp(:ﬂ, z) can be nonzero within the diagonal squares of this grid only. In other
words,

M
(4.7) supp Gfp C U K2
i=1
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FIGURE 2. The higher-order part Gfp(x, z) of the discrete Green’s

function Gpp(z, 2) for the Poisson equation in = (—1,1), on a
mesh with three elements [—1,—3/4], [-3/4,0], and [0,1] of the
polynomial degrees p; =1, po = 2, p3 = 3.

Lemma 4.3. The discrete Green’s function G, defined by (4.5) is nonnegative in
P\UL K7

Proof. Consider (4.7) together with (4.2). O

5. THE DGF oN K?

As justified by Lemma 4.3, we only need to continue with the study of the discrete
Green’s function G, (2, 2) in the union of the diagonal squares Ui\il K?2. Without
loss of generality, let us restrict ourselves to only one square K2, 1 <14 < M. Let
p = p; be the polynomial degree assigned to K;. Notice that only a few terms in
(4.1) and (4.6) are nonzero in K2. Hence, by (4.1), (4.4), and (4.6) we obtain

_ (z; — a)(B — ;)

Ghp(7,2)] 00 = 5 a bi(z)pi(2)
+ (i1 _ﬁa)_(i_ zi1) bi—1(x)di—1(2)
(5.1) + (i1 _ﬁoi)(aﬁ ) (i (2)pi—1(2) + pi1(x)i(2)]
+ BHGE (a,2),

x,z] € K2,1 <4< M. It is convenient to introduce the notation K; = [z;_1, ;] =
(3 — —_
[L, R].
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We transform the function Gy, from K? to the reference square K2 = [—1,1]?
using the linear transformation (4.3) with z = xk, (§) and z = xk, (n),

(& _§¥i_RHNOh@)
(5.2) L& _;‘)_(i_ L) 10(€)lo(n)
(L=o)f =R
+ =
+—5?—56$;%57n

th x,z ‘K2 th(€> )_

[11(§)lo(n) + 1o(&)11(n)]

[€,1] € K2. Here ly(£) and 11 (€) are the above-defined lowest-order shape functions
on K and

(5.3) P& m) Zlk lo(O)lo(m()11(n) Y kr(€)rn(n)

is the higher-order part.
Let us modify formula (5.2) in the following way: Divide (5.2) by R— L > 0 and
use the identities

(L-a)f-L) _(L—a)B-R)  L-a
(G-a)NR-1) " B-a)(R-D) " G-a’
(R=a)(3=R) _ (L=a)(3-R) , f—R
(B-a)(R-1)  (F-a)B-L) " f-a’

and

lo(&)lo(n) + ()l (n) + Lo(©)la(n) + 1 (Olo(n) =1 VIE, 1] € K.
We obtain

(5.4 )+ 5 (Ol
+ g:ill(é)ll(n) + %@Z;@B(E, n)-

The endpoints of K; can be parameterized using the element length H = R — L
and a real parameter 0 <t <1,sothat L=a fort=0and R=( for t = 1:

(5.5) L=(1-ta+t(B—-H),
(5.6) R=(1-t)(a+ H)+ts.
Use (5.5) and (5.6), define relative element length He by
o H
rel — ﬁ — 017
and compute
6.7 e (R )
(5.8) g:ﬁf _4 _”(ﬁﬁ__aa_m (1 )(1 — Hya),
(L-a)(B—R) t(1—t)(8—a—H)? (1 — Hyo)?
R ey 7 B I B o
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Substitute (5.7)—(5.9) into (5.4) to obtain

th(f/ﬂ) (1 _I{rel>2
H Hrel

HL— (1 Ha)h(©h(0) + 5GP (Em).

(5.10) =t(1—1) + t(1 — Hrel)lo(§)lo(n)

Finally, use the identity
Gl (6m) =GR (6m) + (1= DGT (),
substitute (5.3) into (5.10), and factor out ly(&)lo(n) and 11 (£)l1(n):

(5.11) W = (1 —t)(l_Hﬂ
+ tlo(§)lo(n) [1 — Hyel + %ll(é)ll(n) Zf%(&)m(n)]
k=2

P
+ (1 =Dl ()l (n) [1 ~ e+ lo(©)lo(m) nk@m(n)] .
k=2
Indeed, the value t(1 —t)(1 — H.e1)?/H.e is nonnegative for all ¢ € [0, 1] as well as
the values tlo(&)lo(n) and (1 — t)I1(€)l1(n), for all [¢,7] € K2. Hence, the discrete
Green’s function G, is nonnegative in K? if both expressions in the square brackets
in (5.11) are nonnegative. To see that they impose the same restriction on the
relative element length H,, let us introduce Lemma 5.1:

Lemma 5.1. It is true that

min l0(§)lo(n)zl€k(€)/€k(ﬂ): min_ 11 (§)l1(n)
k=2

[€meK? [¢.meK? e

]~

LR

Proof. Using the definition of the functions k;, it is easy to see that ki (§) = ki(—§)
for k even and ki (§) = —kg(—=£) for k odd. Therefore, ki (§)kr(n) = ki (—&)kr(—n)
for every k =2,3,.... Moreover, [y(§) = [1(—¢), which yields

min_1o()lo(n) Y mr(©)reln) = min 1 (=&l (—n) > kr(—=E)kr(—n)
[§meK? 2 [§mekK? 2
= min L(hn) D kr(&)rk(n). O

Relation (5.11) and Lemma 5.1 motivate the following definition:

Definition 5.2. By critical relative element length H, corresponding to a poly-
nomial degree p > 2 we mean the value

NE

L) =142 min @) S re(€ri(n)

(¢mER?

ol
1
N

NE

1
(5.12) =1+= min L(&)(n)
2 (¢mek?

For p =1 we define H’, = 1.

rel =

kk(§)rr(n)-

bl
|
N
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FIGURE 3. Critical relative element lengths H},(p) for p =
1,2,...,100. Circles indicate the values for p odd and crosses in-
dicate the value for p even.

Theorem 5.3. Ifa < L < R< [ and

R-L .
<

(5.13) 5o - rel(P),

then the function th(g,n) defined by (5.2) is nonnegative for all [€,n] € K2 =
[—1,1]%.

Proof. Apply (5.13) and the definition of H* (p) to infer

/4

1 ot 51 () wu(€)e(n)
k

Similarly,

L~ e+ lol€)loln) > ru(€n(n) 20 Ve € K2

Thus, all terms in (5.11) are nonnegative and we can conclude that

Ghp(&,m) >0 for all [¢,7] € K2. O

Computation of H* (p). In Table 1 we list the values of H

rel *(p)forp=1,2,...,20.
The values of HY (p) for p = 1,2,...,100 are plotted in Figure 3. While the
values H  (p) for p = 1,2, 3,4 could be calculated analytically, results for p > 5 are

numerical, obtained with high accuracy.
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TABLE 1. Critical relative element length H*

rel

(p) for p=1,2,3,...,20.

p  Hiy(p) p  Hi,(p) p Hip) p  Hi(p)
1 1 6 1 11 0.953759 16 0.968695
2 1 7 0.935127 12 0.969485 17 0.967874
3 9/10 8 0.987060 13 0.959646 18 0.969629
4 1 9 0.945933 14 0.968378 19 0.970855
5 0.919731 10 0.973952 15 0.964221 20 0.970814

6. MAIN RESULTS

Let us summarize the conclusions of the previous analysis:

Theorem 6.1. If the partition o« = x9 < 1 < ... < xpr = [ of the domain
Q = (a, B) satisfies the condition
Ti — Tj—1

(6.1) vi(pi) foralli=1,2,...,M,

f—a —
where p; > 1 is the polynomial degree assigned to the element K; = [x;_1,x;], and
H} (pi) is defined by (5.12), then the problem (2.2) satisfies the discrete maximum
principle (i.e., upp > 0 in Q for arbitrary f € L*(Y) which is nonnegative a.e. in

Q).

Proof. Let K; be any element. By (5.2), condition (6.1), and Theorem 5.3 it holds
that

Ghp(2,2) |2 = Gap(€,m) > 0 for all [z, 2] € K.

Thus, Gpp(z,2) > 0 in Ul]\il K?. Lemma 4.3 implies that Gp,(z,z) > 0 also in
02\ Uf\il K?2. Theorem 3.5 finishes the proof. O

Table 1 indicates that the restriction on the relative element length (x; —x;,_1)/
(8 — «) is strongest in the cubic case where H, = 9/10. Moreover, Figure 3
shows a steadily growing trend in H, for p > 50. These observations motivate the
following conjecture:

Conjecture 6.2. If the partition a = o < 71 < ... < )y = f of the domain
Q = («, B) satisfies the condition

R - 9
% < 10 foralle=1,2,..., M,
then problem (2.2) satisfies the discrete maximum principle (i.e., up, > 0 in €2 for
arbitrary f € L?(2) which is nonnegative a.e. in Q).

7. POSSIBLE GENERALIZATIONS

An analogous technique can be used to study problem (2.1) with mixed Dirichlet-
Neumann boundary conditions. Of course, the structure of the stiffness matrix
and the structure of the DGF are different, but analysis reveals that the quantity
H (p) plays a central role again. Since H}(p) is nonnegative in this case (at least
for p < 100), the DMP for problem (2.1) with mixed boundary conditions is valid
with no restricting conditions on the mesh or polynomial degrees of elements. More

details can be found in a recent report [19].
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Generalization of these results to problems with variable coefficients and to
higher-dimensional problems, however, will be more involved. In both of these
cases, higher-order shape functions are no longer orthogonal, which yields a non-
trivial cross term in the expression for the DGF. An analysis of this term will be
crucial to achieve any progress in this direction. The goal of the analysis is to infer
possibly simple conditions on the mesh and polynomial degrees of elements so that
the DMP is valid. To achieve this goal, new techniques for the analysis of the DGF
have to be developed.

The negative result from [7] does not imply that generalizations to 2D are im-
possible. This paper dealt with a stronger version of the DMP which required the
maximum principle to be valid in all subdomains. Basically, the paper showed that
the DMP for higher-order elements was not valid on vertex patches (patches of
elements surrounding mesh vertices). It seems that vertex patches simply are too
coarse for the DMP to be valid.

Another possibility would be to employ an idea from [1]2 to treat a class of 1D
problems with a variable coefficient

—(o(x)u) = f, u(a) =wu(B)=0.

The idea would be to define new vertex functions to be piecewise-harmonic, such
that each ¢;, 1 =1,2,..., M — 1, solves
(7.1) —(o(z)$;)" =0 on (zi—1,2:), u(zi—1)=0,  u(z;)=1,

1

1
(7.2) —(o(x)¢}) =0 on (zi, 1),  u(w)) =1, u(wip1)=0.

Such vertex functions, interestingly, would be orthogonal to bubble functions. How-

ever, the definition of the corresponding bubble functions and formulation of the
condition for the DMP to be valid need further research.

APPENDIX

The Lobatto shape functions are defined by

[2j—1 [¢ ,
l]<€): B /lpj_l(ﬂi)d.%‘, j:2,3,...,

where P;(z) = d7/da? (z* — 1)7/(27!) stands for the jth-degree Legendre polyno-
mial. The kernels are defined by x;(&) = 1;(£)/(l0(£)11(§)), where Ip(§) = (1-¢)/2,
L1(€) = (14€)/2, and € € [—1,1]. These kernels can be generated by the recurrence

N ES W E j—1 [2j+3 .
4 _ ‘ _J=- . —92.3,....

2We thank an anonymous referee for pointing this out.
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For reference, we list several kernel functions x; (see, e.g., Section 3.1 in [15] or
Section 1.2 in [13]):

KQ(&) = _\/67

K3(£) = _\/Egv

al€) = 3 VI(E ~ 1),

s(€) = —5VR(TE — 3)¢
1

ro(€) = —gV22(21€" — 14€% + 1),

r(€) = — S VEB(3E — 307 + )¢

rg(€) = —6%@(42956 — 495¢* +135¢% — 5),
ro(€) = —6i4\/3_4(71556 —1001&* 4 38562 — 35)¢,

1
10(€) = — 155 V38(2431€" — 4004¢° + 2002¢" — 308 + 7).
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Abstract. We present a proof of the discrete maximum principle (DMP) for the
1D Poisson equation —u''=f equipped with mixed Dirichlet-Neumann boundary
conditions. The problem is discretized using finite elements of arbitrary lengths
and polynomial degrees (hp-FEM). We show that the DMP holds on all meshes
with no limitations to the sizes and polynomial degrees of the elements.
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1 Introduction

It is well known that the finite element solutions to elliptic and parabolic PDEs some-
times exhibit behavior which is incompatible with the corresponding maximum prin-
ciples and, consequently, incompatible with the underlying physics. Most frequently
this happens when a finite element mesh contains large dihedral angles, but also in
other situations. Discrete maximum principles (DMP) provide additional restrictions
on finite element meshes under which the maximum principles are preserved on the
discrete level.

Up to our knowledge the first DMP were introduced in the 1960s [16]. In the 1970s
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DMP were used to prove the convergence of finite differences and lowest-order fi-
nite element methods (see, e.g., [3,4]). Nowadays the DMP play an important role in
computational PDEs by guaranteeing that approximation of physically nonnegative
quantities such as the density, temperature, concentration, or electric charge remains
nonnegative. Due to the difficulty of the topic, current research in the area of DMP al-
most exclusively deals with lowest-order elements (see, e.g., [2,7-10,17,18,20]). How-
ever, in the last decades, significant progress has been made in the development of
the hp-FEM (finite element methods with variable size and polynomial degree of el-
ements) and their applications to challenging large-scale problems in computational
science and engineering (see, e.g., [1,11,12,15]). These methods are substantially more
efficient compared to standard lowest-order schemes, and an increasing demand for
them implies a need for the corresponding generalizations of the DMP.

However, the generalization of the DMP to higher-order approximations is quite
demanding and there only are a few known results in this direction. We mention paper
[21] concerning the high-order collocation method and a negative result [6] showing
that a nonstandard version of DMP is not valid for quadratic and higher-order FEM
in 2D.

It was shown in [14] that the DMP cannot be extended from the lowest-order FEM
to hp-FEM in a straightforward manner, and a weak DMP was introduced. Recently,
a maximum principle for one-dimensional Poisson equation equipped with Dirichlet
boundary conditions and discretized by hp-FEM was presented in [19]. The result
was proved under a mild sufficient condition stating that the length of the longest
element in the mesh must be less than 90% of the length of the entire domain. In
this paper we investigate the case of mixed Neumann-Dirichlet boundary conditions.
using different analytical methods. Interestingly, it turns out that in this case, the DMP
holds true with no restrictions.

In general, the analysis of the DMP for mixed boundary conditions follows the
same steps as the analysis for the Dirichlet conditions presented in [19]. Nevertheless,
the stiffness matrices in both cases differ. Fortunately, even in the case of the mixed
boundary conditions there exists an explicit formula for entries of the inverse stiffness
matrix, see Lemma 4.1. Naturally, this formula differs from the case of the pure Dirich-
let conditions. Consequently, the corresponding discrete Green’s functions differ and,
hence, we had to develop a new proof of its nonnegativity in the case of the mixed
boundary conditions, see Section 5. Interestingly, the same quantity H,(p), where p
stands for the polynomial degree, plays the crucial role in both cases. However, this
role differs. While in the case of Dirichlet conditions the DMP is satisfied if the relative
length of all elements is at most H?, (p), in the case of mixed conditions it suffices for
the validity of DMP to have H}, (p)>0.

Furthermore, the nature of the maximum principle for the Dirichlet and for the
mixed boundary conditions differs. In both cases the maximum principle is equivalent
to the conservation of nonnegativity, see Definitions 2.1-2.3. However, in the case of
Dirichlet conditions this equivalence is trivial and in the case of the mixed conditions
the maximum principle implies the conservation of nonnegativity in a nontrivial way.
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2 The model problem and its discretization

We solve the one dimensional Poisson equation with mixed Dirichlet-Neumann bound-
ary conditions,

—u" =f, in O,
u(e) =0,  u'(B)=g(p)

Here, O=(a, ) CR is an interval.
The corresponding weak formulation reads: Find u€V such that

a(u,v) = (f,0) +g(B)o(p),  YoeV, 2.1)

where V={ve H!(Q)); v(«)=0}, f€L?(Q) is a right-hand side, ¢(B)€R, (-, -) stands for
an L?(Q) inner product, and a(u,v)=(u',v').

In a standard way we create a partition a=xp<x;<...<xp=p of the domain
consisting of M elements K;=[x;_1, x;], i=1,2,..., M. Every element K; is assigned an
arbitrary polynomial degree p;>1. The corresponding finite element space V,,CV of
piecewise-polynomial and continuous functions has the form

Vip = {Uhp ev; Uhp|1<i € PPi(K;), i = 1,2,...,M}.

Here P?i(K;) stands for the space of polynomials of degree at most p; on the element
K;. The space Vj, has the dimension N = YM. pi. There exists a unique finite element
solution uy,, €V}, satisfying

a(unp, vnp) = (f,onp) +8(B)0(B),  Vomp € Vi (2.2)
Definition 2.1. Problem (2.2) satisfies the discrete maximum principle (DMP) if

f<0aeinQandg(p) <0, = MaX iy = MAX iy,

where 0Q) is the boundary of the domain ().

Definition 2.2. Problem (2.2) satisfies the discrete minimum principle if

f>0aeinQand g(p) >0, = mﬁinuhp = rg(i)nuhp.

Definition 2.3. Problem (2.2) conserves nonnegativity if
f>0ae inQand g() >0, = upp > 0in Q.

Clearly, the discrete maximum and minimum principles are equivalent for prob-
lem (2.2). We will use this equivalence and the following lemma to prove the DMP
via conservation of nonnegativity.
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Lemma 2.1. If problem (2.2) conserves nonnegativity then it satisfies the discrete minimum
principle.

Proof. Since u,>0 in Q) and uy,, («)=0, we conclude rglgi)n uhpzozmﬁin Upp- O

Remark 2.1. For the sake of simplicity, we formulated problem (2.2) with a homoge-
neous Dirichlet boundary condition u(a)=0. However, all results of this study hold
for a nonhomogeneous condition of the form u(«x)=u,. Indeed, the Dirichlet lift is
constant in this case and every solution i, to problem (2.2) with nonhomogeneous
condition u(a)=u, can be decomposed to

Upp = g + Upp,
where 1y, vanishes at the endpoint a.

Remark 2.2. The Neumann boundary condition at the point  can be replaced by the
more general Robin’s boundary condition

u'(B) +yu(B) = g(B), with ¢ >0.

The presented analysis can be generalized to this case as well.t

3 Discrete Green’s function

The discrete Green’s function (DGF) is defined in analogy to the standard Green'’s
function:

Definition 3.1. For an arbitrary z€Q), the unique solution Gy, €Vy,), to the problem

a(vhpr th,z) = Unp (Z)r vvhp € Vhp/ 3.1)
is called the discrete Green’s function (DGF) corresponding to the point z.

In the following, we will use the notation
Gip(x,2) = Gyp-(x), for (x,z) € Q,

where 0°=0 x O. A combination of (2.2) and (3.1) yields the so-called Kirchhoff-
Helmholtz representation

uip(2) = | Gip(x,2)f(x) dx +g(B)Gp(B,2), vz e (3.2)

The following lemma shows that the DGF can easily be expressed using any basis
of Vi, cf. [5]. We use the Kronecker symbol

1 fori=k,
5ik_{ 0 fori #k.

fWe thank Sergey Korotov from the Helsinki University of Technology for pointing this out.
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Lemma 3.1. Let {¢1, ¢2,..., ¢n} be a basis of Vy,,. If the stiffness matrix Ajj=a(@j, ¢;),
1<i, j<N is nonsingular, then

N N

Grp(x,2) = ) Z & or(x)gj(2). (3.3)
=5

Here, Ajjcl are the entries of the inverse stiffness matrix, i.e., ];1 Aij Ajj(l =0y, 1 <ik <N.
Proof. Substitute

Gnp(x,z) = )_ci(z)gi(x), (3.4)

1=

into (3.1) with vy,,=¢;. It follows that
N

Y ci(z) alej, ¢i) = 9j(2)-

A
The coefficients c;(z) are expressed as ck(z):zjlil goj(z)Aﬁcl in terms of the inverse
matrix, and they are substituted back into (3.4). This finishes the proof. O

Theorem 3.1. Problem (2.2) conserves nonnegativity if and only if the corresponding discrete
Green’s function Gy, (x,2)=Gy, . (x) defined by (3.1) is nonnegative in a’.

Proof. By (3.3), the discrete Green’s function Gy, (x,z) is continuous up to the
boundary of Q). The rest follows immediately from (3.2). O

This theorem is a useful tool for the analysis of discrete maximum principles. In
the rest of this paper we will show that the discrete Green’s function corresponding to
the problem (2.2) is nonnegative.

4 DGEF for the model problem

4.1 Lowest-order case

In this section we will construct the DGF for problem (2.2). We begin with the case
p1=p2=...=pm=1. Let us define h;=x; — x;_1. By Bb:={¢1, ¢2, ..., pm} we denote the
standard lowest-order basis consisting of the piecewise-linear “hat functions” such
that 4>j(xi):(5 i, 1 <1i,j < M. In this case the stiffness matrix ALERM*M jg tridiagonal,

ijr
1/hi+1/hiq, fori:j< M,

1/hp, fori=j=M,

A}j =< —1/hjyq, fori=j—1,
—1/h;i_4, fori=j+1,
0, otherwise,

fori,j=1,2,..., M.
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Lemma 4.1. The inverse matrix (AL)~1 € RM*M pas the form

X1—a& X1—«& X1—«& ... X1 —

X1 —«& Xop—N& Xp—& ... X2 — K
(AL)*lz X1—®& Xp—& X3—& ... X3—U« ,

X1 —& Xo—& Xz—& ... XpM— &

ie., (AL)i;l:xi —a for 1<i<j<M and (AL)i;l:xj —u for 1<j<i<M.
Proof. We want to show that z;;=¢;;, where

M M
zij = Y (AN AL = Y (AN a9y, ),

k=1 k=1

foralli, j=1,2,..., M. We fix i and j, and consider the bilinear forms

Xi ﬁ
ar(u,v) :/ u'v'dx and ay(u,0) :/ u'v’ dx.
o

Xi

We use the explicit formulae for (AL)I.;1 to get

i—1 M
zjj = ﬂ(sbjzk_zl(xk - w)¢k) + (xi — a)a(ej, i) + (xi — “)”(‘P]’r k;rl 4>k>-

Now, we split the term a(¢;, ¢;)=a1($;, ¢:) + a2(¢;, ¢;) to obtain
zij = a1 (¢j, x — ) + (x; — a)az(¢j, 1) = ar(¢j, x — ) = &y,

where the last equality follows from a straightforward simple computation. ]

Figure 1: The lowest-order part Glgp(x,z)

of the discrete Green's function Gy, (x,z)
for the Poisson equation with homogeneous
mixed boundary conditions in Q=(—1,1)
on a mesh with three elements [—1, —3/4],
[~3/4,0], and [0,1].
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Using Lemma 4.1 and identity (3.3), we can write the DGF in the form

M

G,fp(x,z) = ;(xi — o)i(x)¢i(2)
- M—1

M
+ ) ) (i — @) [@i(x)i(2) + ()i (2)]- (4.1)

i=1 j=it+1
In particular, we see immediately that
Gl,(x,2) 20, ¥(x,z) e’ (4.2)

The situation is illustrated in Fig. 1.

4.2 Higher-order case

In this paragraph we return to the original setting with arbitrary polynomial degrees
pi=>1. In order to facilitate the construction of higher-order basis functions of the space
Vips let us introduce the Lobatto shape functions Iy, /1,15, ... on a reference interval
K=[-1,1], see, e.g., [12,15] and (7.1) in Appendix.

The lowest-order Lobatto shape functions Iy and /1 have the form Iy ()=(1—¢)/2,
L(&)=(1+¢)/2, E€K. The higher-order shape functions I»,13,... are defined as an-
tiderivatives to the Legendre polynomials. Therefore, they satisfy

1
/1 LV (E)dE = Sy Ky =2,3,....

Every Lobatto shape function Iy, k=2, 3, ..., is a polynomial of degree k and it vanishes
at 1. Thus it can be expressed as

lk+2(8) = (@)L (8)m(), k=0,1,2,...,

where «; is a polynomial of degree k. For reference, a first few kernels «x; are listed in
Appendix.

The basis B={¢1,$2,...,¢n} of Vi,p can be written as B=BL U BB, where BL was
defined above and B2 is the higher-order part of the basis comprising functions ¢,
PM+1, - - -, PNn. These are defined in a standard way as follows:

Consider the standard affine transformations of the reference element K to an ele-
ment Ki:[xi,l, xi], i:1, 2, ey M,

X () = (x; — xi—1)§2+ (x;i + xi—1)_ 43)

On an element K; of the polynomial degree p;, there are p; — 1 higher-order basis
functions. These vanish outside of K; and in K; they are defined as the Lobatto shape
functions I, 13, . . ., 1,, composed with the inverse map Xi,l (x).
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Lemma 4.2. We have the following orthogonality relations:
a(ph, %) =0,  vo' e B, V¢’ € B,
a(@® 9") =0, Vo' e B, vyt e BP, ¢F £ ¢F.
Proof. The proof is straightforward, based on the L?-orthogonality of the Legendre

polynomials. O
By Lemma 4.2, both the stiffness matrix A and its inverse have the following block
structure: L ( L) .
- A 0 -1 A-)™ 0
(0 p) = (M)
with 2 2 2 2 2 2
D =di e Ty Ty T e vy - 44
dlag(hll /hll hzl /hzl /hM/ /hM) ( )
~———
(p1—1) times  (pp—1) times (pm—1) times
By (3.3), the DGF can be written as
Gip(x,2) = Gy, (x,2) + Gj, (%, 2), (4.5)
where G,%p(x,z) corresponds to (4.1) and
B - 1 02
Giy(x,2) = k;\'/f D ¢j(x)¢i(z),  V(x,z) € Q. (4.6)

Unfortunately, G,’fp (x,z) defined by (4.6) is not nonnegative in the entire Q’in general.
For instance, in the example shown in Fig. 2, there are small regions near the points
(1,0) and (0, 1), where the function Gfp(x,z) is negative.

Notice that any partition of Q) produces a rectangular grid on 52, and that Gﬁp (x,2)
can be nonzero within the diagonal squares of this grid only. In other words,

c UK (47)

Figure 2: The higher-order part Gﬁp(x,z)
of the discrete Green's function Gy, (x, )
for the Poisson equation with homoge-
neous mixed boundary conditions in () =
(=1,1), on a mesh with three elements
[—1,-3/4], [-3/4,0], and [0,1] of the
polynomial degrees p1=1, p>=2, p3=3.

——
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Lemma 4.3. The discrete Green’s function Gy, defined by (4.5) is nonnegative in () \UM K2.

Proof. Considering (4.7) together with (4.2) leads to the conclusion. O

5 The DGF on K?

As justified by Lemma 4.3, we only need to continue with the study of the discrete
Green’s function Gy, (x,z) in the union of the diagonal squares UM, K2. Without loss
of generality, let us restrict ourselves to only one square K?, 1<i<M. Let p=p; be the
polynomial degree assigned to K;. Notice that only a few terms in (4.1) and (4.6) are
nonzero in K?. Hence, by (4.1), (4.4), and (4.6) we obtain

G (x,2) o= (xi — @) (X)¢i(2) + (xi1 — @) i1 (%) i1 (2)
+(xic1 — ) [Pi(x)pi1(2) + Pi1(x)¢i(2)]
+ LG (x02) e, (5.1)

for (x,z)€K?, 1<i<M. It is convenient to introduce the notation K;=[x;_1, xl] [L R].
We transform the function Gy, from K? to the reference square K?=[-1,1]? using
the linear transformation (4.3) with x=xx, (&) and z=xx, (1),

th(x,z) ‘KI.Z: éhp(gl 77)
= (R~ @) (©)h () + (L~ )o(@)lo(n)
HL—a) @) +h@L ] + XS TS 6, 62

for (& 17)€K?. Here Iy(¢) and I (¢) are the above-defined lowest-order shape functions
on K and

-2
n) = izlm(é)lm(m = 1o(&)lo ()l (&) (n) ZZ K (&) (1), (5.3)
m= =0

is the higher-order part.
Let us modify formula (5.2) in the following way: Divide (5.2) by R — L>0 and

use the identities
R—a L—u

R—L R-—L

+1/

and

(&)lo() + 1 (E)L() +10(@)h(n) +L(@)h(n) =1, V(&) € K~

We obtain
th(él ’7)
R—-L

L— 14
= ST Fh@h(n) + 560 @ ). (5:4)



210 T. Vejchodsky, P. Solin / Adv. Appl. Math. Mech., 2 (2009), pp. 201-214

Table 1: The quantity H;‘el(p) for p=1,2,3,...,20.
p_ Ha(p) | p Hylp) | p Hylp) | p Hylp)
1 1 6 1 11 0.953759 | 16 0.968695
2 1 7 0935127 | 12 0.969485 | 17 0.967874
3 9/10 8 0987060 | 13 0.959646 | 18 0.969629
4 1 9 0945933 | 14 0.968378 | 19 0.970855
5 0919731 | 10 0.973952 | 15 0.964221 | 20 0.970814

Using (5.3), this formula can be reshaped into

A

— p—2
GE@’Z ) S @nn [1+ S (@)lo(n) )y @xn)]. 65)

Clearly, (L —a)/(R — L)>0and };(&)l1(7)>0in K?. It remains to verify nonnegativity
of the expression in the square brackets. For this reason we define

s(p) =1, forp=1,

rel

* 1 . 22

wel(p) =145 min Io(&)lo(17) Y x(@ri(n), forp > 2.
(¢m)ek? k=0

Hence, if H},j(p)>0 then Gy, (¢,7)>0 in K% by (5.5). Transforming (¢, 77) back to (x,z)

by (4.3), we obtain nonnegativity of Gy,(x,z) in Kl-z, cf. (5.2), for all i=1,2,..., M.

Thus, in view of Lemma 4.3 we showed that the discrete Green’s function th(x, z)>0

in ﬁz, provided HY (p;)>0 for all i=1,2,..., M.

1per
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098 L% X X rgroro
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Figure 3: The values H,(p) for p = 1,2,...,104. Circles indicate the values for p odd and crosses for p

even. The upper dotted line is a graph of 14 0.5In(1 — 1/x) and the bottom line is a shift of this graph
by —0.01.

In [19] it was verified that H,(p)>0 for 1<p<100. More precisely, the value of

H’,(p) can be found analytically for 2<p<4. For 5<p<100, it needs to be computed

rel
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numerically. As it is seen from Table 1 and Fig. 3, the smallest value of HY,(p) is
for p=3 and it equals to 9/10. Thus, the crucial quantity H?,(p) was checked to be
nonnegative for 1<p<100. This, consequently, shows nonnegativity of the discrete

Green’s function in ()" and validity of the discrete maximum principle.

6 Main result

Let us summarize the conclusions of the previous analysis:

Theorem 6.1. Let a=xo<x1<...<xp=p be a partition of the domain Q=(w, B) and let
pi>1 be a polynomial degree assigned to the element Ki=[x;_1, x;],i=1,2,..., M. If

H,(pi) >0 foralli=1,2,..., M, (6.1)
then problem (2.2) satisfies the discrete maximum principle

Proof. Let K; be an element. By (5.2), (5.5), and (6.1) it holds
th(x,Z)h(iz = éhp(é/ 17) >0

for all (x,z) €K? with Cz)@’_l (x) and 17:)([2]_1 (z). Thus, Gy (x,z)>0in UM, K. Lemma 4.3

implies that Gy, (x,z)>0 also in o} \ UM, K?. Theorem 3.1 and Lemma 2.1 finish the
proof. O

The crucial condition (6.1) was verified analytically for p<4, therefore Theorem 6.1
proves the discrete maximum principle for problem (2.2) for all meshes and arbitrary
polynomial degrees not exceeding 4. However, numerical calculations of H, (p) show

that the condition (6.1) is satisfied for 5<p<100 as well. Moreover, the steadily grow-
ing trend in H}, for p>50 observed in Fig. 3 motivates the following conjecture:

Conjecture 1. The problem (2.2) satisfies the discrete maximum principle for arbitrary par-
tition of the domain Q= (a, B) and for arbitrary distribution of polynomial degrees.

7 Conclusions and further generalizations

We proved the DMP for the 1D Poisson problem solved by the sophisticated hp-
version of the FEM. The next natural step is to generalize this result for more general
problems in two (or more) dimensions.

Since the key ingredients (Lemma 3.1 and Theorem 3.1) are valid for arbitrary el-
liptic operator in arbitrary dimension, the presented approach can be, in principle,
extended to prove the DMP even in more general settings. However, the conditions
for the mesh and polynomial degrees which would guarantee the DMP are then more
difficult to find.
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More general operators, for example the diffusion-reaction operator, bring diffi-
culties such as (i) the non-existence of a simple formula for the inverse of the stiffness
matrix, cf. Lemma 4.1, and (ii) non-orthogonality of the bubble functions to the ver-
tex ones, cf. Lemma 4.2. These difficulties can be treated for instance in the following
way. In case (i) we have to find suitable lower bounds for the entries of the inverse
stiffness matrix. This can be done by analysing simplified meshes with a few elements
and showing that their refinement leads to an increase of nodal values of the discrete
Green’s function. Difficulty (ii) is not fundamental and it can be treated by orthogo-
nalization of the vertex functions with respect to bubbles (the concept of the discrete
minimum energy extensions).

With no doubts, the significance of the hp-FEM lies in 2D and 3D problems. When
extending the DMP results to higher-order methods in higher spatial dimensions, one
has to overcome not only the two difficulties mentioned above but also (iii) the pres-
ence of the edge (and face) basis functions. These basis functions make the process of
orthogonalization of the vertex functions to the other basis functions non-local which
makes the analysis more demanding but treatable.

The search for suitable conditions for more general and higher dimensional prob-
lems is a challenging task of high practical significance. Generalizations of the pre-
sented results are desirable because conditions guaranteeing the physical admissibil-
ity of hp-FEM approximations are valuable from the practical point of view, and they
are demanded from the engineering community.

Appendix

The Lobatto shape functions are defined by

1 ¢
zm(g):,/zmz 1/_1Pm_1(x)dx, m=273,..., (7.1)

Py(x) = d™/dx™(x* —1)™/ (2" m!),

where

stands for the mth-degree Legendre polynomial. The kernels are defined by

1k (8) = lr2(8)/ ((E)h(S)), k=10,1,2,...,

where
l0(¢) =(1-¢)/2,h(¢) = (1+¢)/2,¢ € [-1,1].

These kernels can be generated by the recurrence

k+4
V2k+7

k+1
V2k+3

Kir2(8) = V2k + 58k 11(8) — (&),  k=012....
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Interesting observation is that these kernels are scaled derivatives of Legendre poly-
nomials
8(2k+3) _,
=————"P =0,12,....
Kk(g) (k+2)(k—|—1) k+1(§)/ k=012,

Hence, they form a system of orthogonal polynomials with weight 1 — &2 = 41y(&)}4(&).
For reference, we list several kernel functions xx (see, e.g., Section 3.1 in [15] or Sec-
tion 1.2 in [13]):

ko(&) = —v6, x1(Z) = —V10¢,
1

lf) = 3 VIA(E ~ 1),

0(8) = — VAT - 3);,

}a() = — VBRI~ 142 1 1),
1

K5(8) = —5gv/26(335" — 3087 + 5)¢,
K6 (&) = —é\/?ﬁ(zmgﬁ — 495¢* 4-135¢2 — 5),
x7(8) = —é\@(mg& —1001&* + 385¢2 — 35)¢,

Ks(G) = —%@(243158 — 40042° 4 2002¢* — 30822 + 7).
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Abstract — In this paper we prove the discrete maximum principle fona-dimensional equation
of the form —(au’)’ = f with piecewise-constant coefficieatx), discretized by thédap-FEM. The
discrete problem is transformed in such a way that the dtguaty of the coefficienta(x) disappears.
Existing results are then applied to obtain a condition emtiesh which guarantees the satisfaction of
the discrete maximum principle. Both Dirichlet and mixedi€hlet-Neumann boundary conditions
are discussed.
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1. Introduction

Discrete maximum principles (DMP) have been studied siheel®70s (see, e.g.,
[3,4] and the references therein). In particular, the maxmand comparison princi-
ples belong to the most important qualitative propertiesupherical schemes. They
guarantee, for example, the nonnegativity of approxinmatiof naturally nonnega-
tive quantities such as temperature, density, concemtragitc. When a numerical
method does not satisfy the DMP, it can happen that the negultimerical solution
contradicts the physics. Therefore, the study of numergathods equipped with
discrete maximum principles became very popular durindasieyears.

Absolute majority of results on DMP concern lowest-ordeghsas piecewise-
linear approximations [2,5,7-10,16,17,22]. Recent ragegdelopment of higher-
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order methods, especialyp-FEM [1,11-13,15], leads to a question whether and
under which conditions the DMP can be extended to this typappfoximations.
The answer to this question is difficult, since there is ngogncondition for poly-
nomials to be nonnegative — in contrast to the lowest-ordeecThere are only a
few papers addressing DMP for higher-order approximat{eas [6,21] and recent
results of the authors [14,18-20].

A particularly discouraging 2D result (see [6]) shows thatrangerDMP for
guadratic elements only is valid under prohibitively riesive conditions on the
mesh and that for higher-order elements the stronger DMBtisalid at all. The
point is that the stronger DMP requires the maximum prirectplbe fulfilled on all
subdomains, particularly on patches sharing a commonxertas requirement,
however, is too strong and its relaxation leaves space vestigation of a condition
for the mesh for the DMP on the whole domain.

Recently, discrete maximum principles for the Poisson eguian 1D, dis-
cretized byhp-FEM, were studied in [14,18-20]. The present paper gezesl
these results to the equatierfau’)’ = f, where the coefficierd(x) is assumed to be
discontinuous and piecewise-constant. We derive a sufficendition on the mesh
that guarantees the DMP in the case of Dirichlet boundarylitions. This condi-
tion involves the coefficiers and it can be easily verified in an element-by-element
fashion. The case of mixed Dirichlet-Neumann boundary itiomd is studied as
well, and it is shown that the DMP is valid on all meshes withitaary distribution
of polynomial degrees.

The scope of the paper is as follows: A model problem withguése-constant
coefficienta(x) and homogeneous Dirichlet boundary conditions is fornealan
Section 2. In Section 3 we transform this problem to a new oitle & constant
coefficienta(x) = 1, so that its solution exactly coincides with the solutiorttie
original model problem. In Section 4 we infer a condition dvIP for the original
model problem. Finally, Section 5 discusses the case ofdridigachlet—-Neumann
boundary conditions.

2. Model problem and its discretization

We solve the one-dimensional equation with homogeneousHst boundary con-
ditions

in an intervalQ = (a,B) C R. The corresponding weak formulation reads: Find
u €V such that

Auv) = (f,v)g VYveV (2.1)
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whereV = H}(Q) = {ve HY(Q) : v(a) = v(B) = 0}, a € L*(Q) is piecewise-
constant,f € LZ(Q) is a right-hand side, and

(f,V)o = /Q Fv)dx,  B(U,V) = /Q () (X)V(x) dx.
As usual, we create a partitian = Xy < X3 < --- < Xy = B of the domainQ con-
sisting of M elementxK; = [xi_1,X], i = 1,2,...,M. Every elemenk; is assigned
an arbitrary polynomial degrgg > 1. Moreover, we assume the piecewise-constant
coefficientato be aligned with this partition. The corresponding finlengent space
of continuous and piecewise-polynomial functidfig C V has the form

Vhp = {Vhp € V; Vhplk; € PP(Ki), i=1,2,...,M}.

HerePP (K;) stands for the space of polynomials of degree at mosh the element
Ki. The spac#&hp has the dimensioN = —1+ Zi'\il pi. There exists a unique finite
element functionunp € Vi satisfying

B (Unp,Vhp) = (f,Vhp)  VVhp € Vhp. (2.2)

3. Transformed problem

The coefficienta = a(x) is considered to be piecewise-constant with respect to the
partion ofQ, i.e., there exist constangés such that

akg =a, 1=212...,M.

We will transform the model problem (2.1) to a standard Rwissquation in a
different domain£~2~: (a,B) and with a different right-hand side. The right-hand
side f, the domainQ, and the partition of2 will be determined later. The Poisson
equation has the form

3

The weak formulation reads: FindeV such that
B0,0 = (f,0)g VieV (3.1)
whereV = H}(Q) = {V e HY(Q) : (&) = ¥(B) = 0}, f € L2(Q),

(f.0)g = {03 & B(0,9) = / o (R)7 (R) X,

We construct a partitiolf =% <Xy <--- <X = B of the domainQ consisting of
M elementK; = [%_1,%],i=1,2,...,M. Every elemerkK; is assigned a polynomial
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degreep; > 1. Notice that the number of elements as well as the polyriafegrees
are exactly the same as for the original problem (2.2).
The corresponding finite element spagg C V is given by

Vhp = {Vhp € V; Ynplg € PP(Ki), i =1,2,...,M}.

Clearly, dimVh, = dimVip, = N. Finally, the finite element solutionhy € Vi to
problem (3.1) is uniquely given by requirement

P (Tinp, %np) = (F,0hp)g  V0hp € Vhp. (32)

Now let us link the discrete problem (2.2) to the discretesBam problem (3.2).
There is a single degree of freedom which is the left endpiatR, all remaining

data to problem (3.2) are uniquely determined by the datheaatiginal problem
(2.2). First let us define the lengths of the new elements,

hi=h/a, i=12....M (3.3)

whereh; = X — x_1. The points of the new partition & are given by
i
Si=a+Sh, i=12....M.

Moreover, we putxg = a and [3 = Xu. For future reference let us define affine
transformations of elemenk§ to elements; by

by 3 :
I’]i(X):#(X—Xifl)‘i‘Xifl, i=12...,M. (3.4)
|

Finally, the right-hand side to the transformed problenR)3s defined in an
element-by-element fashion as

fRIk =af(X)lk

wherex =n."1(%),i=1,2,...,M.
Our subsequent results are based on the following Lemman8.Tlaeorem 3.1.

Lemma 3.1. Let uv e HY(Q) and i,V € H1(Q) be functions satisfying
X[k =0R)lg, V¥ =YXk

whereX = n;j(x) and i=1,2,...,M. Then

Buv) =B,  (f,v)a=(f,9)s.
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Proof. Let us calculate

A(u,V) Za/l dx_Zaihl/KIN’ (X) dX = ({1, V)

where we have used (3.4) for the substitution in the inte@iahilarly,
(f,V)0 = / X) dx = / V(%) &k = (7). O
=3, ek ~( 0

Theorem 3.1. Let thp andlnp be solutions to problem@&.2) and (3.2), respec-

tively. Then
Unp(X) |k, = Unp(X) g, (3.5)
whereX=nj(x) andi=1,2,...,M.
Proof. Letunp € Vhp b~e the unique solution to (2.2). Let us use the transforma-
tions (3.4) to definel; € Vip as
Ghp(R) [z, = Unp(X) K

wherex = n, (%) andi = 1,2,..., M. Further, letvhp € \7hp be arbitrary. Similarly,
we definevhp € Vhp by

g = Tl
wherexX= n;(x) andi = 1,2,...,M.
Now Lemma 3.1 and equality (2.2) imply
P (U, Yhp) = Z (Unp,Vhp) = (f,Vhp)a = (f.¥hp)a-

Thus, U, € Vhp satisfies (3.2) for alkiy € Vhp. Since the solutionuny € Vi to
problem (3.2) is unique, we havg ;= {np and the proof is finished. O

4. Discrete maximum principle

In this section we will use existing results for the Poissquagion to infer a condi-
tion for the discrete maximum principle for the original ptem (2.2). First let us
recall the definition of the discrete maximum principle:

Definition 4.1. Problem (2.2) satisfies tH2iscrete Maximum PrincipléDMP)
if
f<0 ae. iNQ = maxunp = MaXunp
Q oQ

wheredQ is the boundary of the domai.
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Table 1.

The values oH,(p) for p=1,2,3,...,20.
P Halp) P Halp) P Halp) P Halp
1 1 6 1 11 0.953759 16 0.968695
2 1 7 0.935127 12 0.969485 17 0.967874
3 9/10 8 0.987060 13  0.959646 18 0.969629
4 1 9 0.945933 14 0.968378 19 0.970855
5 0.919731 10 0.973952 15 0.964221 20 0.970814

Let us define a fundamental quantity,(p):

He(p)=1 forp=1

2 (&.m)e[-1.2P2
Here,lp(§) = (1—&)/2 and

Hia(p) = 14> min |0(E>|0(’7)i%k(€)%k(’7) for p>2.

2k—1 4

(€)= 2 KA—K)

Pe-1(8)

whereR (&) stand for the Legendre polynomials of degke&ee Table 1 for values
of Hy,(p) for 1 < p< 20. The values ofi %, (p) up to p = 100 are depicted in Fig. 1.

Notice that the smallest value fgr< 100 is 910. This value can be calculated
analytically.

Theorem 4.1. Leta=%X <X <---<Xu= B be a partition of the domaif =

(c"r B) and let p > 1 be polynomial degrees assigned to the elemignts [%_1, %],
=1,2,...,M.If o

Xi — X|

B—

then problem(3.2) satisfies the discrete maximum principle.

<He(p), i=12....M (4.1)

Proof. This result is completely proven in [18]. For the readershamience
we sketch the main ideas. . B _

The discrete Green’s functioBnpy € Vhp, ¥ € Q, corresponding to problem
(3.2) is defined in a standard way as the unique solution to

B(np: Chpg) = np(§)  Vhp € Vhp.

~ -2
We use notationp(X, §) = Gnpy(X), where(X,§) € Q . The classical representation
formula

9) = [, Grol ) () 0%
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Figure 1. The values oH(p) for p=1,2,...,100. Circles and crosses indicate the odd and even
values ofp, respectively.

proves that the nonnegativity (ﬁhp in f)z is equivalent to the discrete compari-
son principle which is further equivalent to the DMP. We ietaat the discrete
comparison principle for problem (3.2) states that &ny 0 impliesuinp > 0.

To prove the nonnegativity of the discrete Green’s functiareveal thaf;hp
can be expressed as

N
thxy Z\ZAI]1¢ )

whered;, i = 1,2,...,N, form a basis ivhp, Aj = %(8;, ) denote entries of the
stiffness matrix and&ijl stand for entries of its inverse. In the case of 1D Pois-
son equation, the entries of the inverse stiffness matrxbeaexpressed explicitly.
Moreover the orthogonality (in the energy sense) of thegugse linear basis func-
tions to the higher order basis functions enables to s@idtscrete Green'’s function
th into the linear and higher order pa&, = Gk +th While the linear part
G p IS Nonnegative by a standard argument, the higher ordeGﬁgrs not nonneg-
atlve for most polynomlal degrees. Finally, a detailed ahhically demanding
analysis ofGL andG o reveals that under condition (4.1) the linear part overcome
the higher order part and the discrete Green’s function isegative. O

We propose to generalize condition (4.1) to problems witleagwise-constant
coefficienta(x) in the following way.
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Theorem 4.2. Leta = xg < X1 < --- < Xy = B be a partition of the domain
Q= (a,p), let p > 1be polynomial degrees assigned to the elements[K_1,Xi],
let h =% —X;_1, and let a stand for the constant values of ain, K=1,2,...,M.
If

hy
—ﬁ%;gH@m% i=12...,M (4.2)
1o

then problem(2.2) satisfies the discrete maximum principle.
Proof. This is a simple consequence of (3.3) and Theorems 3.1 and 4.11

Note that condition (4.2) can easily be verified in an elenignelement fashion
and that it can be written in a simple way using the notatiomfSection 3:

=]

B:agH@m% i=12...,M.

5. Mixed boundary conditions

Next let us consider the problem from Section 2, equippet wiNeumann bound-
ary condition af3:

—(@ax¥ux)’)Y =f(x) inQ
u(a)=0
u'(B) =9(B)-

The weak formulation reads: Finde V such that
Auv) = (f,v)ia+g(B)v(B) VveV (5.1)

whereV = {ve HY(Q) : v(a) = 0}, a € L®(Q) is piecewise-constant, anfdc
L%(Q).
We proceed analogously to Section 2 to obtain the finite ef¢s@utionun, €
Vhp,
P (Unp,Vip) = (F,Vhp)a +9(B)V(B)  VVhp € Vhp. (5.2)

Now the dimension of the spa&g, C V is greater by one compared to the space
Vhp Which was defined in Section 2. The original problem is trarmmsed similarly

to what was done in Section 3. The Neumann boundary dataondtv problem
are the same as for the original problem, i.e.,
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Clearly, it follows from Lemma 3.1 that

(f.v)a +9BV(B) = (f. 95 +8(B)(B)

for v(x)|k, = V(X)|g, wherexX'= ng(x) andk = 1,2,... ;M. Thus, analogously to
Theorem 3.1 we obtain
Unp(X)|k; = Onp(X)[g; -

The Neumann datg(f3) as well as the right-hand sideenter the definition of
the discrete maximum principle for problem (5.2).

Definition 5.1. Problem (5.2) satisfies tltiscrete maximum principlié

f<0 ae. inQandg(f) <0 = maXunp= n;gxuhp.
Q

It was proven in [19] that the Poisson equation with mixedraary conditions
satisfies the DMP if
He(pi) >0, i=212...,M. (5.3)

This condition is problem-independent. Since the disceeti@tion to the trans-
formed problem is equal to the discrete solution to the gnobivith piecewise-
constant coefficient, we conclude that the DMP is valid fatpem (5.2).

Theorem 5.1. If condition (5.3) is satisfied, then problen(s.2) with mixed
boundary conditions and piecewise-constant coeffici€¢r} satisfies the discrete
maximum principle.

Condition (5.3) is satisfied at least for gll< 100 (see Table 1 and Fig. 1).
Hence, the discrete maximum principle for 1D problems oet{$.1) with mixed
boundary conditions and with piecewise-constant coefft@éx) is satisfied on ar-
bitrary meshes and with arbitrary distribution of polynairdegrees (not exceeding
100).

Remark 5.1. Above, homogeneous Dirichlet boundary conditions weresicbn
ered for simplicity only. The result on the DMP holds for nonftogeneous condi-
tions as well. Indeed, we always can consider a harmoniclidt lift y satisfying
general Dirichlet boundary conditions arda(x)y’(x))’ = 0. To obtain the solu-
tion Unp to the problem with general Dirichlet boundary conditions, just add this
lift to the solutionunp with homogeneous Dirichlet conditions, i.€kp = Y+ Unp.
Notice that the lifty satisfies the classical maximum principle. Thus, in the chse
general Dirichlet boundary conditions, we hayg =0 ondQ and

max Unp+ V) < Maxuhp -+ Maxy = maxunp + maxy = max Unp + V).
QX(py)\Q p - MEXY = MEXUnp +MEXy aQX(py)

Hence, the solution,,, satisfies the DMP.
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Moreover, in the piecewise-constant coefficient case, itheylis piecewise-
linear and continuous, and it can be expressed explicitly as

V(x) = Cy /a "1/a(s) ds+C,

i—1 h X — X;
=C1l X4 X1
=1 & &

]+Cz, xeKi, i=12,...,M

whereC; andC; are integration constants to be determined from the boyrutar-
ditions. If a Dirichlet condition is prescribed at the leftdpoint, i.e.Unp(a) = a,

thenC, = g Similarly, conditionunp(8) = gg impliesCy = (gg —da )/ (T Mg hic/a).
For the case of mixed boundary conditions, the Dirichl¢iditonstant, i.ey = gg,.
This follows from the requirement’(8) = 0 which impliesC; = 0. Since the lift
y is constant, we conclude that the DMP is valid even for the edsmixed and
nonhomogeneous boundary conditions.

Remark 5.2. The long term goal is to generalize the 1D results to highacsp
dimension. This is, however, a very demanding task. Acogrdo the authors’
knowledge there is no 2D nor 3D positive result for DMP forheg order FEM
available, yet. It is surprising, since the problematic®MP already is studied for
several decades and numerical results indicate that the iDs&Risfied provided the
mesh is reasonably fine. Nevertheless, the general frarkeiithre discrete Green’s
function suggested in this paper can well be used in higheresdimension, too.

We identify the following two points of the 1D proof that aretravailable in
higher space dimension. First, the vertex basis functioasat orthogonal (in the
energy sense) to the higher order basis functions in gerg&abnd, there is no hope
to compute explicitly the entries of the inverse stiffness.

To overcome the fist point, we can modify the vertex functibpsuitable com-
bination of the higher order basis functions in such a way tte modified vertex
functions are orthogonal to the higher order functions.sehmodified vertex func-
tions are supported in the whole domd&nhand under suitable conditions on the
mesh they stay nonnegative. Interestingly enough, undt#reiluconditions on the
mesh the stiffness matrix corresponding to the modifiedexeftinctions will be
M-matrix and hence it will have nonnegative inverse. Moexathe theory of M-
matrices enables to estimate the entries of the inverse M-aratrix from below
which is sufficient to overcome the second point.
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1. Introduction

The standard (continuous) maximum principles for elliptic and parabolic problems, in particular, guarantee the nonnega-
tivity of the solution provided that the data are nonnegative. This is especially important if naturally nonnegative quantities
like temperature, concentration, density, etc., are modelled. It is an important question whether the discretization of these
problems satisfies the discrete maximum principle (DMP) as well, or, equivalently, if the resulting discrete solution is guar-
anteed to be nonnegative provided the data are nonnegative.

Unfortunately, the standard methods, e.g., the finite element methods, do not satisfy the DMP in general. Therefore,
additional conditions for the validity of the DMP are proposed and studied. Up to the author’s knowledge the paper of Varga
[16] from 1966 was the first paper about the DMP. Since then many other papers about the DMP for various problems and
various discretizations were published [3,4,7,8,12,21].

Interestingly, the majority of the published works deal with the lowest-order approximations only. The results about the
DMP for higher-order approximations are scarce, see [1,11,22] and the recent works of the author and his coauthors [17,19].
In [17] we deal with the 1D Poisson problem. The current paper generalizes this result to the 1D diffusion-reaction problem

E-mail address: vejchod@math.cas.cz.
1 The author was supported by Grants No. [AA100760702 and No. IAA100190803 of the Grant Agency of the Czech Academy of Sciences, and by the
institutional research plan No. AV0Z10190503 of the Czech Academy of Sciences.

0168-9274/$30.00 © 2009 IMACS. Published by Elsevier B.V. All rights reserved.
doi:10.1016/j.apnum.2009.10.009



T. Vejchodsky / Applied Numerical Mathematics 60 (2010) 486-500 487

discretized by higher-order finite elements. In particular, these results are suitable for the hp-version of the finite element
method (hp-FEM), see e.g. [18], because various polynomial degrees in different elements are allowed.

The generalization of the higher-order DMP from the Poisson problem to the diffusion-reaction problem is not straight-
forward. Many technical problems have to be overcome and new approaches introduced. For illustration let us mention that
in contrast to the Poisson problem the bubble (interior) basis functions are not orthogonal to the vertex functions in the
diffusion-reaction case, there is no explicit formula for the inverse of the stiffness matrix, the reaction coefficient «?2 is a
new free parameter, etc. Even for the lowest-order approximations, DMPs for diffusion-reaction problems were only treated
very recently [2,9].

The paper is organized as follows. Section 2 introduces the diffusion-reaction problem and briefly describes its discretiza-
tion by the hp-FEM. In Section 3 the discrete maximum principle is defined and its relation to the discrete Green’s function
[5,6] is explained. The useful concept of discrete minimum energy extensions is introduced in Section 4 and it is used in
Section 5 to define suitable basis functions for the higher-order finite element space. The splitting of the discrete Green’s
function to the vertex and bubble part is shown in Section 6 together with the proof of the nonnegativity of the vertex part.
Section 7 analyzes the influence of the bubble part to the nonnegativity of the discrete Green’s function in several steps.
Sufficient conditions for the DMP are presented here. Section 8 comments the technical assumptions and their verification.
The computer was used to verify nonnegativity of certain rational functions on an interval. The final conclusions are drawn
in Section 9.

2. The problem and its discretization

Let us consider an open interval 2 C R, £2 = (agp, bg), and the 1D reaction-diffusion problem with the homogeneous
Dirichlet boundary conditions

—u"+Kk*u=f inR, u(ae)=ubgy)=0, (1)

where the reaction coefficient k > 0 is assumed to be constant and the right-hand side f to be square integrable. The
standard maximum principle for this problem is equivalent to the so-called conservation of nonnegativity

f>0 = u>o0.

In what follows, we will study an analogue of this implication for the discrete solution obtained by the hp-FEM.

Let ap = X9 < X1 <--- < Xm+1 = b be a partition of the interval 2 = (ap,bg). Consider M + 1 > 2 finite elements
Ky = [Xk—1, x¢] with lengths hg, = x¢ — xk—1, k=1,2,...,M + 1. In the sequel, we will often omit the subscript Ky and
we will simply use h for h,. The set Tp, = {Ky, k=1,2,...,M + 1} is referred as the (finite element) mesh. Further, we
consider an arbitrary distribution of polynomial degrees py assigned to the elements K € 7. The corresponding hp-FEM
space Vp, is defined as follows

Vip = {vip € H)(2): viplk € PPX(K), K € Tpp}, 2)
where Hé(Q) is the standard Sobolev space of functions from L?(£2) with the generalized derivatives in L?(£2) which vanish

on the boundary. The space PPX(K) contains polynomials of degree at most px > 1 in the interval K. The hp-FEM solution
upp € Vpp of problem (1) is defined by

a(upp, Vpp) = F(Vpp) Vi € Vipp, (3)

where a(u, v) = U/, V) g +&2u, v)g, F(v) = (f,v)g, and (u, v)o = fg uv dx denotes the L%(£2) inner product. Notice that
there exists a unique solution up, € Vyp to problem (3).

3. Discrete maximum principle and the discrete Green’s function

Definition 3.1. Let Vp, given by (2) be the hp-FEM space based on the mesh 7, and on the polynomial degrees pg, K € Tpp.
We say that approximate problem (3) satisfies the discrete maximum principle (DMP) if

max Upp =rg?2xuhp =0 forall fel?(£2), f<Oae.in . (4)
Q

Notice that requirement (4) is equivalent to

upp >0 forall f e L%(£2), f >0ae.in £2. (5)

This DMP is also equivalent to the nonnegativity of the discrete Green’s function Gpp, see Theorem 3.2 below.
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Definition 3.2. Let y € £2 and let Gy, , € Vp, be the unique solution of the problem

a(Whp, Gpp,y) =8y(Wpp) = Wpp(y) YWpp € Vpp. (6)

The function Gpp(X, y) = Gpp,y (%), (X, ¥) € 22, is called the discrete Green’s function (DGF).
A combination of (3) and (6) yields the discrete Kirchhoff-Helmholtz representation formula

uhp(y)=thp(x, nNfxdx, yeg. (7)
2

Interestingly, the DGF can be explicitly expressed in terms of a basis of V.

Theorem 3.1. Let @1, @2, ..., ¢n be a basis in Vp, and let A € RN*N pe the stiffness matrix with entries Aij =a(pi, @), i,j=
1,2,...,N. Then

N N
Grp, 1) =D > (A71);01(09; (), (8)
i=1 j=1

where (A_l)ij are the entries of the inverse matrix to A.
Proof. See [17]. O

Consequently, Theorem 3.1 and the symmetry of the bilinear form a(:,-) imply Gpp(x, y) = Gpp(y, X). Notice that Gpp x =
Gpp(x,-) € Vipp.

Theorem 3.2. Problem (3) satisfies the DMP if and only if Gpy (x, y) > 0 for all (x, y) € 02
Proof. Immediate consequence of (7). See [17]. O

Thus, our goal is to prove the nonnegativity of Gp, in £22. To this end, we will use (8). First, in Section 5, a suitable basis
of Vi, will be constructed. For this purpose we will utilize the concept of the discrete minimum energy extensions which
will be described in Section 4. The analysis of the nonnegativity of G, will be postponed to the subsequent sections.

4. Discrete minimum energy extensions

Let us consider a splitting of the space Vp, into a direct sum of two nontrivial subspaces Vp, = V;fp &) V,fp. The discrete
minimum energy extension y™¢ € Vp, of a function y* € V,;“p with respect to Vlf; is uniquely defined as

1)Z,me — 1,0* _ W#
where y* € V,fp is the elliptic projection of ¥* into V,fp, ie.,
0=a(y™, v¥) =a(y* —y* v¥) forallv’e V,fp. (9)

Equally well, ™€ is the component of y* a-orthogonal to V,’fp. Definition (9) implies inequality |¢™¢| < |[v* + v¥| for
all v¥ e V,?;), where ||v||> =a(v, v) stands for the energy norm. This explains why we call %™ discrete minimum energy
extension. Further, due to the symmetry of a(-,-) and due to (9) we have

a(v/me’ 1//me) :a(wme’ w*) :a(w*, 1'[/*) _ a(lﬁ#, I//*) — a(lp*, 1//*) _ a(]//#’ l//#)
Hence, [|y™¢|12 + [|[y*|? = [|y*||%. Consequently,

lymel <lv| and [v*| <[] (10)
Now, let us compute the discrete minimum energy extensions of basis functions from V,Tp. Let B* ={¢].¢5, ..., N} be a
basis in V;; and let B* ={¢f, ¢}, ..., ¢k,) be a basis in V;‘;. The stiffness matrix A corresponding to the basis B* U B* of

Vhp has the following 2-by-2 block structure

__ (A B
A‘(ET 5)’
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where Aj; =a(@f ¢}, i, j=1,2,..., N, Bjj :a(<p;‘,<pj:*‘), i=1,2,...,N*, j=1,2,...,N* and Bij:a(gaf,<pj:*‘), ij=
1,2,...,N¥,
The discrete minimum energy extensions "¢ € Vj,, of ¢} € Vljp with respect to V,fp can be computed as

N#*
e =gpf = Cyof. i=1.2,....N*. (11)
j=1

The requirement (9) uniquely determines coefficients Cj; as follows:

N#
0=a(g;.¢f) =Y Cija(pf.¢f) Vi=1.2,... N* k=1,2,....N". (12)
j=1

This can be formulated in a matrix form as 0= B — CD, where the matrix C € RN"*N* consists of entries Cij. Hence,

C=BD". (13)
The discrete minimum energy extensions ™ € Vy, can be used as an alternative basis B™® = {@]"®, 9J%°, ..., o} in V;;p.
It can be easily verified that the corresponding stiffness matrix S € RN *N* with entries Sij= a(e™e, ga}“e). i,j=1,2,...,N*

is just the Schur complement
S=A-BD'B". (14)

Finally, the well-known formula for the inversion of a 2-by-2 block matrix implies that the upper-left block of A~ is equal
to the inverse of the Schur complement, i.e.,

A1 o1 ;o
(AT, =571, Vvij=12... N" (15)
5. Construction of the hp-FEM bases

As usual, we construct the finite element basis functions on elements K € 7, as images of the shape functions defined
on the reference element K.t =[—1, 1] under the reference maps

h, Xpe + X1
25T

The hp-FEM shape functions comprise two vertex functions

XKk(g): S€I<reka:172,---7M+1- (16)

L) =(0-5)/2, 4E)=0+8)/2, & €Kepr

and p — 1 bubble functions Zf, i=2,...,p, for each polynomial degree p. For the analysis of the DMP it is convenient to
construct the bubble functions as the generalized eigenfunctions of the discrete Laplacian [20]. Hence, for given p > 2 we
define €7 € P} (Kyer) by requirement

((ePY',v) Ko = AP (eP v) K, VVE P (Kref),

where ]Pg(Kref) stands for the space of polynomials of degree at most p which vanish at the endpoints of the interval Kies.
For every polynomial degree p > 2 there exists p — 1 distinct positive eigenvalues Ag < Ag << kg. The corresponding

eigenfunctions Zf, i=2,...,p, are orthogonal in both H(l)(Kref)- and L2(Ker)-inner products and they are normalized such
that

(€)', (e) ), =1/2 and (¢.€0), =1/(22]), i=2,3,....p. (17)

Finally, since each polynomial IZIP has roots +£1, we can factor out these root factors and define the corresponding kernels
KP as follows:

G E) =G EK]E), i=2,....p,p=2. (18)
To define the basis of Vj, we transform the shape functions from the reference element Kir to the physical elements K
Tpp using the reference mapping (16). The standard piecewise linear vertex functions ¢ are constructed for k=1,2,...,M

as follows:
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G(xg! ), forxe K,
PO =1 Lo(x!, (0, forxe Kiya,

0, otherwise.
The N — M bubble functions @p+1, ..., ¢n, where N= -1+ Zl(eT,,p pk is the dimension of Vyp, are defined in a similar
way. The px — 1 bubble functions gag"(, gag"(, e (pf,’KK in an element K are constructed as
Pk -1
oK (x) = {13,- O @), forxel, 53 . (19)
0, otherwise,
As usual, we assemble the stiffness matrix A € RNxN, Aij =a(ei,¢j), i,j=1,2,...,N, from the local stiffness matrices
AKX e RPxFDxPx+D K e T, The entries of AK can be computed as follows:
2 hg
K 2 -
Ajj = H( i1 /1'—1)Kref + 5k Ci—1,€j-1DKyee» LJ=1,...,px +1,

where ¢; = ¢/* for i=2,3,..., pg.
Due to the existence of the vertex and bubble functions, the matrices A and AKX have a natural 2-by-2 block structure

(A B x_( AKX BK
A_<BT D) and A _((BK)T DK)’

where A € RM*M B ¢ RMx(N-M) " apnd p ¢ RIN-M*N=M) = gK ¢ R2x2 " BK ¢ R2x(Pk—1 and DK ¢ RPx=DxPx=1) The
entries of the local stiffness matrix AX can be easily computed. If the length of the element K is denoted by h then

212
k_ (1 -1 k°h® (2 1
(1 ) (2 ), 2
The entries of BX depend on the polynomial degree py in a nontrivial way. There are no explicit formulas for them, but
they can be computed easily as follows:

7 = 1
K — k2n?BPx Pk _ . Pk
hBj; = k“h*B;;", where B;;* = 5(5,71751,“)1“{ 1)
i=1,2, j=1,...,px — 1. Notice that the values B[/ are independent from h and «2. The final block D¥ is diagonal with
entries
1
K _ p / P / 2,2 p p _ 2.9 p
D =2((€) - (¢75) ), +x°h E(Eifl,zifl),(mf_lﬂ 2P, 22)

where 117 =1/(4A(}) is independent of h and «?, see (17),and i=1,2,..., px — 1.
We remark that it is convenient to multiply the formulas for AX, BK, and DX by h because then the entries of matrices
hAK, hBX, and hDX are functions of a single parameter ¢ = x2h?.
To prove the DMP it is convenient to introduce the discrete minimum energy extensions 1, ¥, ..., ¥y of the vertex

functions ¢1, ¢z, ..., @um with respect to the space of all bubbles vh = span{q)g”K, i=2,3,...,pk, KeTp).

hp —
In analogy with (11) we express

pk—1
K bK .
vi=gi— Y Y Cloerl. i=12,...M, (23)
KeTpy, j=1
K Csupp ¢;

where (k (i) is the standard connectivity mapping, see, e.g., [18]. In our case tg (i) = 1 if v; corresponds to the left endpoint

of K and tx(i) =2 if ¥; corresponds to the right endpoint of K. The matrix CX of coefficients Cff((i).j is given by (13) as

C¥ = BX(D¥)~" and hence, putting ¢ = k2h%, the entries of CX can be expressed by (21) and (22) as
= -1 .
Coj =¢Bpi (1 +E17") 7 m=1.2 j=1.....p«. (24)
Thus, if the vertex function v; is supported in an element K € 7y, then we can transform it to the reference element Kef
as follows:

pk—1
Vm-16) = Yi(Xk(®) =tmn1(E) = Y Cuill (€)= tm 1L, (2, 8), (25)

=1
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where m =g (i) € {1,2}, € € Kief, ¢ = thf(. and by (18) and (24) we obtain

px—1
= -1
WP (G E) =1 —Lom(E)¢ Y BRS(14¢puf ) KR ). (26)
j=1
Notice that lllop(;, &)= 11/1”(4“, —&) for ¢ > 0 and & € Kief, because each generalized eigenfunction E?(E) is either odd or even.

Further, by (9) the discrete minimum energy extensions v, ¥»,..., ¥y are orthogonal to all bubbles <pf”K, i=
2,3,...,pk, K € Typ, where the orthogonality is understood in the energy inner product a(.,-). Hence, by (14) the stiff-
ness matrix S € RV*N formed from the discrete minimum energy extensions ¥, ¥, ..., ¥y and from the eigenfunctions
(pf”K, i=2,3,..., pk, K € Tpp, has the following structure

S 0
S:(O D), (27)

where S =A — BD~!BT stands for the Schur complement and D is diagonal.
6. Nonnegativity of the discrete Green’s function

The DGF corresponding to problem (3) can be expressed by (8) using the discrete minimum energy extensions v,
i=1,2,..., M, see (23), and the bubble functions ga,.b’K, i=2,3,...,px, K €Tpp, see (19). Thanks to the structure of the
stiffness matrix S, see (27), we can express the DGF as a sum of the vertex and bubble parts

Grp(X, ¥) = G, (X, ¥) + Gﬁp *x.¥)., (xy) en? (28)
where
M M
Gy @ )= > ST iy (), (x,y) € 2%, (29)
i=1 j=1
pk—1
Gy =Y > (DKl wel . xy el (30)
KeTy, i=1

and the entries DX are given by (22).
The following theorem introduces three sufficient conditions for the nonnegativity of the DGF Gpy.

Theorem 6.1. Let ¥, i = 1,2,..., M, S € R™*M and G, be given by (23), (27), and (28)-(30), respectively. If

(a) Y¥i(x) =>0foralli=1,2,...,Mandx € 2,
(b) Sij<Oforalli#ji, j=1,2,....,M,
(0) Gy, + Gﬁp >0in K2 for all K € Ty,

then Gy (x, y) > 0 for all (x, y) € 2%,

Proof. By the theory of M-matrices, see, e.g., [15], if all offdiagonal entries of S are nonpositive and if S is symmetric and
positive definite then S~ consists of nonnegative entries, i.e, (S”)U >0foralli, j=1,2,..., M. Hence, conditions (a) and
(b) imply the nonnegativity of the vertex part G,‘;p in £22, see (29). Since the support of any bubble function consists of a
single element, we find that

Gﬁp(x,y)zo for (x, y) e K x K*, K #K*, K, K* € Tpp.

This together with (c) proves the nonnegativity of Gpp = G,‘;p + Gﬁp in the entire square £22. O

6.1. Nonnegativity of the vertex DGF

We present two lemmas which show the validity of conditions (a) and (b) from Theorem 6.1 provided that the products
thf( are bounded from above by values aP¥ and P« for all elements K € 7p,. The bounds arPX and gPK are given by

o =sup{¢: WP (g, 6) > 0forall € Kerand all 0 < ¢ <}, (31)
BP =sup(¢: qP(¢) <Oforall0 <¢ <}, (32)
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where

-1

PO =-1+¢/6—¢ ZB"B" (1+¢uf) (33)

i=1

Notice that gP (k2h?) = hSK,, where $¥ = AK — BX(DK)~1(B¥)T ¢ R?*2, see (20)-(22). Further notice that both «” and gP
are positive due to the continuity of lI/p and gP and due to the fact that lI/lp (0,£) =1 and g (0) = —

Lemma 6.1. Let hi and py stand for the length and polynomial degree of the element K € Tp,. Further, let i, i=1,2,..., M, be
given by (23). If

/czhf( <aPk forall K € Tpp,

then v;(x) > 0 for all x € £2, i.e., condition (a) from Theorem 6.1 is satisfied.

Proof. Let the vertex function ; correspond to a nodal point x;, i =1, 2, ..., M. The nonnegativity of v; in K; = [xj_1, X;]
follows immediately from (25) and (26) with m =1 and then from (31). The nonnegativity of v; in Kj+1 = [X;, Xi+1] follows
symmetrically, because lpop(;“, &)= xp]p(g, -£). O

Lemma 6.2. Let h and py denote the length and the polynomial degree of the element K € Tp,. Further, let S be the Schur complement
from (27). If

2h2 < BPK forallK € Thps

then S;j <O foralli+#j,i,j=1,2,..., M, i.e., condition (b) from Theorem 6.1 is satisfied.
Proof. Clearly, the matrix S is tridiagonal, hence, the only nonzero off-diagonal entries are

SI<,k—1 = Sk—l,k =ag (Yr—1, Vi) = S{<2, k=2,3,....M,

where yy_1 and yy are the vertex functions corresponding to the endpoints of K € 7p,, S is given by (27), and
SK = AK — BK(DX*)=1(BX)T is the local Schur complement. The nonpositivity of the entry SX, follows immediately from
(33)and (32). O

We remark that 8P can be computed as the smallest positive root of the polynomial g (¢) H (1 +§,u,l ). Similarly, the
computation of the values «? requires root finding of certain polynomials. The proof of Theorem 61 shows that conditions
(a) and (b) imply nonnegativity of the vertex part Gl‘1/p' Thus, Lemmas 6.1 and 6.2 yield the following corollary.

Corollary 6.1. Let Ty, be a finite element mesh and let hi and py denote the length and the polynomial degree of the element K € Tpy.

If
K2h% < < minfaPX, BPKY forall K € Ty,

then Gy (x. y) > 0 forall (x, y) € 22

7. The bubble part of the DGF

In this section we study the validity of condition (c) from Theorem 6.1. The bubble part Gzp defined by (30) is not
nonnegative, in general. For p =3, p=>5, and p > 7, there always are regions, where Ggp is negative. In these regions,
the negative bubble part Gzp has to be compensated by the positive vertex part Ggp in order to obtain the nonnegativity
of Gy = Gzp + Gﬁp and consequently the DMP. Fortunately, condition (c) can be investigated for each element K € 7y
independently.

Therefore, throughout this section, we consider an arbitrary but fixed element K = [x¢_1, x¢] in 7p,. The length and the
polynomial degree of this K are denoted by h and p. ~

For this K we will define two auxiliary DGFs G,,p and th, see Fig. 1 for an illustration. We will show that th Gpp <
Gpp in K 2. The nonnegativity of the second auxiliary DGF th is investigated below in Section 7.4.
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Fig. 1. An illustration of the basis functions used for the construction of G,‘;p (top), E}‘:p (middle), and 6;;17 (bottom) corresponding to the element K =
[Xk—1., x¢] of length h.

7.1. The first auxiliary DGF

An element K € 7, is called interior if it is not adjacent to the boundary of £, ie, if K C 2. We define the first
auxiliary DGF Gy, for interior elements only. Thus, let K = [x¢_1, X¢] be an interior element. We consider a partition ap <
Xk—1 < Xx < bg which defines a mesh ﬁp consisting of three elements. The polynomial degree assigned to the element
K = [Xk—1,Xk] € 7~71p is p while the degree of the other two elements in 7~71p is set to 1. These polynomial degrees and the

mesh ﬁp lead to an hp-FEM space Vhp defined in analogy with (2). In Vhp we consider two piecewise linear vertex functions

@k—1 and @ and p — 1 bubble functions wé"K,wé”K, ...,gaf,"(, see (19). Notice that these bubble functions (generalized

eigenfunctions of the Laplacian) coincide with the bubbles defined on the original mesh Zpp.

Further, we consider the discrete minimum energy extensions 1 and v of @_; and @, with respect to the space
Vg;}’( = Span{‘pz'Kﬂﬂg’K,...,wg’K}' Hence.NI//k,1 is linear in [ag, Xk—1], ngk,] = Yr_q in K = [x¢k_1, %], and ¥;_; =0 in
[xk, be]. Similarly, ¥ =0 in [ag, Xk—1], ¥k = ¥ in K = [xx_1,Xx], and vy is linear in [xy, be]. See the middle panel of
Fig. 1.

We construct a stiffness matrix A € R?*2 from y,_; and ¥y as follows:

Aij= a4, Ve24)), 1J=1,2. (34)
In agreement with (28)-(30), we define the first auxiliary DGF

Crp(*.3) =G, (. ) +Chyx.y).  (x.y) € 22, (35)
where
2 2 ~
Chy® )= > Ak ariVi24(0), () € 27, (36)
i=1 j=1

and EZP x,y)= Gzp(x, y), see (30).
The main result about Ehp (x,y) is formulated in the following lemma.

Lemma 7.1. Let condition (b) frgm Theorem 6.1 be satisfied. For an interior element K € Tpp, K = [x¢—1,x] C 2, k=2,3,..., M,
consider the first auxiliary DGF Gy, defined by (35)-(36) and the DGF Gy, given by (28)-(30). Then

Gnp (X%, y) = Gpp(x, ) forall (x,y) € K2.
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Proof. Clearly, it suffices to prove G,‘;p x,y) = 5,‘1’17 (x,y) for all (x,y) e K2. Let K € Thp, K =[xk—1.x¢] C §2, be an arbitrary
but fixed interior element. First, we consider the original vertex functions 1, %2, ..., ¥u. Let ¥, and ¥, be the discrete
minimum energy extensions of y_1 and ¥y with respect to V}‘l’;‘ =span{y1, ..., Yk—2, Yk+1, - - - » ¥m}. Definition (11) yields
Y (%) = Y1 (x) and ¥ (x) = Y (x) for all x € K, because vj(x) =0 for all xe K and all v € V,‘I’f. Using the definition
of Y,_1 and v, we summarize

Vi1 =Yk =¥ and Y =Yr =y inK. (37)

The stiffness matrix S™® € R**? corresponding to the basis functions Y€, and ¥, can be computed as a suitable Schur
complement, cf. (15).
Now, let us concentrate on v and V. We remark that the discrete minimum energy extensions % and ¥ o

Vk_1 and ¥, with respect to V;{;‘ are equal to the already defined discrete minimum energy extensions v, and 1/;‘“3,
respectively. Indeed, see (9), if 0 = a(I/fme;v#) = a(lzlf‘e, v¥) for all v¥ e V}‘l’;‘ then 0 =a(y™ — 1/71?’E~,v#) for all v¥ ¢ Vl;’p#
and since v, v,bme € V"# then v,"® = ™. The same steps can be repeated to show that ¥, = ¥,".

From (37) we conclude that

Atz = ak (U1, Ur) = a ("%, ¥e) =

Similarly, from (10) we infer the inequalities

A= aWk—1, Yk—1) = (P, 0m) = a(yl, v 1) ST,
Az = a(r, Yi) = a(P, ¥im¢) = a(ye, y"¢) = S

Hence, all entries of A are greater or equal to the corresponding entries of ™ and we write A > S™e_Condition (b) from
Theorem 6.1 implies that both A and S™® are M-matrices. In particular, they have the nonnegative inverse and therefore
(smey—1 > A—1 By this fact and by (29), (15), (37), we conclude

Ghy(x, y) = ZZ Wi vy = ZZ (5™); VS L OV 4 ()

i=1 j=1 i=1 j=1

2 2
> Y (AT Pk 21 ®VPk-21(0) =Gy (x, )

i=1 j=1

for all (x,y) € K2. O

7.2. Analysis of the first auxiliary DGF

Let us analyze the auxiliary DGF Ehp in more detail. For arbitrary element K € 7p,, K = [x¢_1, X], with the polynomial
degree p and with the length h we introduce a parameter t € [0, 1] such that

Xk—1=(1—-tag +tbe —h),
xx=(1—1t)(ap +h)+thg. (38)

Clearly, the parameter t determines the position of K in £ = (ap,bg). In addition, we define an auxiliary parameter
6 € (0,00] as

_ h

T2 -h
where |2| = b — ap stands for the length of £2.

_ Here, we restrict ourselves to the interior elements only, ie., we assume t € (0,1). To express the stiffness matrix
A € R**2 assembled from ¥,_; and ¥ we introduce functions

(39)

p—1
1
() =hSfy =hs§, =1+¢/3-¢2) (BY) (1+¢ul), (40)
i=1
where ¢ = k2h2, SK = AK — BK(DKY=1(BK)T  ¢f. (27), and matrices AX, BX, DX are given by (20)-(22). We remark that
(Bp,)2 (Bpl)z, because the generalized eigenfunctions of the Laplacian are either odd or even. Further we stress that
rP(¢) =rP (k2h?) = ak (Y1, Yk—1) = ak Yk, Yx) > 0 for h > 0.
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Using (33), (40), and the parameters t and 6, we can express A as

0 Kk%h*t
1P (k2h?) tot+t—5 3 qP (k%h?)
hA = 3 6
P(thz P (c?h?) + o + Kh 1t
d -t 3

Our goal is to study the limit of hA for t — 0. The entry (hﬁ)l_ll — 0 for t — 0 and, therefore, we concentrate on

L @© )‘1
0 ro+i+55)

0

~ 1
s(t,0,¢) = (hA);,) = (rP(;) it % (41)

which is well defined for t € (0, 1), 6 € (0, o0), and ¢ = k?h? € [0, o0). For t = 0 we define s(t, 6, ¢) by the following limit:

-1
$(0,0,¢) = llm s(t,0,¢) = (r”(§)+9+ 3‘;) . (42)

Lemma 7.2. If s(t, 0, ¢) is defined by (41) and (42) then
s(0,0,¢) <s(t,0,¢) forall6e(0,1/2], t€[0,1/2], ¢ €[0, 00). (43)

Proof. For t > 0 the inequality (43) is equivalent to

-1 _ -1 2
eop SOOI SO0 0 0 ¢ @O )

— ¢t
t 11—t 30 rp)t+06+ 35

Clearly, since rP(¢) > 0, the function s*(t, 6, ¢) is increasing in the variable t. Hence,

L @©

S(6.0,0) <57(1/2.0,0) =20 — o — —— > 20
30 PO +6+ 13

(45)

Differentiating s*(1/2, 0, ¢) with respect to 6 and using the fact that det(hS¥) = (rP)2(¢) — (q?)2(¢) > 0, we find out that
s*(1/2,6, ¢) is increasing in 6. Thus,

2 2(qP)?
S*(1/2,0,§)<S*(1/2,1/2,£)=1——K—L@);- (46)
3 @ +1+3
Similarly, it can be verified that s*(1/2,1/2, ¢) is decreasing in ¢ and, therefore,
$%(1/2,1/2,¢) <s*(1/2,1/2,0) =0, (47)

because rP(0) =1 and ¢”(0) = —1. The combination of (44)-(47) finishes the proof. O

7.3. The second auxiliary DGF

In general, there are two second auxiliary DGF. The first one is adjacent to the left endpoint a and the second one is
adjacent to the right endpoint be. For an interior element K = [x;_1, xk] € Tnp we consider the parameter t given by (38).
If t <1/2 we define the second auxiliary DGF th as a limit of the first auxiliary DGF th for t - 04. If t > 1/2 then th
is a limit of th for t — 1_. However, the situation is symmetric and we can concentrate on the first case only without loss
of generality.

__If h and p stand for the length and polynomial degree of K then we set Z=uag +h and consider two-element-mesh
Typ consisting of elements K = [ag, 2] and [Z, be] with polynomial degrees p and 1, respectlvely The hp-FEM basis on 7?11,

comprises one p1ecew1se linear vertex function ¢ and p — 1 bubble functions @’ K, éi’; K, AU ¢4; K supported in K.

As before, we define w as the discrete minimum energy extension of the vertex function ¢ with respect to the space of
the bubbles Vhp = span{?pg K,('pf K, @b, K} see the bottom panel of Fig. 1. Notice that g// is a linear function in [Z, bg]
and that w restricted to K is just the shifted function vﬁk Yy restricted to K, i.e.,

J(x — X1 +ap)= Jk(x) =Yr(x) forallxeK. (48)

Furthermore, we can easily compute 0(171\, @) =[hs(0, 8, k2h?)]~1. Hence, in agreement with (28)-(30) we define
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Crp %, 1) =Gy, 1)+ Gpy (%, y), (%, y) € 22, (49)

Ghy®, y) =hs(0,6, W)y (0¥ (y), (X, y) € 2, (50)
p—1

G = (N K0l W, wyea? (51)

i=1
We recall that the entries DK DX are given by (22).

For completeness, we also mtroduce the auxiliary DGFs for the elements adjacent to the boundary of £2. For K =
lag,x1] € Tpp we define

Grp(x. y) =Gpp(x,y) forall (x, y) € 22, (52)

where Ehp (x, y) is given by (49)-(51) with K =K. For K = [xm.be] € Typ we define Eh,,(x, y) = Ehp(x, y) symmetrically.
The relation of the first and of the second auxiliary DGF explains the following lemma.

Lemma 7.3. Let condmons (a) and (b) from Theorem 6.1 be satisfied. Further, let K € Ty, be such that t < 1/2, see (38), and let
0 <1/2,see (39). Ithp(x y) and th(x y) are given by (49)-(51) and (35)-(36) with (52), respectively, then

Ghp(R, 9) < Gpp(x, y) forall (x,y) € K,

whereX=x—x_1 +agand y =y — xp_1 +ag.

Proof. First, if K = [ag, x1] then there is nothing to prove due to (52). The element K is not adjacent to the right endpoint
due to the assumptions t < 1/2 and 6 < 1/2 Thus, it remains to consider the interior elements K € 7.

The bubble functions @3 K,(’ﬁg K, @2 K in K are just shifted bubble functions wg'K,q)g‘K, ...,wg’K from K, see (48).

Therefore,

Ggp()?, y) = Eﬁp(x, y) forall (x, y) € K2,

where X =x —x, 1 +age and § =y — X1 +ag. By (48)-(51), Lemma 7.2, the facts that A=1>0, see (34), ¥x_1 >0 and
Y >0 in K, and by (36) we obtain

Gy R, 9)=hs(0,0,*h*)F Q)P () <hs(t, 0, k*h*) (0P (y)

2 2
<Y Y A 24OV 245(0) = Gy (X, )

i=1 j=1

for all (x,y) € K> with X=x—x¢_1 +ag and y=y —x¢_1 +ag. O

Corollary 7.1. Let Gy, be given by (28)-(30). Further, let @,p given by (49)-(52) be the second auxiliary DGF corresponding to an
element K € Tp, and let 6 < 1/2, see (39). If

Gy, 9) >0 forall &) eK?, (53)

then

Ghp(x,y) =20 forall (x,y) € K2,

i.e., the condition (c) from Theorem 6.1 is satisfied.
Proof. Let K € 7y, be arbitrary. If t < 1/2, see (38), then assumption (53) and Lemmas 7.3 and 7.1 imply

0< GrpR, §) < Grp(X, y) <Gpp(x, y) V(x, ) € K2,

where X=x —x;_1 +ag and y =y — x¢_1 + ag. The same conclusion is valid also for t > 1/2 due to the symmetry. O
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Fig. 2. The graphs of oP(#) for p =3,5,7,9 (left) and for p = 4,6,8,10 (right). The dotted line in the right panel shows o3(f) to indicate that
03@)<oP@®) forall p=3,4,...,10,0 € (0,1/2].

7.4. Nonnegativity of the second auxiliary DGF

Finally, we will seek conditions for nonnegativity of 6hp (%, ) in K2. It is convenient to transform 6,1,3 from K2 = [ag, 2]
to K2, =[—1, 1] using X = Xz (&) and y = xz(n), where the reference map yz is given by (16). From (25) we have

ref —

V(e ®) = 1) =W (. 8), (54)

where ¢ =«2h?, h is the length of K, p is the polynomial degree of K, and llflp is given by (26).
With the help of (49)-(51), (54) and (42), the transformed DGF Gp, can be expressed as follows

p—1
Gl &1 = Cip (xR (6). Xg (1) =h3(0.0. k1) (g ©) P (xrm) +h 3 (hDf) e, @)ef, 1 )
i=1

=he1(E) (P (9. k*h* &, 1), (55)
where, see (18), (22), and (25),
P (0,56, 1m) =500, )W (£, W (. ) + Lo(&)Lo(mKer™P (5. &, 1), (56)
p—1
KerP (2.6, = > (1+¢ud) KD @K, (), (57)
i=1
and ¢ = k2h?. Finally, we define
oP©O,0)= min_ o?O,,&,1n). (58)
(&.meKk2;

The motivation for this definition is clear. The second auxiliary DGF Ehp (%, y) is nonnegative in K if and only if ®P(6,¢) > 0.
To analyze the nonnegativity of @P (8, ¢), we set

oP () =sup{¢: @P(0,¢) > 0forall0<¢ <}, whered € (0,1/2].

By this definition, we immediately conclude that Ehp is nonnegative provided 0 <6 <1/2 and 0< ¢ < aP(H).

For given p and 6 we can approximately compute the value of P () by halving intervals. The results of these compu-
tations for p =3,4,...,10 are presented in Fig. 2. This figure suggests that functions o P(9) are concave. Hence, in order to
derive treatable conditions for the DMP, we estimate o P (9) from below by a line

yPo + 6P <oP@) forp=3,4,...,10and 6 € (0, 1/2]. (59)

The constants y? and &P are defined as
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Table 1
The critical values «?, BP, yP, and §P.
p aP BP yP 5P
1 [} 6 0 [}
2 20/3 00 0 00
3 38.61 25.89 5.608 0
4 18.91 00 2.936 3.614
5 49.44 59.82 7.799 0
6 37.56 00 7.247 0.887
7 72.82 107.81 9.791 0
8 62.62 0o 9.709 0
9 104.09 169.85 11.510 0
10 94.10 00 10.644 0
8P =sup{0}uU {¢: Ker®P(z,&,m) > 0forall 0 < ¢ < ¢k (60)
p Y P
ypz{z(o (1/2) —8P) for 6P < oo, (61)
0 for 6P = oo
The computed values of yP and &P are presented in Table 1 for p =1,2,...,10. We remark that oP(9) — &P for 9 — 0.

Further, we remark that the constant §P characterizes the nonnegativity of the bubble part of the DGF. If ¢ < §P then G >0

in K2, see (60). However, the bubble part of the DGF is nonnegative in exceptional cases only. It is trivially nonnegatlve for
p=1 and p = 2. Therefore, 7 = co for p =1, 2. The other two exceptional cases are p =4 and p = 6. These are the only
cases when Gb is nonnegative for the Laplacian (x = 0), see [17].

The nonnegatmty result for the second auxiliary DGF th is based on the following assumption.

Incase P <oo assume yP>3/2 and @P(0,yP0+6P) >0 forallo €(0,1/2]. (62)

This assumption is verified in Section 8 for p up to 10.

Lemma 7.4. Let K € Tpp, let Ehp be defined by (49)-(52), let h and p be the length and the polynomial degree of K, let 6 = h/(|§2| —h),
let ¢ = «2h?, and let P and 8P be given by (61) and (60). In case 8P < 0o assume 6 < 1/2. If the inequality ¢ < yP6 + &P, the
condition (a) from Theorem 6.1, and the assumption (62) are satisfied then th (X, 9)=>0forall (x,y) e K.

Proof. Due to (55)-(58) it suffices to prove the nonnegativity of @P (8, ¢). Since 0 < 8P < yP6 + 8P, we can split the proof
into three cases.

(i) If ¢ € (6P, yP6 + 8P] then 6P < oo and we set 6* = (¢ — 8P)/yP. Clearly, ¢ = yP6* + 6P and 0 < 6* <6 < 1/2.
Furthermore, ¢ —36%6 > ¢ —36*/2 = (yP —3/2)0* + §P > 0, where we use assumption y? > 3/2. From these inequalities
and from (42) we infer

1 * * * 1 1 * -1 -1
< 30*9(9 —0%)(¢ —36%0) =0 — 0 + <39* ﬁ)g =[s(0,6%.¢)] —[500,6,7)]
Hence, s5(0,0,¢) > s(0,0%,¢) = s(O 0*, yPo* + 8P) and consequently wP(9,¢,&,n) > wP(O*, yPo* + 8P, &, n) > @P (6%,
yPO* +68P) >0 for all (§,7) € Kref, where we use assumption (62).

(ii) If ¢ € (0,8P] then condition (a) from Theorem 6.1 guarantees llllp(g“, &) > 0. From definition (60) we obtain
Ker®P(z, &, 1) >0 for all (£€,7) € 1(ref Since s(0, 6, ¢) > 0 by (42), we conclude that @ (0, ¢) > 0, see (56)-(58).

(iii) If ¢ =0, i.e. if k =0, then we consider a sequence &, i=1,2, ..., such that ¢ — 0 for i > oo and 0 < ¢; < yPH +6P.
For each ¢; we may use either (i) or (ii) to conclude that w? (8, Kw? 17) >0 for all (¢§,n) € Kref Since w?(#,¢,&,n) is a
continuous function for > 0, ¢ >0, and (£, ) € K2, we conclude that P (9, &, £, 1) — wP(6,0,£,n) >0 as i — oo for all

€ meki. D

ref’

The following theorem concludes our analysis and summarizes the sufficient conditions for the DMP.

Theorem 7.1. Let us consider the hp-FEM problem (3) discretized on a mesh Tpp. Denote by hi and py the lengths and the polynomial
degrees of elements K € Tpp. Further, consider 6x = hy /(182| — hi) and constants a?, P, yP, and P introduced in (31), (32), (61),
and (60), respectively. Let assumption (62) be satisfied for all p € {px: K € Typ}. In case P¥ < oo assume

hg <1821/3. (63)
If

Kk2h% < min{aPX, BPK |y PO + 5Pk} forall K € Trp, (64)
then the approximate problem (3) satisfies the DMP.
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Proof. First notice that (63) is equivalent to 6x < 1/2. The DMP then follows from Theorems 6.1 and 3.2. The assumptions
(a) and (b) of Theorem 6.1 are guaranteed by Lemmas 6.1 and 6.2 and hypothesis (64). The assumption (c) of Theorem 6.1
follows from (63)-(64), Lemma 7.4 and Corollary 7.1. O

Let us emphasize that both sides of the crucial condition (64) depend on hg. The inequality thi < yPKOg + §PK is cubic
in hg and cannot be simplified, in general. However, we can infer a simple sufficient condition for its validity. Indeed, it
suffices to have k2hy|§2| < yP¥ + 8Pk, because hy/|$2| <1 and hy/|$2| < 0k.

8. Verification of the assumptions

The computation of sharp lower estimates of constants «?, 8P, P, and &P is not very demanding. For p=1 and p =2
we can easily compute even the exact values. The results up to p = 10 are presented in Table 1. First, we observe the
two exceptional cases p =1 and p = 2. In these cases assumption (62) does not apply. We also verified that y? > 3/2 for
p=3,4,...,10. A closer look shows that P60 + P < min{«?, BP} for p =3, 4,..., 10. Hence, condition (64) can be replaced
for px =3,4,...,10 by simpler condition

Kk%h% < yPKOy + 8P forall K € Tpp. (65)

As we mentioned above, this can be further simplified to xk2hk|$2| < yP¥ + 8Pk, which clearly shows that the DMP is
satisfied for sufficiently small hg.

The crucial assumption (62) can be reformulated as nonnegativity of a polynomial in variables 6, &, n in a domain
(0,1/2] x Kref X Kper. Indeed, wP(9,¢,&,n) is a rational function with a positive denominator. The nonnegativity of a
polynomial on an interval can be further reformulated as nonnegativity of a polynomial on entire R. The verification of
nonnegativity of a polynomial is connected with the 17th Hilbert problem [14]. There exist (NP-hard) algorithms for veri-
fication of nonnegativity of a polynomials, see e.g. [13]. These algorithms, however, are difficult to implement and lead to
reasonable solution for small number of variables and for small polynomial degrees, only.

Another possibility is the usage of interval arithmetic. The idea is to compute an interval R = f(I) containing all possible
outputs of a function f on an interval I. If R is nonnegative (contains nonnegative numbers only) then nonnegativity of f
in I is verified. If not, we split I into two (or more) subintervals and repeat the process for all these subintervals. If this
algorithm terminates after a finite number of steps, the nonnegativity of f in I is verified.

Assumption (62) was verified by this algorithm for p = 3,4,...,10. The matlab codes can be downloaded from
http://www.math.cas.cz/vejchod/DMPabs.html. These codes utilize the interval arithmetic package intlab
[10], where the interval operations provide guaranteed results even in the floating-point arithmetic.

9. Conclusions

The DMP for the diffusion-reaction problem discretized by hp-FEM, see (3), is essentially satisfied if the hp-mesh 7j,
satisfies conditions (63)-(64) from Theorem 7.1. The other assumptions of this theorem are technical and were verified by
computer for polynomial degrees up to 10.

The presented analysis applies to all polynomial degrees p > 1, but it is mainly relevant for p > 3. The cases p =1 and
p =2 are exceptional, because the bubble part of the DGF is zero (for p = 1) or trivially nonnegative (for p = 2). Hence,
the difficult analysis from Section 7 including assumption (62) is not needed for p =1 and p =2. In case p =1 we can
even show that the obtained condition is also necessary, i.e. in case of linear FEM with M > 2, the DMP for problem (3) is
satisfied if and only if k2h% < 6 for all K € Tpp.

Finally, let us notice that 03(9) < oP(#) for all p=3,4,...,10, see Fig. 2. This (or more precisely the values of y? and
8P in Table 1) implies that condition (64) in Theorem 7.1 or its simplified version (65) is the most strict for p = 3. This
observation is in agreement with the previous results for the Poisson problem, see [17]. The growing trend of values P (9)
for increasing p observed in Fig. 2 allows us to conclude this paper by the following conjecture.

Conjecture 9.1. Let us consider a finite element mesh Ty, with an arbitrary distribution of polynomial degrees. Denote by hi the length
of the element K and set Ox = hg /(12| — hg). If

k%h% /y® <Ok <1/2 forall K € Ty,
where y3 ~ 5.608797, then the approximate problem (3) satisfies the DMP.
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Angle Conditions for Discrete Maximum
Principles in Higher-Order FEM

Tomas Vejchodsk

Abstract This contribution reviews the general theory of the dise@teen’s func-
tion and presents a numerical experiment indicating theatlibcrete maximum prin-
ciple (DMP) fails to hold in the case of Poisson problem on aniform triangu-
lation of a triangular domain for orders of approximatiometh and higher. This
extends the result [8] that the Laplace equation discreétsethe higher-order FEM
satisfies the DMP on a patch of triangular elements in exaegticases only.

1 Introduction

The discrete maximum principle (DMP) is important in praetibecause it guaran-
tees nonnegativity of approximations of naturally nontiegaguantities like tem-
perature, concentration, density, etc. Its theoreticalifitance lies in its connection
with the uniform convergence of the finite element approxiome [4]. In contrast to
the lowest-order finite element method (FEM), the DMP for ltigher-order FEM
in dimension two and higher is not well understood, yet.

A stronger version of the DMP for the Laplace equation diszoee by higher-
order finite elements was studied bykh and Mittelman in [8]. This stronger ver-
sion requires the validity of the DMP on all vertex patchasi¢n of elements shar-
ing a vertex) in the triangulation. They find that the quadrelements do not satisfy
the stronger DMP unless the triangulation is very specigl @I equilateral trian-
gles) and that the restrictions for cubic elements are evae severe.

In the present contribution we briefly review the generabtii@bout the discrete
Green'’s function (DGF) and the standard DMP for the Poissoblpm. Then we
present a numerical experiment indicating that the stahDMP is not satisfied on
any uniform triangulation for the finite elements of ordenethand higher.

ToméS Vejchodsk 5
Institute of Mathematics, Academy of Scienc&ina 25, CZ-11567 Prague 1, Czech Republic
e-mail: vejchod@math.cas.cz
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2 Model problem and its FEM discretization

First, we briefly introduce the Poisson problem and its @iszation by the FEM.
The main purpose of this section is to settle down the notatio

Let Q c RY be a Lipschitz domain. The classical and the weak formuiatiaf
the Poisson problem reads as follows:

Findue C?(Q)UC(Q) suchthat —Au=f inQ,and u=00ndQ. (1)
Findu € H3(Q) such that a(u,v) = .Z(v) Wve H3(Q), 2)

wherea(u,v) = [, Ou-Ovdx and.Z (v) = [, fvdx. We requiref € C(Q) for the
classical formulation and € L?(Q) for the weak one.

In order to discretize problerf2) by the Galerkin method, we introduce a fi-
nite dimensional subspadg of H}(Q). We assume that, C C(Q). The Galerkin
solutionuy, € V;, is given by the requirement

a(Un,Vh) = F (Vh) YVh € V. 3)

Considering a basig, ¢2, ..., ¢n of Vi, we can express, = SN ; z¢; and verify
that problem(3) is equivalent to the syste#z= F of linear algebraic equations,
where the stiffness matriA € RN*N has entriessjj = a(¢;, ¢i), the load vector
F € RN has entrie§; = .7 (¢)), andz= (z1,22,...,zn) .

The FEM can be seen as a special case of the Galerkin methedk wie space
Vh, is chosen in a special way such that the stiffness matidsparse. The particular
choice ofV, is not important at this point and it will be specified later on

3 Discrete maximum principle

Theorem 1 below is an equivalent formulation of the standaadimum principle
due to E. Hopf [9] applied to problerfi). Similarly, Theorem 2 presents the same
principle for the weak solution.

Theorem 1.Let u be a classical solution td). If f > 0in Q thenu>0in Q.
Theorem 2.Let u be a weak solution t{@). If f > 0a.e. inQ thenu>0a.e. inQ.

The same result for the the Galerkin solutigne V4, is known as the DMP. Unfor-
tunately, it is not valid in general and various conditioosifs validity are studied.

Definition 1. Let the finite dimensional spad4 be fixed. We say that discretiza-
tion (3) satisfies the discrete maximum principle (DMP) if the saoti, € V;, is
nonnegative i for any f € L2(Q), f >0 a.e. inQ.

A usefull tool for investigation of the DMP especially forethigher-order FEM
is the so-called discrete Green'’s function (DGF) which weesaly introduced in [2,
5]. For anyy € Q let us define the DGIByy € V, as the unique function satisfying
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a(vh, Gh’y) =Vh (y) VVh S Vh. (4)

This definition together witi3) implies the representation formula

(y) = 7 (Gny) = [ T09GH(xy)dx Wye 2.

where we use the usual notati@n(x,y) = Gny(x). This representation formula
immediately proves the following theorem.

Theorem 3.The discretizatior{3) satisfies the DMP if and only if bx,y) > O for
all (x,y) € Q2.

Interestingly, the DGRy, can be expressed in terms of a basisjpfl2]:
Xy Z IJ¢ ¢J( ) V(x,y)E_Qz, (5)

Where(Afl)i j stand for entries of the inverse of the stiffness maiiket us remark
that a special case of this formula, where the basis is fologatie eigenvectors of
the discrete Laplacian was already presented in [2]. Fynyeeremark that the con-
cept of the DGF is relevant even for more general problemseier, in the case of
nonhomogeneous Dirichlet boundary conditions the boyn@aeen’s function has
to be introduced [3]. General formu(8) is used below to analyze the nonnegativity
of the DGF and consequently the validity of the DMP.

4 Nonnegativity of the DGF for the lowest-order FEM

The analysis of nonnegativity of expressit®) simplifies if the basis functions
o1, 02, ..., ¢n Of iy have the following property

N
ZlZNPizO inQ < z>0 Vi=12...N. (6)

This property is typically satisfied for the lowest-orderitBrnelements such as lin-
ear functions on simplices and multilinear functions orckk(Cartesian products
of intervals). Before we state the following well-known ¢lhem, we recall that a
square matriXA is monotone if it is nonsingular a1 > 0 (i.e. all entries oA~*
are nonnegative).

Theorem 4. Let the basis functiongs, ¢», ..., ¢n of i, have property(6). Then the
discretization(3) satisfies the DMP if and only if the stiffness matrix A is monet

Proof. It follows immediately from assumptiof®6), formula(5), and Theorem 3.

If the off-diagonal entries of the stiffness matrxare nonpositive thei is
M-matrix and, hence, monotone. The nonpositivity of thediffigonal entries can
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be guaranteed by various geometric conditions on finite @¢rmeshes like the
nonobtuseness condition for simplicial meshes [1] or thenaorowness condition
for rectangular finite elements [6]. However, these coodgicould be too restric-
tive, because it suffices to have the stiffness matrix maresnd not M-matrix. An
experiment indicating how much the nonobtuseness conditiotriangles can be
weaken is described in Section 6 and its results are presenkgg. 2 (top-left).

5 Nonnegativity of the DGF for the higher-order FEM

Let us investigate the case of the higher-order FEM in motailde For simplicity
let us consider two dimensional Poisson probléinin a polygonal domain2.
We define the finite element spaceVas= {v e H}(Q) : v|x € PP(K) VK € %},
where % is a face-to-face triangulation @2 andPP(K) stands for the space of
polynomials of degree at mopton the triangleK.

The standard basis of, consists ofNV vertex (piecewise linear) functions
¢1,92,..., ¢y and of N — NV higher-order basis functionfgv . 4, NIV /NP
see e.g. [11]. The vertex functions are the usual piecewisair “hat” functions.
Thus, ifBj, j =1,2,..., NV, denote the interior vertices of the triangulatiGhthen
the vertex functions satisfg;(Bj) = &j,i,j =1,2,..., NV.

The vertex and the higher-order (non-vertex) basis funstigeld a natural & 2
block structure of the stiffness matrix and its inverse

AW AVN 1 gl _(AVV)—lAVNR—l
A= ANV ANN |5 A= _(ANN) 1AWV G 1 R1 :

whereAVY ¢ RNY*NY ANN ~ @(N-NY)x(N-NY) atc g AVV _ AVN (ANN)flANV
andR = ANN _ANV(AVV)flAVN.

The Schur complemer8 has the following interesting property. LBt andB;,
i,j=1,2,...,NV, be two interior vertices of the triangulatic#,. Sinceg; (Bj) = §;
and due td5) we obtain

Gn(Bi,Bj) = (A 1)ij ¢i(Bi)9;(Bj) = (A)ij = (S H)ij. (")

Hence, the values of the DGF at the vertices/fcoincide with the entries & 1.
Furthermore, the DGF has a natural structure given by thee€lan product of the
mesh.%, with itself. In particular, ifK andL are two elements fron¥, andix and
1. denote the sets of indices of basis functions supportéd amdL, respectively,
i.e., 1k = {i : meagK Nsupppi) > 0}, then the DGF restricted 1§ x L is given by

GhlkxL(xy) =Y 5 (A ijdilk 0$ilL(y), (xy) eKxL. (8)

i€l jeiL

This formula contains a small number of basis functions aadige it for fast eval-
uation of the DGF at a given point.



Angle Conditions for Discrete Maximum Principles in Higherd®r FEM 5

6 Numerical experiment

In this experiment we test nonnegativity of the DGF on umfaneshes. We con-
sider Poisson problerfl) on a triangleQ. The finite element mesh is constructed
by three successive uniform (red) refinementQofkee Fig. 1 (left).

To speed up the test of the nonnegativity of the DGF, we firetkhhe values
at vertices, using the Schur complem&nsee(7). If Sis monotone, it remains to
verify the nonnegativity at the other points. We proceedrspéection of all pairs
of elementsK,L € %, using formula(8). FunctionGp|k xL is a polynomial. The
test of nonnegativity of a multivariate polynomial is a cdiogted task (connected
with the 17th Hilbert’s problem [10]). Therefore, we samfile values ofGn|k xL
in a number of point$x,, x4,) € K x L, where the sample poinf, has barycentric
coordinategk,/,M —k—/¢)/M, 0 < k+¢ < M, see Fig. 1 (right). The total number
of sample points in an element($ +1)(M + 2) /2. To ensure that the number of
sample points is sufficient, we always perform a series offrdgations starting with
M = 8 and doublingM until the results do not change.

Fig. 2 presents the results. Each point in a panel correspimnal pair of angles
a andf, which represent the vertex angles of the triari@lerhe color of this point
is given by the properties of the DGF. If the DGF is nonnegadivall vertices and
at all sample points then the color is black. This is the omlyecwhen the DMP is
hopefully satisfied. If the DGF is not nonnegative then weinlggiish three more
cases. (i) The DGF is negative in a sample point 8iiM-matrix (dark gray). (ii)
The DGF is negative in a sample point @b monotone but not M-matrix (lighter
gray). (iii) The DGF is negative in a vertex, i.&js nonmonotone (lightest gray).

The above description, however, applies for higher-orteEments only p > 2).
The case of linear elementg £ 1) is exceptional, because just the vertex values of
the DGF are relevant for its nonnegativity. Due to Theorenvetdistinguish in the
top-left panel of Fig. 2 the cases (&)is nonmonotone, (b is monotone but not
M-matrix, (c) Ais M-matrix. Notice that the DMP is satisfied in cases (b) ar)d (

Clear conclusion from Fig. 2 is that the DGF has negativeeglor all tested
pairs of angles for orderg > 3. However, if we look on vertex values of the DGF
only, we observe that the area of this region increases witfhe increase is not
monotone but in principle the higher polynomial degpeee use the wider range
of angles can be used in order to keep the vertex values of@feridnnegative.

The only polynomial degrees allowing the DMP on uniform messhrep = 1
and p = 2. For the case = 1 (see Section 4 above) the black area in the top-left
panel of Fig. 2 clearly shows that the stiffness matiis M-matrix provided the
maximal angle is at most 90In addition, we observe that the stiffness matrix can
be monotone even if the maximal angle is about°11i7 the casep = 2 the DMP
is satisfied only if all the angles are close td 6@/e also check the nonnegativity
of the DGF for meshes finer than the mesh sketched in Fig. t). (e results on
meshes one and two times refined are exactly the same as tlessafed in Fig. 2.

It might be of further interest to see how the DGF really lobks. For illustra-
tion we choosg = 3 anda = 8 = 60°. For these values the DGF is nonnegative in
the vertices and negative somewhere in between. The graph dfnctionGh(x,y),
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(x,y) € Q?, is difficult to visualize, because it is a five dimensiongeah However,
each pair of elements; € .7, andK; € %, corresponds to a point in a plain and the
color of this point can be chosen according to some charatteof the DGF re-
stricted to the polytofX; x Kj. The left panel of Fig. 3 presents the mean values of
Gp overK; x Kj. The right panel illustrates the negative part of the mimmuf Gy,

in Ki x Kj, i.e., (mink;xk; Gn) ~, wherex ™ = (|x| — x)/2. Both these quantities are
approximated using the sample points as described aboesuddd triangulation
together with indices of elements is shown in Fig. 1 (leftptise that the elements
with indices 1-39 are adjacent to the boundarfoivhile the elements 40-64 are
interior. The right panel of Fig. 3 clearly shows that the Di&Regative in polytops

Ki x Kj, whereK; andK; are both adjacent to the boundary and they are neighbors
to each other including the cakg = Kj. Another choice of angles andp leads,
however, to the negativity of the DGF for more pafisK;.

7 Conclusions

We discussed the nonnegativity of the DGF and equivalehiéyvalidity of the
DMP for Galerkin solutions of Poisson problefh) with homogeneous Dirichlet
boundary conditions. Results of the performed experimedicate that the DGF
is not nonnegative on uniform meshes for all shapes of ttkmgelements for the
order three and higher. The quadratic elements yield nativegDGF for triangles
close to equilateral ones.

The results also indicate that the DGF is negative in thesaskese to the bound-
ary. In accordance with [7] we could speculate that the ngatity of the DGF
is not primarily determined by the angles in the triangolatbut by the way how
the boundary is resolved. In addition, the domain, wherelié- is negative, is
relatively small with respect to the entif@? and it lies close to the boundary. This
means that a nonnegativecorrupting the DMP (Definition 1) must have great val-
ues in an element close to the boundary and small values intdreor of Q (like an
approximation of the Dirac delta function). Such data are na practice, however.
This leads us to another generalization of the (continuma@simum principle from
Theorem 2. Iff > 0 is given, we may ask how must the mesh look like in order to
obtain the nonnegative finite element solution. Up to théad knowledge, this
guestion was not considered in the literature, yet.

A possible remedy of the failure of the DMP for higher-ord&neents could
be a modification of the higher-order basis functions basetthe exact eigenfunc-
tions of the Laplacian. This approach was successfullyieg [5] for 1D elliptic
problems. A generalization to higher dimension is still asalved problem.

Acknowledgements The author acknowledges the support of the Czech Scienced&tan,
Grant no. 102/07/0496, and of the Czech Academy of Sciencesit@o. IAA100760702, and
Institutional Research Plan no. Av0210190503.
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Fig. 1 A uniform mesh with
64 triangles enumerated in a
spiral way (left). A triangular

[\
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29/ \27

element characterized by a 10\/44\/ 6
pair of of anglesar and 8 VNV VA
with sample points foM = 4 ATASTAATA
(right). 32 64/\83/\24
13\ /47 61\ /41\/ 3
33/\58 60/\52/\23
14\ /48\ /49\ /50\ /51N /40\ / 2
34/\35 37/\38/\39/ \22
15\ /16\ /17 19\ /20\ /21\/ 1
180 180
p=1 A non—-monotone p=2 S nonmonotone
I A monotone [ S monotone
150 B A M-matrix 150 I s M-matrix
I DGF nonnegative
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B 90
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0
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a
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[N S monotone [N S monotone
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B 90 B 90
60 60
30 30
0 0
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Fig. 2 The nonnegativity of the DGF and its dependence on the anmgltése triangulation for

ordersp=1,2,...,6.
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Fig. 3 A visualization of the entire DGF. A point with coordinateg corresponds to a pair of
element;, K;j. The color of this point represents the mean value (left) archibgative part of
the minimum (right) ofGp, in Kj x K.
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Abstract

In this paper, we prove a new discrete maximum principle (DMP) for the one-dimensional Poisson equation discretized by the
hp-FEM. While the DMP for piecewise-linear elements is a classical result from the 1970s, no extensions to ip-FEM are available
to the present day. Due to a negative result by Hohn and Mittelmann from 1981, related to quadratic Lagrange elements, it was
long assumed that higher-order finite elements do not satisfy discrete maximum principles. In this paper we explain why it is not
possible to make a straightforward extension of the classical DMP to the higher-order case, and we propose stronger assumptions
on the right-hand side under which an extension is possible.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Discrete maximum principles (DMP) are the numerical counterparts of the (continuous) maximum principles for
elliptic and parabolic PDEs. In the 1970s, these results were used to prove the convergence of finite differences and
lowest-order finite element methods (see, e.g., [3,4]). Nowadays, DMP still play an important role in computational
PDEs by providing restrictions on the mesh under which the approximation of physically nonnegative quantities
such as the density, temperature, concentration, or electric charge remains nonnegative. In the early 1980s, Hohn and
Mittelmann [7] showed that a straightforward generalization of the standard DMP for piecewise-linear approximations
to quadratic Lagrange elements did not hold but under unrealistic restrictions on the triangulation, and since then no
new results on DMP for higher-order elements have been obtained. Also the current research on DMP deals exclusively
with lowest-order elements (see, e.g., [§-10,18,19]).

In the last decades, significant progress has been made in the development of the Ap-FEM and its applications
to challenging large-scale problems in computational science and engineering (see, e.g., [1,2,5,11,12,14,16]). An
increasing demand for these methods naturally implies a need for the generalization of the DMP from lowest-order to
higher-order elements.
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The outline of this paper is as follows: The hp-FEM discretization of one-dimensional Poisson equation is re-
called briefly in Section 2. An alternative proof of the classical DMP for piecewise-linear FEM (which does not use
M-matrices) is given in Section 3. In Section 4 we provide a counter example which demonstrates that a straightforward
extension of the standard DMP to higher-order elements is not possible. In Section 5 we formulate and prove a new
DMP for higher-order elements which instead of nonnegativity of the right-hand side assumes the non-negativity of
its L?-projection to the finite element subspace (we call this a weak DMP). The assumptions of the main theorem are
verified in Section 6 for sufficiently high polynomial degrees.

2. Model problem and its discretization

Consider an open bounded interval Q = (a, b) C R and the Poisson equation —u” = f in Q equipped with homo-
geneous Dirichlet boundary conditions u(a) = u(b) = 0. The standard variational formulation of this problem reads:
Given a right-hand side f € L2(Q), find a function u € H(} (€) such that the identity

b b
/u/(x)u’(x)dxzf F)v(x)dx (D

holds for all test functionsv € V= HO1 (€2). We can restrict ourselves to the homogeneous Dirichlet boundary conditions
since the case of nonhomogeneous Dirichlet boundary conditions does not cause any difficulty nor it involves special
considerations.

Consider a partition a = xg < x| < x2 - - - < xp = b that splits Qinto M >1 finite elements K, Ko, ..., K. Each
element K; is equipped with a polynomial degree p; = p(K;)>1. The elements K1, K2, ..., Ky, equipped with the
polynomial degrees pi, p2, ..., pm, form a finite element mesh .7 p,;,. The finite element space V;, C V on the mesh
T np has the form

Vip ={v € V; v(@) =v(b) =0; vlg, € PP (K;), 1<i<M}. )
Here the symbol P”i(K;) stands for the space of polynomials of degree less than or equal to p; in the interval K;. The
dimension of this space is

M
dim(Vyy) = =1+ pi.
i=1

The discrete problem reads: find a function u, € Vj;, such that the identity

b b
f Uy (X)), () dx = f £ vp () da 3)

holds for every test function vy, € Vj,. Obviously, there exist unique solutions to both the continuous problem (1) and
the discrete problem (3) (see, e.g., [12]).

The classical DMP for the discrete problem (3) can be stated in several equivalent ways, from which we may choose,
e.g., the following:

Definition 1. The discrete problem (3) satisfies the discrete maximum principle (DMP) if the approximation uy,, attains
its minimum on the boundary 0Q2 for every right-hand side f which is nonnegative a.e. in Q.

3. Classical DMP for piecewise-linear FEM

The analysis of the DMP for higher-order elements is quite different from the analysis of the piecewise-linear case. In
particular, the nonnegativity of the right-hand side no longer implies the nonnegativity of the load vector, and therefore
the application of M-matrices becomes useless. In this section we begin by re-doing the proof for the piecewise-linear
case without M-matrices.

Remark 2. The Poisson equation in 1D is an exceptional case, where the stiffness matrix is an M-matrix even for
higher degree approximations. It is a consequence of the orthogonality (in the energy sense) of vertex and bubble
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Fig. 1. Classical DMP in the piecewise-linear case.

functions and of orthogonality of bubbles themselves. However, as we will see below in Section 4, the fact that the
stiffness matrix is an M-matrix is not enough to guarantee the DMP for ip-FEM.

Lemma 3. If p = p» =--- = py = | then problem (3) satisfies the DMP.

Proof. For the standard proof based on M-matrices see, e.g., the fundamental book [17] or a more recent publication
[6].

For our alternative proof let us consider a pair of adjacent elements K; = [x;_1, x;], Kj41 = [xj, xj41], and the
piecewise-linear “hat function” v; € Vj,, associated with the grid point x;, as shown in Fig. 1.

By substituting v; for vy, in the discrete problem (3) and using the nonnegativity of both fand v;, we obtain

/.J u;qp(x)v_’,.(x)dxzfj F(0)v;(x) dx >0. @)

By Du%}) and Du%jl) let us denote the constant slopes of the piecewise-linear function uy), in the elements K ; and
K j 11, respectively. Using the fact that the slopes of the test function v; in the elements K ; and Ky are 1/(x; —x;_1)
and —1/(xj41 — x;), respectively, from the inequality (4) we immediately obtain

HNXj — Xj—1 i+ Xj+1 — X j j+1
O<Du,(1’) J J _D“1(1H) jt+ J :Duzl)_Du;LJJr )
”xj—xj_l P xj+1—xj P P

Therefore, Du;l{;rl) < Du%;) for every internal grid point x;, 1< j<M — 1. Thus, the function uy, is concave in
Q. Taking into account its zero values at Q-endpoints, we conclude that u, attains its minimum on the boundary
of Q. [
4. Attempt of straightforward extension to /ip-FEM

Next let us show that a straightforward extension of Lemma 3 to higher-order elements fails already in the cubic case.

For this, we need to recall the integrated Legendre polynomials (Lobatto shape functions) [12,13]. These polynomials
are defined in the interval [—1, 1] as

Le(x) = / La@d 25k )

where Lj_1 stands for the normalized Legendre polynomial of degree p — 1. It follows from (5) that the functions
[, 13, ... vanish at £1 and that they are orthonormal in the Hol-product,

1
(lialj)HOl(,l.U=/_ll,{(x)l;‘(x)dX=5ijv 2<1i, J. (6)
The functions /2, I3, . .., [0 are well-known, see, e.g., [14,16].

Example. Failure of the standard DMP for a cubic element.
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Fig. 2. Left: the hp-FEM solution Unp (solid line) and the exact solution u (dashed line). Right: the right-hand side (7) (dashed line) and its
Lz—projection (11) to the space Vj, (solid line).

Let Q= (a,b) =(—1,1),
f(x) =200e”10C+D, @)
and consider a finite element mesh .7, consisting of a single cubic element K| =[a, b]. The basis of the corresponding
finite element space Vj,, comprises the quadratic and cubic Lobatto shape functions /; and /3, and the solution u;, has

the form up, (x) = y1l2(x) + y2l3(x). By (6), the stiffness matrix is the identity matrix, and the unknown coefficients
v1, ¥2 have the form

12 1
Vi :/1 E yjl}+1(x)l;+l(x)dx:/1f(x)li_H(x)dx, i=1,2. (8)
-1 _

Using the right-hand side (7), we obtain that y; = —v/6(9 + 11e729)/10 and y, = v/10(73 — 133¢29)/100. Thus the
solution uy), has the form

upp(x) = 75 (1 — x%)(54 + 662 — (73 — 133e*")x). 9)
Fig. 2 (left) shows that uj), is not nonnegative in €2, which means that the finite element approximation does not inherit
the maximum principle from the continuous equation, i.e., the DMP does not hold.

To understand what happened, let us introduce the L-projection fnp € Vpp of the right-hand side f € L%(Q) to the
space Vj, such that

b
f (fap() = FE)vnp(x)dx =0 for all vy, € Vip. (10)

When expressing f;, as a linear combination of the basis functions of Vj,,, (10) yields a system of linear algebraic
equations. The L2-projection of the right-hand side (7),

Fip () = 5(1 —x?)(110e 72 + 90 + (931e™2° — 511)x), (11)

is negative in a subset of 2, as illustrated in the right part of Fig. 2. Notice that (10) implies

b b
/ Sup () vpp (x) dx =/ S X)vpp(x)dx  for all vy, € Vi,
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and therefore it does not matter whether f or f,, stands on the right-hand side of the discrete problem (3). In other
words, the ip-FEM solution (9) depicted in Fig. 2 (left) corresponds to the right-hand side (11) which is not nonnegative
in Q.

5. Weak discrete maximum principle for 4p-FEM

The above example motivates us to work with the L2-projection fnp of the right-hand side f onto V},, rather than
with f itself:

Definition 4. Let f, € Vj;, be the L2-pr0jecti0n of f € L3(Q) to Vpp defined by (10). We say that problem (3)
satisfies the weak discrete maximum principle (weak DMP) if the approximation uy, € Vj,, attains its minimum on
the boundary of Q whenever f,, is nonnegative.
Notice that the classical DMP implies the weak DMP.
In the following Theorem 8 we prove the weak DMP for problem (3) under a technical assumption on existence of
certain quadrature rules with nonnegative weights. This assumption is verified in Section 6.
Definition 5. Let [;(x), k > 2, be the Lobatto polynomials (5). For (x, z) € [—1, 11 and p =2 we define the function
p—1
Dp(x.2) =Y L1 (Dhi1(2). (12)
k=1

For p = 1 we define @ (x, z) = 0.

For p>1, &, is the discrete Green’s function for problem (3) corresponding to a one-element mesh Ky = [—1, 1].
Since [;+1(x1) =0foralli >1, itis

®,(x,z) =0 forall (x,z)el, (13)
where I' = (—1, 2\(=1, 1)%.
Definition 6. Let %f]f c[-1, 1]2, p =1, be a set of points, where @, (x, z) is nonnegative, i.e.,
Hh={(x.2) €[~1, 117 : D)(x,2)>0).
Finally, let ,7/;()() C [—1, 1] be the cut of %f;f atx € [—1, 1], 1.e.,
HF@) ={zel-1,1]: (x,2) e A7},
Lemma 7. We have symmetry relations ®,(x,z) = ®,(—x, —z) = P, (z, x) forall p>1and (x, z) € [—1, 112,

Proof. The identity @, (x, z) = @, (z, x) follows immediately from (12). It follows from the fact that Legendre poly-
nomials of odd/even degrees are odd/even functions, and from (5), that /;(x) is even for k even and that /; (x) is odd
for k odd. Hence we have

p—1 p—1
Dp(x,2) =Y L1ty 1) = Y lhpt (=0)ly1(—2) = Pp(—x, —2)
k=1 k=1

forall p>1. O
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The main result of this paper is stated in Theorem 8:

Theorem 8. Let Q = (a, b) C R. Consider the discrete problem (3) on a mesh Iy, consisting of M finite elements

K1, K2, ..., Ky of polynomial degrees p1, pa, ..., pu. If for every p € {p1, p2,..., pu} and every x € (—1,1)
there exists a quadrature rule 25 ,(x) such that:

(i) 25, (x) is exact for polynomials of degree 2p on [—1, 11;
(i) 25, (x) only has nonnegative weights;
(iil) 25, (x) has all points in 1/';; (x);

then problem (3) satisfies the weak DMP.

Proof. Let us consider the exact solution u € HO1 () to the continuous problem (1) with a right-hand side f € L%(Q).
Let 0< fp € Vi be the L’-projection defined by (10). Then the approximation u hp € Vip is given by

b b b
/ uzp(x)v;,p(x)dx:/ f(x)vhp(x)dx:[ Snp X vpp(x)dx Yop, € Vpp. (14)

In addition we introduce an auxiliary continuous problem: find i € HO1 () such that:

b b
/ zz’(x)u’(x)dxzf fup()v(x)dx Vv € H} ().

Itis well-known that when discretizing the Laplace operator in one spatial dimension by piecewise-linear finite elements,
the approximation is exact at all grid vertices. The same holds for higher-order elements, which can be seen easily
by using the orthogonality of higher-order basis functions (transformed Lobatto shape functions /2, /3, ...) to the
lowest-order (piecewise linear) basis functions, see, e.g., [14]. In other words, we know that up, (x;) = u(x;) = u(x;)
foralli =0, 1,..., M. Moreover, taking into account the (continuous) maximum principle, we have & >0 in £ and
thus up,(x;) >0 foralli =0, 1, ..., M. Therefore, it is sufficient to prove Theorem 8 for a single element K| = Q,
Q=(-11).
The solution uy,, is sought in the form

p—1
wp () =Y yili1(x). (15)
i=1

By (6), relation (8) yields
1
yi=/1fhp(z)li+1(z)dz, i=1,2,....,p— 1L (16)
Putting (16) into (15), we obtain
p—1 1 1
wp() =Y ( | RZEG dz) )= [ i@y, 204z, a7
i=1 B -

where @, (x, z) is given by (12).
Let us now fix an arbitrary x € (—1,1) and assume that there exists a quadrature rule 2;,(x) with points

20,21, -+ -, 22p in %[f(x) and nonnegative weights wg, wy, ..., wz,. By (17) we have
1 2p
i (x) = / Sip@®p(x,2)dz =Y wi fip @) Pp(x, ). (18)
—1

i=0
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Fig. 3. Zero level set of the function @3(x, z). Observe the set //;r (left) and the square 9”; = (%, 1) x (-1, —%) (right). We also show the
integration points (to be listed in Table 1).

Table 1
Case p = 3; 6th-order quadrature rule in [—1, 1] with nonnegative weights and points outside of (—1, —%)

Point Weight Point Weight
_1 271 _3 2125
2268 5 3528
1 25 4
-5 3% 0 &
1 125 4 1700
5 189 5 3969
1 13

504

We have taken into account that fj,, (z) @, (x, z) is a polynomial of degree at most 2 p in z for fixed x and that 25, (x) is
exact for all polynomials of this degree. By assumption, w; >0 fori =0,1,...,2p and fj,;, >20in 2 = (-1, 1). Since
zi € %"}f(x) then also @, (x, z;) > 0. Hence, it follows from (18) that uy,(x) >0 for any x € (-1, 1), and thus the
minimum of up, (x) is attained on the boundary of Q. [J

6. Verification of assumptions to Theorem 8

It is easy to see that for p =2, 4, 6 the function @, (x, z) is nonnegative in [—1, 1]2 and therefore even the classical
DMP holds. For every other polynomial degree p > 2 one has to find a quadrature rule 25, (x) with nonnegative weights
and points in A4~ ;r(x). By symmetry (see Lemma 7) it is enough to find such quadrature rule for x € [0, 1) only. The
construction of the quadrature rules is not difficult. For spatial limitations, let us illustrate the procedure for p <10
only.

Odd polynomial degrees: Let us start with p = 3. In this case we have

@3(x,2) = §(1 = x7)(1 — 2 (3 + 5x2). (19)

Clearly, @3(x,z) =0onthe curvesx = +1,z==+1,and xz = —% (see Fig. 3). The domain %'; is bounded by these
curves.

Thus it is enough to find a quadrature rule with nonnegative weights and points in [—1, 1] but outside (—1, —%),
which is exact for all polynomials of degree at most 6. An example of such quadrature rule is given in Table 1.

The situation for p =5, 7, 9 is similar to the case of p =3. The sets %" ;; have similar shapes with the only difference
that the regions of negativity become smaller with growing p. The regions of negativity in [0, 1) x (—1, 1) can be
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Table 2
Case p =5; 10th-order quadrature rule in [—1, 1] with nonnegative weights and points outside of (—1, —0.811)
Point Weight Point Weight
-1 0.0534286192 —0.811 0.3054087580
—0.59 0.0030544353 —0.42 0.4473230113
—0.2 0.0066984041 0 0.2760767276
0.2 0.2939694773 0.43 0.0149245373
0.6 0.3805105712 0.9 0.1999066353
1 0.0186988234
Table 3

Case p = 7; 14th-order quadrature rule in [—1, 1] with nonnegative weights and points outside of (—1, —0.89)

Point Weight Point Weight

-1 0.0306200311 —0.89 0.1806438688
—0.75 0.0016558668 —0.65 0.2862680475
—0.45 0.0379885258 —0.31 0.2988638595
—0.16 0.0833146476 0.1 0.3554921618
0.16 0.0113639321 0.35 0.0204292124
0.47 0.3218682171 0.734 0.1289561668
0.80 0.1314089188 0.955 0.1093567805
1 0.0017697634

Table 4

Case p =9; 18th-order quadrature rule in [—1, 1] with nonnegative weights and points outside of (—1, —0.93)

Point Weight Point Weight

-1 0.01937406240 —0.93 0.1153128270
—0.885 0.00157968340 —0.772 0.1947443595
—0.65 0.00126499680 —0.55 0.2341166464
—0.4 0.06286669339 —0.25 0.2438572426
—0.08 0.08588496537 0.08 0.2395820916
0.19 0.04691799156 0.38 0.2665159766
0.6 0.00216030838 0.625 0.2029738760
0.73 0.04687189997 0.83 0.1072052560
0.89 0.06009091818 0.97 0.0648680095
1 0.00381219535

safely enclosed in squares

=G. D x (=1, -3),
=(0.811,1) x (=1, —0.811),
=(0.89, 1) x (=1, -0.89),
=(0.93,1) x (=1, —0.93).

These squares (as well as the domains for even polynomial degrees) were defined by investigation of the zero level
sets of @, (x, z). We used Maple to locate approximately the zero level sets of the discrete Green’s functions @ ,. After
that, rigorous proof of their nonnegativity in (—1, 1)> minus these areas was performed using an adaptive interval
computation technique in integer arithmetics. More details on this step can be found in [15]. Examples of quadrature

rules required by Theorem 8 are shown in Tables 2—4.

Even polynomial degrees: For p = 8, there are four areas where the function @, (x, z) is negative (see Fig. 4).
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Fig. 4. Zero level set of the kernel @g(x, z) in the second quadrant (left) and a detail of the upper left corner.

-1 -095 -09 -0.85 -0.8 -0.75

Case p = 8; 16th-order quadrature rule in [—1, 1] with nonnegative weights and points outside of (0.75, 0.85)

Point Weight Point Weight

-1 0.0137599529 —0.9564181650 0.0618586932
—0.8854980347 0.0892150513 —0.7582972896 0.1646935265
—0.5719162652 0.1875234174 —0.4628139806 0.0729252387
—0.2917166274 0.2435469772 —0.0811621291 0.0841621866
—0.0061521460 0.1800939083 0.1655560030 0.1320371771
0.3391628868 0.2286184297 0.5726348225 0.2184036287
0.75 0.1285378345 0.85 0.0908051678
0.9230637084 0.0427456544 0.9648584341 0.0509010934
1 0.0101720626

Table 6

Case p = 8; 16th-order quadrature rule in [—1, 1] with nonnegative weights and points outside of (0.98, 1)

Point Weight Point Weight

-1 0.0097495069 —0.9548248562 0.0857520162
—0.8409569422 0.1018591390 —0.7825414112 0.0149475627
—0.7708636219 0.0926211201 —0.5747624113 0.2476049720
—0.3937499257 0.0549434125 —0.3273530867 0.0276562411
—0.2532942335 0.2543287199 0.0382371812 0.2892622856
0.2837396038 0.1910189889 0.4501581170 0.1560300966
0.5808907063 0.1246581226 0.7443822112 0.1842879621
0.8927849373 0.0841645246 0.9421667341 0.0612885001
1 0.0198268291

Two of these areas lie inside the rectangles (—1, —0.98) x (0.75, 0.85) and (—0.85, —0.75) x (0.98, 1), and the
other two are located symmetrically at the opposite corner of [—1, 1]*. The points and weights of the corresponding
quadrature rules are listed in Tables 5 and 6. Thus, we have uj, >0 for x € (-1, 0]. The nonnegativity of up,(x) for
x € (0, 1) follows from symmetry again.

The case p = 10 is similar to p = 8. There are four areas where the function @1 (x, z) is negative, analogously to
the 8th-order case (see Fig. 5).

Two of these areas are inside the rectangles (—1, —0.986) x (0.82, 0.91) and (—0.91, —0.82) x (—0.986, 1) and the
other two are located symmetrically at the opposite corner of [—1, 1]%. The points and weights of the corresponding

quadrature rules are listed in Tables 7 and 8, respectively. By symmetry, uj,(x) >0 also for x € (0, 1).
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Fig. 5. Zero level set of the kernel @1 (x, z) in the second quadrant (left) and a detail of the upper left corner.
Table 7
Case p = 10; 20th-order quadrature rule in [—1, 1] with nonnegative weights and points outside of (0.82, 0.91)
Point Weight Point Weight
—1 0.0127411726 —0.9569019461 0.0603200758
—0.9344466123 0.0183508422 —0.8574545411 0.1032513172
—0.7530104489 0.1106942630 —0.6362178184 0.0412386636
—0.6061244531 0.1295220930 —0.4275824090 0.1937516842
—0.2340018112 0.1916905139 —0.0454114485 0.1774661870
0.0754465671 0.0755419308 0.1672504233 0.0745275871
0.2516247645 0.1488965177 0.3707975798 0.0207086237
0.4366736344 0.1397170181 0.5306011976 0.0924918512
0.6745457042 0.1639628301 0.82 0.1200387168
091 0.0649445615 0.9667274132 0.0502362251
1 0.0099073255
Table 8
Case p = 10; 20th-order quadrature rule in [—1, 1] with nonnegative weights and points outside of (0.986, 1)
Point Weight Point Weight
Points: —1 0.0129961117 —0.9609467424 0.0393058650
—0.9366001558 0.0472129994 —0.8686571459 0.0307704321
—0.8222969304 0.1127110155 —0.6830858117 0.1442049485
—0.5515874908 0.1263749495 —0.4070028385 0.1615584597
—0.2391731402 0.1767071143 —0.0805321378 0.0223802647
—0.0404112041 0.1755155830 0.0382998004 0.0409103698
0.2054285570 0.2302298514 0.4168373782 0.1495405342
0.4862170553 0.0877842194 0.6284448676 0.0980645550
0.6932595712 0.1047143177 0.83041757281 0.1311485592
0.93562906418 0.0774056021 0.986 0.0267375743
1 0.0037266735

Remark 9. Itis worth mentioning that the points in Tables 1-8 were chosen to be rational numbers. The corresponding
weights were obtained via the formula

1
wi=/ Zi(x)dx,
-1
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where &; € PP(—1, 1) is the elementary Lagrange interpolation polynomial, &;(z;) = 6;;, 0<i, j < p. In particular,
if follows from here that the weights also are rational numbers. We have used Maple and its integer arithmetics to find
all the weights listed in Tables 1-8; they are shown as decimals for printing purposes only.

7. Conclusions and future work

Virtually all existing results related to the analysis of discrete maximum principles are based on M-matrices and thus
limited to lowest-degree approximations, such as finite differences or piecewise-linear finite elements. In this paper,
we presented a new methodology which is based on the analysis of the discrete Green’s function. The main advantage
of this alternative approach is that it works in the same way both for piecewise-linear and higher-order finite element
approximations.

It was demonstrated in Section 4 that the standard discrete maximum principle, as it is known for lowest-order
approximations, did not work for higher-order elements. As a remedy we proposed that one should look at the L2-
projection of the load function f onto the finite element space instead of working with fitself.

The computation of the L>-projection of f onto the finite element space involves the solution of a large system of
linear algebraic equations. The linear system is much better conditioned (i.e., less stiff) compared to the discrete problem
itself, but still the test is CPU demanding. Therefore, it is among our priorities to improve the practical usefulness of
the criterion by finding alternative conditions which would be easier to verify. At the same time, the analysis of the
discrete Green’s function for two-dimensional elements (which is defined in R*) is in progress.
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