
Štefan Schwabik ∗ Inst. of Mathematics Acad. Sci. Czech Republic, Žitná
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Variational measures and extensions of the
integral

Some concepts of integration theories are recollected and and used espe-
cially for the Kurzweil-Henstock integral.

The general integral. Put E = [a, b],−∞ < a < b < +∞ and denote
Sub(E) the set of compact subintervals in E.

A functional S is a set of pairs (f, γ) (f : E → R, γ ∈ R the value of S), γ
is uniquely determined by f , γ = S(f).

The set of all f for which the functional S is defined is Dom(S).
The functional S is additive if
A) 0 ∈ Dom(S) and S(0) = 0,

B) if c ∈ [a, b] = E, I1 = [a, c], I2 = [c, b] then f ∈ Dom(S) ⇐⇒
f · χ(I1), f · χ(I2) ∈ Dom(S) and S(f) = S(f, I1) + S(f, I2).

If S is an additive and f ∈ Dom(S), then F : E → R is an S-primitive to
f provided F [I] = F (d)− F (c) = S(f, I) = S(f · χI), ∀I = [c, d] ∈ Sub(E).

An additive S is an integral in E if all S-primitive functions to f ∈ Dom(S)
are continuous in E (F ∈ C(E)).

Denote the set of all integrals in E by S. If S ∈ S and f ∈ Dom(S) then
f is called S- integrable.
Comparing integrals. If T, S ∈ S then T includes S (S @ T ) if Dom(S) ⊂
Dom(T ) and if for f ∈ Dom(S) and I ∈ Sub(E) the equality T (f, I) = S(f, I)
holds.

By the relation @ a partial ordering in S is given.
The Henstock-Kurzweil integral. A division is a finite system D = {Ij ∈
Sub(E); j ∈ Γ}, where Int(Ij) ∩ Ik = ∅ for j 6= k.

A map τ from Sub(E) into E is a tag if τ(I) ∈ I for I ∈ Dom(τ).
A tagged system is a pair (D, τ), where D = {Ij ; j ∈ Γ} is a division and τ

is a tag defined for all Ij , j ∈ Γ. τj = τ(Ij).
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For M ⊂ E the tagged system ({Ij ; j ∈ Γ}, τ) is M -tagged if τj = τ(Ij) ∈
M . The tagged system ({Ij ; j ∈ Γ}, τ) is a division of E if

⋃
j∈Γ Ij = E.

A gauge is any function on E with values in (0, +∞).
If δ is a gauge, then a tagged system (D, τ) (D = {Ij ; j ∈ Γ}) is δ-fine if

|Ij | < δ(τj) for j ∈ Γ.
Cousin’s lemma. For any gauge δ there exists a δ-fine division of E.

Denote K the set of all pairs (f, γ), f : E → R, γ ∈ R, for which to any
ε > 0 there exists a gauge δ such that

|
∑

j∈Γ

f(τj)|Ij | − γ| < ε

for any δ-fine division ({Ij ; j ∈ Γ}, τ) of E.
γ ∈ R is the Kurzweil-Henstock integral of f over E and K(f) = γ =

(K)
∫

E
f .

If f ∈ Dom(K), then the K-primitive F : E → R is continuous. F [I] =
K(f, I) for I ∈ Sub(E). We have K ∈ S.

It is known that
N @ K

and
R @ L @ K, K = P = D∗,

where N, R,L, P, D∗ stands for the Newton, Riemann, Lebesgue, Perron and
Denjoy-Perron integrals, respectively.

Let F ∈ C(E) and M ⊂ E. The function F is called to be of negligible
variation on M if for any ε > 0 there is a δ ∈ ∆(E) such that

|∑j∈Γ F [Ij ]| < ε

for any δ-fine M -tagged division ({Ij ; j ∈ Γ}, τ).

The Kurzweil-Henstock integral has the following properties:
~ If µ(N) = 0 then f · χ(N) ∈ Dom(K) and K(f,N) = 0.
~ If f ∈ Dom(K) then F is of negligible variation on N ⊂ E with µ(N) = 0.
~ If f ∈ Dom(K) then f is measurable.
~ If f ∈ Dom(K), F its K-primitive. Then

WF (M) ≤ 2|E||f |M = 2|E| supx∈M |f(x)|
for M ⊂ E.

~ K is a linear functional, i.e. K(αf + βg) = αK(f) + βK(g).
Variational measures. The oscillation of F ∈ C(E) on an interval I ∈
Sub(E) is given by

ω(F, I) = sup{|F (x)− F (y)|;x, y ∈ I} = sup{|F [J ]|;J ∈ Sub(I)}.
For F ∈ C(E) and a division D = {Ij ; j ∈ Γ} define

Ω(F, D) =
∑

j∈Γ ω(F, Ij) and A(F,D) =
∑

j∈Γ |F [Ij ]|.
If F ∈ C(E) and M ⊂ E then for any gauge δ set
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Wδ(F, M) = sup{Ω(F, D); D is δ-fine,M -tagged},
Vδ(F,M) = sup{A(F, D); D is δ-fine,M -tagged}

and put
WF (M) = inf{Wδ(F,M); δ ∈ ∆(E)} = infδ{supD{Ω(F, D)}},
VF (M) = inf{Vδ(F, M); δ ∈ ∆(E)} = infδ{supD{A(F, D)}}.

For F ∈ C(E), WF (·) and VF (·) are set functions. Using the terms pre-
sented by B.S.Thomson (Mem. AMS, 1991) we identify WF (M) and VF (M)
as full variational measures generated by the continuous interval functions
given for I ∈ Sub(E) by ω(F, I), F [I], respectively. (WF (·) and VF (·) are
metric outer measures (B. Thomson).)

It is easy to show that
VF (M) ≤ WF (M) ≤ 2VF (M)

and this means that F is of negligible variation on M if and only if
WF (M) = 0.
Denote by C∗(E) the set of all continuous functions on E which are of negli-
gible variation on sets of Lebesgue measure zero (the strong Luzin condition)

C∗(E) = {F ∈ C(E); WF (N) = 0 whenever µ(N) = 0}.
A descriptive characterization of the Kurzweil-Henstock integral given by

B. Bongiorno, L. Di Piazza and V. Skvortsov:
F : E → R is a K-primitive function to some f : E → R if and only if

F ∈ C∗(E).
This means that F ∈ C∗(E) ⇐⇒ F ∈ ACG∗ (see the book of S. Saks).
The class T. T denotes the set of integrals S ∈ S fulfilling the following

(N,A ⊂ E, µ(A) is the Lebesgue measure of a set A, f is a function on E and
F is an S-primitive function to f):

1. If µ(N) = 0 then f · χ(N) ∈ Dom(S) and S(f, N) = 0.

2. If f ∈ Dom(S) then F ∈ C(E)∗.

3. If f ∈ Dom(S) then f is measurable.

4. There exists λ < ∞ such that
WF (A) ≤ λ|f |A = λ supx∈A |f(x)|

if f ∈ Dom(S) and A is a closed set.

5. S is a linear functional.

Looking at the properties above, marked by ~, we get for the Henstock-
Kurzweil integral K ∈ T and, of course, the same holds for any S ∈ S, S @ K.

Extension of integrals. A mapping Q : S → S defined on Dom(Q) ⊂ S
is an extension if for every S ∈ Dom(Q) we have S @ Q(S), Q(S) ∈ Dom(Q)
and if S1, S2 ∈ Dom(Q) ⊂ S then S1 @ S2 =⇒ Q(S1) @ Q(S2).
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The extension Q is called effective if Q2 = Q, i.e. Q(Q(S)) = Q(S) for
every S ∈ Dom(Q).

An integral S is called invariant with respect to an extension Q if S ∈
Dom(Q) and Q(S) = S.

R ⊂ S is some set of integrals.
If S ∈ R and P is a set of extensions with Dom(P ) = R for P ∈ P, then

Min(P; S) is the minimal P-invariant integral containing S (if it exists ), i.e.
T = Min(P;S) if and only if
(i) S @ T and
(ii)T @ R whenever R ∈ R is such that S @ R and P (R) = R for all P ∈ P.
Extension of integrals. If f is a function on E and S ∈ S, then x ∈ E is

called an S-regular point of f if there is a I ∈ Sub(E) such that x ∈ Int(I)
and f · χ(I) ∈ Dom(S).

The set of all S-regular points of f is denoted by ρ(f, S).
The complement σ(f, S) = E\ρ(f, S) of ρ(f, S) in E is the set of S-singular

points of f . The set σ(f, S) is closed.
Cauchy extension. For S ∈ S denote by SC the set of all pairs (f, γ) for
which σ(f, S) is a finite set and for which there is a function F ∈ C(E) such
that γ = F [E] = F (b) − F (a) and for every interval I ⊂ ρ(f, S) we have
f · χ(I) ∈ Dom (S) and F [I] = S(f, I).

The set {(S, SC); S ∈ S, SC exists } is denoted by PC .
S ∈ S is PC-invariant (PC(S) = SC @ S) if and only if for S the following

statement holds.
Hake’s Theorem. If I = [c, d] ∈ Sub(E) then f · χ(I) ∈ Dom(S) if and only if
for every c < α < β < d we have f · χ[α,β] ∈ Dom(S) and

lim
α→c+,β→d−

S(f · χ[α,β]) = A ∈ R.

In this case S(f, I) = A.
Harnack extension. For S ∈ S denote by SH the set of all pairs (f, γ)
for which there is a closed set Q ⊂ E such that f · χ(Q) ∈ Dom(S) and
f · χ(Uj) ∈ Dom(S) for j ∈ Γ where {Uj ; j ∈ Γ} = Comp(E, Q) and for which
there is a function F ∈ C(E) such that γ = F [E] = F (b)− F (a),∑

U∈Comp(E,Q)

ω(F, U) < ∞

and
F [I] = S(f, I ∩Q) +

∑
j∈Γ S(f, I ∩ Uj)

for any I ∈ Sub(E).
The set {(S, SH); S ∈ S, SH exists } is denoted by PH .
Using the tools given before it can be shown that

K = D∗ = Min({PC , PH}; L), L is the Lebesgue integral.



Variational measures and extensions of the integral 5

Extensions QX and QZ. For S ∈ T denote by SX the set of all (f, γ) for
which there exist F ∈ C(E)∗, measurable sets N1, N2 ⊂ E with µ(N1) =
µ(N2) = 0, a sequence (fj) in Dom(S), j ∈ N and a sequence (Mk) of mea-
surable subsets of E such that γ = F [E] and

f(x) = limj→∞ fj(x) for x ∈ E \N1,
Mk ↗ E \N2,

if k ∈ N then WF−Fj (Mk) → 0 for j →∞,
Fj is an S-primitive to fj .

The set {(S, SX); S ∈ T, SX exists } is denoted by QX .

QX : T → T is an effective extension.

If S ∈ T then SZ denotes the set of all pairs (f, γ) for which there exists
a function F ∈ C(E)∗ and a sequence (Ak) of closed subsets of E such that
γ = F [E] and

Ak ↗ E,
fj = f · χ(Aj) ∈ Dom(S) for j ∈ N,

WF−Fj (Ak) = 0 for j ≥ k,

if k ∈ N then
∑

U∈Comp(E,Ak

ω(F − Fj , U) → 0 for j →∞

where Fj is an S-primitive function to fj .

The set {(S, SZ); S ∈ T, SZ exists } is denoted by QZ .

QZ : T → T is an extension and QZ(S) @ QX(S).
QZ(S) is PC- and PH -invariant for S ∈ T.

We have
QZ(L) = QX(L) = K.

This result makes it possible to describe the Kurzweil-Henstock integral via
sequences of Lebesgue integrable functions.
The extensions QX and QZ are close to the method of describing the Perron-
Denjoy (=Kurzweil-Henstock) integral by successive approximation given by
S. Nakanishi (Math. Japonica 41 (1995)). In fact S. Nakanishi presents four
slightly different extensions of this type. The examples given there concern
mainly extensions of L which lead to the Kurzweil-Henstock integral.

There is another extension of L given by B. Bongiorno, L. DiPiazza
and D. Preiss, the so called C-integral, which is strictly between L and K and
is taylored to integrate derivatives. Other possibilities of integrals between L
and K presents J. Kurzweil in his 2002 book.

The way how to describe formally extensions leading to such intermediate
integrals, using the abstract concepts presented, is at this moment open.


