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Editorial Board:
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ONLY A LEVEL SET
OF A CONTROL LYAPUNOV FUNCTION
FOR HOMOGENEOUS SYSTEMS

Hamadi Jerbi and Thouraya Kharrat

In this paper, we generalize Artstein’s theorem and we derive sufficient conditions for
stabilization of single-input homogeneous systems by means of an homogeneous feedback
law and we treat an application for a bilinear system.
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vector field
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1. INTRODUCTION

For smooth single-input systems that are affine in the control

ẋ = f(x) + ug(x), x ∈ Rn , u ∈ R (1)

where f(0) = 0, the basic stabilization Lyapunov condition provided in the previ-
ously mentioned works of [1, 9, 10] and [11] can be expressed as follows.

There exists a positive definite real function V : Rn → R (i. e., V (0) = 0 and
V (x) > 0 for x 6= 0 near zero) such that for every x 6= 0 near zero with ∇V ·g(x) = 0
it holds ∇V · f(x) < 0.

In [1] it was shown that if the above condition is fulfilled, then the system (1)
is stabilizable at the origin by means of a nonlinear feedback law which is smooth
for x 6= 0. The same result was proved independently in [9, 10] and [11], where the
corresponding stabilizing feedback laws are more explicitly identified. In particular,
for single input systems (1) the stabilizing feedback proposed in [11] has the general
form

φ(x) =





(
−ψ(x)∇V ·f(x)+ρ(x)

∇V ·g(x) −∇V · g(x)
)

for x 6= 0

0 for x = 0

where ρ is any nonnegative smooth real function and ψ is a suitable real function
which is smooth for x 6= 0 near zero taking values in the interval [0, 1].
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In this paper we will not refer to this general expression because we will restrict
our attention to homogeneous systems (i. e. f (respectively g) is differentiable pos-
itive homogeneous of degree p (respectively q) (i. e., f(λx) = λpf(x) (respectively
g(λx) = λqg(x) ; ∀λ ≥ 0))).

The stability results presented in this paper rely on the properties of homogeneous
systems and build on several previous results on stability of homogeneous systems.
The basic tools for dilations and homogeneous functions and vector fields are given
in the monograph by Goodman [3].

In [2] the authors presents a method to design explicit control Lyapunov functions
for affine and homogeneous systems that satisfy the Jurdjevi–Quinn conditions. Her-
mes has considered the application of homogeneous systems in control theory and
has developed approximations which generalize the usual linear approximation the-
orem [4]. The use of homogeneous structure in stabilization problems has also been
considered by Kawski [6], who presented results for low-dimensional control system
with drift and defined the notion of exponential stability which we make use of
here. Major research effort was directed toward studying the driftless systems (see
[8] and [7]). The paper [7] focuses on the problem of exponential stabilization of
controllable, driftless systems using time-varying, homogeneous feedback.

In [5] it is proved that if there exists a smooth map θ such that k ∈ R is a regular
value of θ and θ satisfies

i) θ is proper,

ii) for all x ∈ θ−1{k}, 〈(gradx(θ))T |x〉 6= 0,

iii) for x ∈ Rn \ {0} the equation θ(λ x) = k has only two solutions λ1 and λ2

satisfying λ1λ2 < 0,

iv) if 〈(gradx(θ))T |g(x)〉 = 0, then 〈(gradx(θ))T |f(x)〉〈(gradx(θ))T |x〉 < 0,

then the system (1) is globally asymptotically stabilizable by a positive homogeneous
feedback.

The difficulty in this result is the construction of such a function θ that satisfies
the conditions (ii) and (iii). This constraint is the essential topic of our paper.

In the present paper, conditions (ii) and (iii) are relaxed by the following one:

∃T > 0, ∃ δ > 0 such that, for ‖x‖ > T one has 〈(gradx(θ))T |x〉 ≥ δ

which is then applied to bilinear systems of the particular structure:
{

ẋ1 = A11x1 +A12x2 + uB11x1

ẋ2 = A22x2 + uB22x2

with x = (x1, x2) ∈ Rp × Rn−p, A11, A12, A22, B11 and B22 are matrices which
they satisfy some conditions.

In [5] to prove that the equation θ(λ x) = k has only two solutions in the ap-
plication, the author compute these solutions. In the present paper to prove that
the equation θ(λ x) = k has only two solutions in the application, we can not easily
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compute these solutions. But using the new condition (P1) given in Theorem 2,
we prove that the equation θ(λ x) = k has only two solutions without doing the
resolution of this equation.

2. MAIN RESULT

Definition 1. Let M be a sub manifold of Rn of dimension n−1. We say that M
is Φ-homotopic to Sn−1 if the map Φ : M−→ Sn−1, x 7→ x

‖x‖ is a diffeomorphism
of C∞.

Notations.
For x ∈ Rn \ {0}, we denote D+

x = {λx ; λ > 0}.
〈.. | ..〉 denotes the Euclidean inner product, ‖x‖ =

√
〈x | x〉.

For x ∈ Rn we define 〈x〉 = {λx ; λ ∈ R}.
MT stands for the transpose matrix of M .
Let E1 and E2 two subspaces of Rn, we define
E⊥1 = {v ∈ Rn such that 〈v | w〉 = 0 ∀w ∈ E1} and the notation
E = E1 ⊕E2 means that E1 ∩E2 = {0} and E = {v+w ; v ∈ E1 and w ∈ E2}.
Let θ : Rn → R be a smooth map, we denote gradxθ = ( ∂θ

∂x1
(x), . . . , ∂θ

∂xn
(x)).

For T > 0 we define B(T ) = {x ∈ Rn such that ‖x‖ ≤ T}.
For s ∈ R, we denote |s| =

√
s2.

We recall the following theorem.

Theorem 1. (For the proof see [5].) We suppose that there exists M a compact
sub manifold of Rn of dimension n − 1. M is Φ-homotopic to Sn−1 if and only if
the following holds

(1) ∀x ∈M one has Rn = TxM⊕ 〈x〉,
(2) for all x ∈ Rn \ {0} M∩D+

x is a unique point.

Theorem 2. Suppose that θ : Rn −→ R is a map of class C1 and let X(x) =
(gradx(θ))T . If θ is proper and the vector field X satisfies
(P1) there exist T > 0 and δ > 0 such that for ‖x‖ > T one has 〈X(x) | x〉 ≥ δ,
then there exists k ∈ R such that θ−1({k}) = M is a sub manifold of Rn Φ-homotopic
to Sn−1.

P r o o f . Let λ = supx∈B(T )(θ(x)), we choose k ∈ R+ such that k > λ. To apply
Theorem 1, first we prove that θ−1({k}) = M is a sub manifold of Rn.

Since M ⊂ Rn \ B(T ) then ∀x ∈ M one has 〈X(x) | x〉 ≥ δ. It follows that
∀x ∈M one has gradx(θ) 6= 0. So k is a regular value of θ, M is a sub manifold of
Rn of dimension n− 1. M is compact since θ is proper and TxM = 〈gradx(θ)〉⊥.
M is a compact sub manifold of Rn of dimension n− 1.
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Now we prove that for x ∈ Rn and x 6= 0 one has M∩ D+
x = {y}. It is clear

that θ
(

Tx
‖x‖

)
≤ λ < k. Define the map ψ by ψ(s) = θ

(
s Tx
‖x‖

)
. Since ψ′(s) =〈

X
(
s Tx
‖x‖

)∣∣∣
(

Tx
‖x‖

)〉
> 0 for all s > 1, we have ψ is an increasing function for

s > 1 and lims→+∞ ψ(s) = +∞. So there exists only one t > 1 such that ψ(t) = k.

It follows that M∩D+
x =

{
t Tx
‖x‖

}
.

Finally we establish the following, for x ∈M one has (TxM)⊕〈x〉 = Rn. Since for
x ∈M one has 〈x | X(x)〉 6= 0, then we can easily see that x 6∈ 〈gradx(θ)〉⊥ = (TxM)
and so (TxM)⊕ 〈x〉 = Rn. ¤

Consider the single input homogeneous system (1), we suppose that f is a posi-
tive homogeneous function of degree p and g is a positive homogeneous function of
degree q.

Definition 2. Let M be a sub manifold of Rn of dimension n − 1. We suppose
that M is Φ-homotopic to Sn−1. We define Nx to be the normal vector of TxM
pointing towards outside of M and satisfying ‖Nx‖ = 1.

We recall the following theorem [5].

Theorem 3. If there exists a sub manifold M of dimension n−1 of Rn which is Φ-
homotopic to Sn−1 and satisfies 〈f(x) | Nx〉 < 0 for all x ∈M with 〈g(x) | Nx〉 = 0
then there exists an homogeneous feedback of degree p − q stabilizing the system
(1).

Theorem 4. Suppose that there exists a map θ : Rn −→ R which is proper and
such that the vector field X defined by X(x) = (gradx(θ))T satisfies (P1) and

(P2) ∀x ∈ Rn \B(T ) such that 〈X(x) | g(x)〉 = 0 one has 〈f(x) | X(x)〉 < 0,

then for r > 0 large enough the positive homogeneous feedback of degree p− q

u(x) = −r
〈
X

(
Φ−1

(
x

‖x‖
)) ∣∣∣ g

(
Φ−1

(
x

‖x‖
))〉

 ‖x‖
‖Φ−1

(
x
‖x‖

)
‖




(p−q)

∀x ∈ Rn \ {0} and u(0) = 0 stabilizes the system (1).

P r o o f . Suppose that there exists a map θ : Rn −→ R which is proper and
such that the vector field X defined by X(x) = (gradx(θ))T satisfies (P1) and
(P2). According to Theorem 2 there exists k ∈ R+ such that M = θ−1{k} is
a sub manifold of Rn Φ-homotopic to Sn−1. The proof follows from the previous
theorem. ¤
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3. APPLICATION

As an application for Theorem 4, we consider the following bilinear system:




ẋ = A11x+A12y + uB11x

ẏ = A22y + uB22

x ∈ Rp, y ∈ Rq and u ∈ R.
(2)

Notations. Let M be a matrix, MT denotes the transpose of M .

For n, p and q, the three integers, we denote by Rn = Rp × Rq with p + q = n,

y = (y1, · · · , yq)T , z =
 

x
y

!
for x (resp. y) is in Rp (resp. Rq) and ρ = ‖z‖ =

√
‖x‖2 + ‖y‖2.

A =
(
A11 A12

0 A22

)
; B =

(
B11 0
0 B22

)
.

We suppose that there exist orthogonal basis {e1, e2, . . . , ep} of Rp and {v1, v2, . . . , vq}
of Rq such that we have the following conditions:

There exists a positive real a such that 〈A11x | x〉 ≤ −a‖x‖2 ∀x ∈ Rp and a > ‖A12‖.
〈B22y | y〉 = 0, ∀ y ∈ Rq,

A22 + AT
22 = 2




α1 0 . . . 0
0 α2 0 . . 0
. . .
. . .
. . .
0 . . . . αq




with α1 ≥ 0 and αi < 0 for all i ∈ {2, . . . , q}.
v1 ∈ ImB22, i. e. there exists a vector b ∈ Rq such that B22b = v1.

Denote α = − supi=2,··· ,q αi.

Under these assumptions, we have the following result.

Proposition 1. We consider the map defined on Rp × Rn−p by

θ(z) = γ ln ρ+ 1
2‖y − b‖2, where γ is a positive constant satisfying γ > ‖ b

2‖2.
The vector field X defined by X(z) = (gradz(θ))T satisfies

i) ∃ δ > 0 such that 〈X(z) | z〉 ≥ δ ∀ z 6= 0,

ii) 〈X(z) | Bz〉 = 0 gives y1 = − γ
ρ2 〈x | B11x〉.
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P r o o f . The vector field X defined by X(z) = (gradz(θ))T is given by

X : Rn −→ Rn

z =
(

x
y

)
7−→ γz

ρ2 +
(

0
y − b

)
.

Let z =
(

x
y

)
∈ Rn = Rp × Rq, we have

i) 〈X(z) | z〉 = γ + ‖y‖2 − 〈y | b〉 = γ + ‖y − b
2‖2 − ‖ b

2‖2
If we choose 0 < δ < γ − ‖ b

2‖2, then for all z 6= 0 one has 〈X(z) | z〉 ≥ δ.
ii) A simple computation gives
〈X(z) | Bz〉 = γ

ρ2 〈x | B11x〉 − 〈BT
22b | y〉 = γ

ρ2 〈x | B11x〉+ y1.

So 〈X(z) | Bz〉 = 0 gives y1 = − γ
ρ2 〈x | B11x〉. ¤

Denote by b̃ = AT
22b, we can write Rq = 〈b̃〉 ⊕ 〈b̃〉⊥. So for all y ∈ Rq, there

exist v ∈ 〈b̃〉⊥ and r ∈ R such that y = v+rb̃. We obtain ρ2 = ‖x‖2 +‖v‖2 +r2‖b̃‖2.
There exists l > 0 such that |〈x | B11x〉| ≤ l‖x‖2.

Theorem 5. If γ is chosen such that

sup
(∥∥ b

2

∥∥2
,

4‖b̃‖2

aα

)
< γ < a−‖A12‖

4(α1+α)l2 and d2 = sup
(
γ, 4γa‖b̃‖2

α2γa−4α‖b̃‖2 ,
γa
α , γ

‖A12‖
α

)
,

then for all z ∈ Rp × Rq such that ‖z‖ > d,
〈X(z), Bz〉 = 0 gives 〈X(z) | Az〉 < 0.

P r o o f . Let z ∈ Rn \ B(d) such that 〈X(z) | Bz〉 = 0. Under Proposition 1 one
has 〈X(z) | Bz〉 = 0 gives y1 = − γ

ρ2 〈x | B11x〉.
So

〈X(z) |Az〉= γ

ρ2
〈x,A11x〉+

γ

ρ2
〈x,A12y〉+ (

γ

ρ2
+ 1)〈y |A22y〉 − 〈b |A22y〉

=
γ

ρ2
〈x |A11x〉+

γ

ρ2
〈x |A12y〉+ (

γ

ρ2
+ 1)〈y |A22y〉 − 〈AT

22b |y〉.

〈X(z) |Az〉≤−γa
ρ2
‖x‖2 +

γ

ρ2
‖A12‖‖x‖‖y‖+ (

γ

ρ2
+ 1)(α1y

2
1 + α2y

2
2 +. . .+ αqy

2
q )− r‖b̃‖2

≤ −γa
ρ2 ‖x‖2 + γ

ρ2 ‖A12‖(‖x‖
2+‖y‖2
2 ) + ( γ

ρ2 + 1)((α1 + α)l2γ2 ‖x‖4
ρ4 − α‖y‖2)− r‖b̃‖2

≤ γ(−a+ ‖A12‖
2 )‖x‖

2

ρ2 +(−α+γ ‖A12‖
2ρ2 )‖y‖2+( γ

ρ2 +1)(α1+α)l2γ2 ‖x‖4
ρ4 −αγ ‖y‖2ρ2 −r‖b̃‖2

≤ γ(−a
2 + ‖A12‖

2 )‖x‖
2

ρ2 + (−α
2 + γ ‖A12‖

2ρ2 )‖y‖2 + ( γ
ρ2 + 1)(α1 + α)l2γ2 ‖x‖4

ρ4 − αγ ‖y‖
2

ρ2

− r‖b̃‖2 − γa
2
‖x‖2
ρ2 − α

2 ‖y‖2

Denote by D1 = γ(−a
2 + ‖A12‖

2 )‖x‖
2

ρ2 + ( γ
ρ2 + 1)(α1 + α)l2γ2 ‖x‖4

ρ4

and D2 = (−α
2 + γ ‖A12‖

2ρ2 )‖y‖2 − αγ ‖y‖
2

ρ2 − r‖b̃‖2 − α
2 ‖y‖2 − γa

2
‖x‖2
ρ2

= (−α
2 + γ ‖A12‖

2ρ2 )‖y‖2 − αγ ‖y‖
2

ρ2 − r(1 + α
2 r)‖b̃‖2 − α

2 ‖v‖2 − γa
2
‖x‖2
ρ2
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If γ < a−‖A12‖
4(α1+α)l2 , then D1 < 0.

If ρ2 > γ ‖A12‖
α and r(1 + α

2 r) ≥ 0 (i. e. r ∈]−∞,− 2
α ] ∪ [0,+∞[), then D2 < 0.

If r(1 + α
2 r) < 0 (i. e. r ∈]− 2

α , 0[), we can write

−r‖b̃‖2 − γa
2
‖x‖2
ρ2 − α

2 ‖v‖2 = −r‖b̃‖2 − γa
2

ρ2−‖v‖2−r2‖b̃‖2
ρ2 − α

2 ‖v‖2
= −r‖b̃‖2 − γa

2 + γa
2
‖b̃‖2
ρ2 r2 + ( γa

2ρ2 − α
2 )‖v‖2

Let P(r) = γa
2
‖b̃‖2
ρ2 r2 − r‖b̃‖2 − γa

2 .

P(0) = −γa
2 < 0, P(−2

α ) = γa‖b̃‖
2

ρ2
2

α2 + 2
α‖b̃‖2 − γa

2 .

If γ > 4‖b̃‖2
aα and ρ2 > 4γa‖b̃‖2

α2γa−4α‖b̃‖2 , then P(−2
α ) < 0 and if in addition ρ2 > γa

α ,
then D2 < 0.

Finally, if γ is chosen such that sup(‖ b
2‖2, 4‖b̃‖2

aα ) < γ < a−‖A12‖
4(α1+α)l2 and

d2 = sup(γ, 4γa‖b̃‖2
α2γa−4α‖b̃‖2 ,

γa
α , γ

‖A12‖
α ), then for all z ∈ Rp × Rq such that

‖z‖ > d, 〈X(z), Bz〉 = 0 gives 〈X(z) |Az〉 < 0.

The conditions of Theorem 4 are satisfied and the bilinear system (2) is globally
asymptotically stabilizable by means of a homogeneous feedback of degree zero. ¤

Example. As an application of the previous result, we consider system (2) in
which matrices A11, A12, A22, B11 and B22 are the following

A11 =
( −3 0

0 −4

)
, A12 =

(
1 0 0
0 1 0

)
, B11 =

(
1 2
−2 1

)
,

A22 =




2 0 0
0 −1 0
0 0 − 1

2


 and B22 =




0 1 2
−1 0 0
−2 0 0


 .

We can easily verify that the vector b = (0, 0, 1
2 )T satisfies B22b = v1 and b̃ =

A22b = (0, 0,− 1
4 )T . A simple computation gives ‖A12‖ = 1 and the positive real

a = 3 satisfies 〈A11x |x〉 ≤ −a‖x‖2.
So, if we choose γ = 11

60 then all the conditions mentioned previously are satisfied
and the bilinear system (2) with matrices defined below is globally asymptotically
stabilizable by means of an homogeneous feedback of degree zero.

(Received October 25, 2004.)
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