
KYBERNET IKA | VOLUME 4 0 ( 2 0 0 4 ) , NUMBER 5 , PAGES 5 5 1 { 5 7 0A MODIFIED STANDARD EMBEDDINGFOR LINEAR COMPLEMENTARITY PROBLEMSS. Allende Allonso, J. Guddat and D. NowackThis paper is dedicated to Prof.Dr.Dr.h.c. Franti�sek No�zi�cka on the occasionof his 85th birthday.We propose a modi�ed standard embedding for solving the linear complementarity prob-lem (LCP). This embedding is a special one-parametric optimization problem P (t); t 2[0; 1]. Under the conditions (A3) (the Mangasarian{Fromovitz Constraint Quali�cation issatis�ed for the feasible set M(t) depending on the parameter t), (A4) (P (t) is Jongen{Jonker{Twilt regular) and two technical assumptions, (A1) and (A2), there exists a pathin the set of stationary points connecting the chosen starting point for P (0) with a certainpoint for P (1) and this point is a solution for the (LCP). This path may include types ofsingularities, namely points of Type 2 and Type 3 in the class of Jongen{Jonker{Twilt fort 2 [0; 1). We can follow this path by using pathfollowing procedures (included in the pro-gram package PAFO). In case that the condition (A3) is not satis�ed, also points of Type4 and 5 may appear. The assumption (A4) will be justi�ed by a perturbation theorem.Illustrative examples are presented.Keywords: linear complementarity problem, standard embedding, Jongen{Jonker{Twiltregularity, Mangasarian{Fromovitz constraint quali�cation, pathfollowingmethodsAMS Subject Classi�cation: xxxxx, xxxxx, xxxxx1. INTRODUCTIONLet B be an n� n-matrix, q 2 IRn, andML := fx 2 IRnjBx + q � 0; x � 0; xTBx+ qTx � 0g:We consider the well-known linear complementarity problem (for its practical im-portance we refer e. g. to [9] and the papers cited there):(LCP) Find a point x̂ 2ML: (1.1)



552 S. ALLENDE ALLONSO, J. GUDDAT AND D. NOWACKIf we introduceB = 0B@ b1T...bnT 1CA with bj 6= 0; j = 1; : : : ; n; and bj 2 IRn;then we can write ML in the following formML = �x 2 IRnjbjTx+ qj � 0; xj � 0; j 2 J; xTBx+ qTx � 0	 ;where J := f1; : : : ; ng.We assume that(A1) ML 6= ;:Let E(p) := fx 2 IRn j kxk2 � pg with p 2 IR and p > 0.Then there exists a p0 > 0 such that ML \ E(p) 6= ; for all p > p0: (1.2)If ML is compact, then we even have: There exists a p0 > 0 such thatML � E(p) for all p > p0:Instead of the (LCP) (cf. (1.1)) we now consider the following optimization problem(PL) min�12(x � x0)TA(x� x0) j x 2ML� ; (1.3)where A is a symmetric n� n matrix (A 2 IRn(n+1)=2, here the space of symmetricn� n matrices is identical to IRn(n+1)=2).Now we introduce the well-known concept of embedding for the general nonlinearoptimization problem (P ) minff(x)jx 2Mg; (1.4)where M := fx 2 IRnjgj(x) � 0; j 2 Jg; (1.5)J := f1; : : : ; sg and f; gj 2 C3(IRn; IR); i 2 I; j 2 J .We choose a one-parametric optimization problemP (t) minff(x; t)jx 2M(t)g; t 2 [0; 1];where M(t) := fx 2 IRn j gj(x; t) � 0; j 2 Jg;with the following properties:(V1) A local minimizer for P (0) is known and the corresponding Lagrange multi-pliers are known or easy to compute.(V2) P (t) has a global minimizer for all t 2 [0; 1].



A Modi�ed Standard Embedding for Linear Complementarity Problems 553(V3) P (1) is equivalent to (P ).(V1) and (V2) are the minimum of properties for �nding a discretization of [0; 1]:0 = t0 < : : : < tk < tk+1 < : : : < tN = 1 (1.6)and corresponding local minimizers, stationary or generalized critical points x(tk)(g. c. point) of P (tk); k = 1; : : : ; N . For the de�nition of a g. c. point we refer to[16, 17, 18].Remark 1.1. Note that the concept for �nding a discretization (1.6) and corre-sponding optimal points was already proposed by F. No�zi�cka (see [20, 21]) for linearone-parametric optimization problems.One of the classical standard embeddings of the problem (1.4), (1.5) is the fol-lowing one ~P s(t) minftf(x) + (1� t)kx� x0k2j x 2 ~Ms(t)g; t 2 [0; 1];where ~Ms(t) := fx 2 IRnjtgj(x) + (1� t)w0j � 0; j 2 Jgwith w0j > 0; j 2 J .Then the problem (PL) is embedded byP s(t) minf(x� x0)TA(x� x0)jx 2Ms(t)g; t 2 [0; 1]; (1.7)Ms(t) := fx 2 IRnjgj(x; t) � 0; j = 0; 1 : : : ; n; hi(x) � 0; i = 1 : : : ; n+ 1g; (1.8)where g0(x; t) := t(�xTBx� qTx) + (1� t)w00 ;gj(x; t) := t(bjTx+ qj) + (1� t)w0j ; j = 1; : : : ; n;hi(x) := xi; i = 1; : : : ; n;hn+1(x) := p� kxk2; p su�ciently large:We assume(A2) w0i > 0; i = 0; 1; : : : ; n and kx0k2 < p:Here we use the pathfollowing procedure (cf. the Program Package PAFO in Chapter2). We will see that we obtain a very good starting situation for t = 0. If we achievet = 1, we will have a solution of the (LCP). The use of pathfollowing methods forComplementarity problems is not new (e. g. [4] { [10], [12, 13, 20, 21, 28, 29] and thepapers cited there). Modi�ed standard embeddings (cf. [26]) are not new either.What is new is the application of this embedding to the (LCP). It will turn outthat we achieve t = 1 by using a pathfollowing procedure only if we do not makean assumption on the matrix B, in distinction to what was done in the paperscited above. The matrix B could also be inde�nite. Furthermore, the path we are



554 S. ALLENDE ALLONSO, J. GUDDAT AND D. NOWACKfollowing may include singularities. This is the real advantage of the approaches in[1] and here. From this point of view it is not necessary to compare our pathfollowingprocedure with others for (LCP). Chapter 2 includes a summary of the theoreticalbackground and a short description of the program package PAFO (only the partused here).In Chapter 3 important properties of P s(t) (i. e., the starting situation and thesingularities that may appear) will be discussed. Under the assumptions (A1) { (A4)there exists a path in the set of stationary points connecting the chosen startingpoint for P s(0) with a certain point for P s(1) and this point is a solution for the(LCP). The path may include types of singularities, namely points of Type 2 andType 3 in the class of Jongen{Jonker{Twilt for t 2 [0; 1).In Chapter 4 a perturbation theorem justifying the chosen approach is presented.Illustrative examples are given in Chapter 5, where we see that we achieve t = 1under the assumptions (A1) { (A4). Further, we present an example that we aresuccessful even if (A3) is not satis�ed. In the penalty embedding (cf. [1]) we havemany more variables than in the standard embedding. This is a great advantage.Up to now, we have been successful with all our examples. Let us mention that theauthors follow the same concept as for the penalty embedding in [1].2. THEORETICAL BACKGROUND AND ON THE PROGRAMPACKAGE PAFOFirst, we present a very short version of 2.5, 2.6 from [17]. We consider the generalone-parametric problem:P (t) minff(x; t)jx 2M(t)g; t 2 IR resp. t 2 [0; 1]; (2.1)where M(t) = fx 2 IRnjhi(x; t) = 0; i 2 I; gj(x; t) � 0; j 2 Jg, and f; hi; gj 2C3(IRn � IR; IR); i 2 I; j 2 J .Furthermore, we introduce the following notations:�gc := f(x; t) 2 IRn � IRjx is a g. c. point of P (t)g;�stat := f(x; t) 2 IRn � IRjx is a stationary point of P (t)g;�loc := f(x; t) 2 IRn � IRjx is a local minimizer of P (t)g;H := (h1; : : : ; hm)T ; G := (g1; : : : ; gs)T :The Linear Independence Constraint Quali�cation (brie
y LICQ) is satis�ed at�x 2 M(�t) if the vectors Dxhi(�x; �t), i 2 I , Dxgj(�x; �t), j 2 J0(�x; �t), are linearlyindependent (J0(x; t) := fj 2 J jgj(x; t) = 0g).The Mangasarian{Fromovitz Constraint Quali�cation (brie
y MFCQ) is satis�edat �x 2M(�t) if:(MF1) Dxhi(�x; �t), i 2 I , are linearly independent,(MF2) there exists a vector � 2 IRn withDxhi(�x; �t)� = 0; i 2 I; 1Dxgj(�x; �t)� > 0; j 2 J0(�x; �t):



A Modi�ed Standard Embedding for Linear Complementarity Problems 555Next, we cite our short characterization from [16] { [18] of the class F , introducedby Jongen, Jonker and Twilt.If (f;H;G) 2 F , then �gc can be divided into 5 types.

MFCQ holds(k)�z MFCQ violated(l) �z MFCQ violated(m)�zType 5 J0(�z) 6= ;(g) �z J0(�z) 6= ;(h)�z J0(�z) = ;(i) �z J0(�z) = ;(j)�zType 4 (e) �z (f)�zType 3 (a)�z (b)�z (c)�z (d)�zType 2Type 1 �z

Fig. 2.1. The full curve stands for the curve of stationary points z = (x; t),and the dotted curve represents the curve of g. c. points that are not stationary points.Type 1: A point (�x; �t) 2 �gc is of Type 1 (non-degenerate critical point), i. e.,(�x; �t) 2 �1gc, if the following conditions are satis�ed:There exist ��i; ��j 2 IR, i 2 I , j 2 J0(�x; �t) with0@Dxf +Xi2I ��iDxhi + Xj2J0(�x;�t) ��jDxgj1A j(x;t)=(�x;�t) = 0; (2.2)the LICQ is satis�ed at �x 2M(�t); (2.3a)(therefore ��i, ��j , i 2 I , j 2 J0(�x; �t) are uniquely de�ned)��j 6= 0; j 2 J0(�x; �t); (2.3b)D2xL(�x; �t)jT (�x;�t) is nonsingular; (2.3c)where D2xL is the Hessian of the LagrangianL(x; t) = f(x; t) +Xi2I ��ihi(x; t) + Xj2J0(�x;�t) ��jgj(x; t);1We consider all gradients as a row vector.



556 S. ALLENDE ALLONSO, J. GUDDAT AND D. NOWACKand the uniquely determined numbers ��i; ��j are taken from (2.2).Furthermore,T (x; t) = f� 2 IRnjDxhi(x; t)� = 0; i 2 I; Dxgj(x; t)� = 0; j 2 J0(x; t)gis the tangent space at (x; t). D2xL(x; t)jT (x;t) represents V TD2xLV , where V is amatrix whose columns form a basis of T (x; t).The set �gc is the closure of the set of all points of Type 1, the points of theTypes 2{5 constitute a discrete subset of �gc. The points of the Types 2{5 representfour basic degeneracies (for details of the de�nition we refer to [16] { [18]):Type 2 | violation of (2.3b),Type 3 | violation of (2.3c),Type 4 | violation of (2.3a) and jI j+ jJ0(�z)j � 1 < n,Type 5 | violation of (2.3a) and jI j+ jJ0(�z)j = n+ 1.For each of these �ve types Figure 2.2 illustrates the local structure of �gc in theneighbourhood of stationary points.

Type 5(i) Type 5(j) Type 5(k)tx Type 3(e) Type 3(f) Type 4(g) Type 4(h)
Type 1(a) Type 2(b) Type 2(c) Type 2(d)

Fig. 2.2. The full curve stands for a curve of local minimizers and the dotted curve in(c), (d), (e), (f) represents a curve of stationary points not being local minimizers. Thedotted curve in (g), (h) stands for a curve of stationary points in case of J0(�x; �t) = ;.Remark 2.1. In Chapter 4 we need a complete description of a point of Type 4.Let J0(�x; �t) = f1; : : : ; pg (w.l.o.g.).(�x; �t) 2 �4gc, if the following conditions are satis�ed:



A Modi�ed Standard Embedding for Linear Complementarity Problems 557a) 1 � m+ p � n and it holds that
rank0BBBBBBBBBBBB@

Dxh1(�x; �t)...Dxhm(�x; �t)Dxg1(�x; �t)...Dxgp(�x; �t)
1CCCCCCCCCCCCA = m+ p� 1:

b) �qm+j 6= 0 for all j 2 f1; : : : ; pg, where �q is �xed and de�ned inXi2I �qiDxhi(�x; �t) + pXj=1 �qm+jDxgj(�x; �t) = 0; �q 6= 0m+p:c) (�x; �q1; : : : ; �qm+p�1; �t; 0) 2 IRn+m+p+1 is a non-degenerate critical point of theproblem ^(P ) min F̂(x; q; t; q0)jĜ(x; q; t; q0) = 0g;where
F̂(x; q; t; q0) = t; Ĝ(x; q; t; q0) =

0BBBBBBBBBBBBBBB@
DxL(x; q; t; q0)h1(x; t)...hm(x; t)g1(x; t)...gp(x; t)

1CCCCCCCCCCCCCCCA ;
and L(x; q; t; q0) = q0f(x; t)�Pi2I qihi(x; t)�Pp�1j=1 qm+jgj(x; t)� �qm+pgp(x; t):There are two theorems justifying that (f;H;G) belongs to the class F of Jongen,Jonker and Twilt.Theorem 2.2. (Genericity theorem, cf. [18]) Let (f;H;G) 2 C3(IRn�IR; IR1+m+s).The class F is C35 -open and C35 -dense in C3(IRn � IR; IR)1+m+s, where C35 denotesthe strong (or Whitney-) C35 -topology.The following theorem provides a special perturbation of (f;H;G) with additionalparameters that can be chosen arbitrarily small such that the perturbed functionvector belongs to the class F . Let the space of symmetric n�n-matrices be identi�edby IRn(n+1)=2.



558 S. ALLENDE ALLONSO, J. GUDDAT AND D. NOWACKLet ��gc, � 2 f1; : : : ; 5g be the set of g. c. points of Type �. The class F is de�nedby F = ((f;H;G) 2 C3(IRn � IR; IR)1+m+sj�gc � 5[�=1��gc) :Theorem 2.3. (Perturbation Theorem, cf. [25])Let (f;H;G) 2 C3(IRn �R;R1+m+s). Then, for almost all(b; A; c;D; e; F ) 2 IRn � IRn(n+1)=2 � IRm � IRmn � IRs � IRsn, we have(f(x; t) + bTx+ xTAx;H(x; t) + c+Dx;G(x; t) + e+ Fx) 2 F :Here \almost all" means: Each measurable subset off(b; A; c;D; e; F )j(f(x; t) + bTx+ xTAx;H(x; t) + c+Dx;G(x; t) + e+ Fx) =2 Fghas the Lebesgue-measure zero.De�nition 2.4. Let K � IR [ f�1g. The problem P (t) is called regular in thesense of Jongen{Jonker{Twilt (brie
y JJT-regular) with respect to K if (f;H;G) 2F ���K�(IRn �K) \�gc � S5�=1 ��gc�.Now, we present a theorem that is essential for our analysis.Theorem 2.5. (follows from [14]) We assume that(C1) M(t) is non-empty and there exists a compact set C with M(t) � C for allt 2 [0; 1];(C2) P (t) is JJT-regular with respect to [0; 1];(C3) there exists a t1 > 0 and a continuous function x : [0; t1)! IRn such that x(t)is the unique stationary point for P (t) for t 2 [0; t1);(C4) the MFCQ is satis�ed for all x 2M(t) for all t 2 [0; 1].Then there exists a PC2-path in �stat that connects (x0; 0) with some point (x�; 1).On the program package PAFO (this is a very short version of Chapter 4.5and 5.2 in [17]).PAFO is based on a pathfollowing method (called PATH III in 4.5 [17]) and jumps(called JUMP I in Chapter 5.2 [17] and JUMP II in Chapter 5.3 [17]).Remark 2.6 (i) Pathfollowing methods are also called homotopy- and continua-tion methods in the literature. The great amount of publications shows the interna-tional acceptance of this procedure not only for complementarity problems (cf. e. g.[2, 24, 27]).(ii) There is much numerical experience with such kind of methods (cf. e. g.[4, 5, 10, 24]. PAFO is the only method that works in the class F of Jongen, Jonkerand Twilt, i. e., the types of singularities described above are admitted.We explain the main ideas of PATH III, but not those of JUMP I, II, as we willnot use them here.



A Modi�ed Standard Embedding for Linear Complementarity Problems 559PATH IIIThis algorithm computes a numerical description of a compact connected componentin Pgc, i. e., in particular it �nds a �nite discretization of an interval [tA; tB ], tA <0 < tB (not necessarily [tA; tB ] � [0; 1]), and corresponding g. c. points starting at(x0; 0) 2 Pgc. The algorithm is based on the active index set strategy and is aso-called predictor-corrector scheme (we refer e. g. to [2, 24]) if the active index setis constant. A Newton-like corrector is used.We note that we do not have any numerical di�culties walking around turningpoints of the Types 3 or 4. The main point of the approach consists in the compu-tation of the new index sets for the possible continuations at points of Type 2 and5. This is easily done without any numerical problems.Remark 2.7. If there exists a PC2-path connecting (x0; 0) and a point (x�; 1),PAFO constructs a �nite number of predictor steps in [0,1], i. e., a discretization0 = t0 � � � � � ti � ti+1 � � � � � tN = 1; and, by corrector steps using Newton-like methods, corresponding approximations ~x(ti) of stationary points x(ti); i =1; : : : ; N; where the rate of convergence will be at least superlinear and the points~x(ti) will be obtained by a �nite number of Newton-like steps. This procedure isnumerically stable.3. PROPERTIES OF THE MODIFIED STANDARD EMBEDDINGWe consider the problem (PL) (cf. (1.3)) and the corresponding modi�ed standardembedding P s(t); t 2 [0; 1] (cf. (1.7), (1.8)).Theorem 3.1. Let (A1) and (A2) be satis�ed. Then we have the following prop-erties for P s(t):(i) If we choose the matrix A to be positive de�nite, then x0 is a global minimizer,the unique stationary point for P s(0). Furthermore, x0 is a non-degeneratecritical point for P s(0).(ii) Ms(t) is non-empty for all t 2 [0; 1].(iii) P s(1) = (PL).We introduce the following assumptions:(A3) The MFCQ is satis�ed for all x 2Ms(t) and all t 2 [0; 1),(A4) P s(t) is JJT-regular with respect to [0; 1].Remark 3.2. We have to take into account that the MFCQ can be violated atpoints in Ms(1) =ML \ E(p) because these points are points of Type 5.Using Theorem 2.4 we obtain



560 S. ALLENDE ALLONSO, J. GUDDAT AND D. NOWACKTheorem 3.3. Let (A1), (A2), (A3), and (A4) be satis�ed. Then there exists aPC2-path in �stat that connects (x0; 0) and some point (x̂; t̂) for all t̂ 2 (0; 1), andonly points of Type 1, 2 and 3 may appear.Remark 3.4. Since the point-to-set mapping t ! Ms(t) is closed at t = 1 (cf.e. g. [3]) and Ms(t) � E(p) for t 2 [0; 1], there exists a sequence f(xk; tk)g withxk 2 Ms(tk) that converges to a point (x�; 1). From this point of view we aresuccessful.Now we introduce a condition that is weaker than (A3) to be successful withthe proposed procedure. We know that the starting point x0 for P s(0) (the onlystationary point, cf. Theorem 3.1) lies on a uniquely determined connected compo-nent C(x0; 0) in �stat. Furthermore, we know that C(x0; 0) is the only connectedcomponent in �stat crossing the hyperlane f(x; t) 2 IRn x IR jt = 0g. By clA wedescribe the closure of the set A.Now we introduce the following condition for P s(t) :(F1) The MFCQ is satis�ed for all x 2Ms(t) with (x; t) 2 clC(x0; 0)j[0;t̂]for all t̂ 2 (0; 1).Theorem 3.5. Let (A1), (A2), (F1) and (A4) be satis�ed. Then there exists a PC2-path in �stat connecting (x0; 0) with some point (x�; 1), where x� is a stationarypoint of (P ) if and only if (F1) is satis�ed.Remark 3.6. (concerning the proof): Use the same concept as in the proof ofTheorem 2.4.Remark 3.7. If the condition (F1) is satis�ed and if we do not attain t = 1, thenML \ E(p) is empty. The program package PAFO provides information whether(F1) is satis�ed or not.4. A JUSTIFICATION THEOREM FOR THE JJT-REGULARITYWe ask whether we can justify the very important assumption (A4). We refer tothe perturbation theorem (Theorem 2.2) for the general one-parametric optimizationproblem P (t) (cf. (2.1)). We have to note that, from Theorem 2.2 we cannot directlyderive a perturbation theorem for the special one-parametric optimization problemP s(t) (cf. (1.5)) Theoretically could be appear for P s(t) other singularities as weknow in the class F . >From this point of view we consider the perturbation vectorD := (A; x0; B; q; w0) where A 2 IR 12n(n+1); x0 2 IRn; B 2 IR 12n(n+1); q 2 IRn; w0 2IRn+1:We consider the following perturbed embeddingP sD(t) : minn(x� x0)TA(x � x0)jt(�xTBx� qTx) + (1� t)w00 � 0;t(bjTx�qj) + (1�t)w0j � 0; j2J; xj � 0; j2J; p� kxk2 � 0o; t 2 [0; 1];where A is a symmetric regular matrix, w0i > 0; i = 0; 1; : : : ; n and kx0k2 < p.



A Modi�ed Standard Embedding for Linear Complementarity Problems 561Theorem 4.1. (Perturbation Theorem) For almost all D the problem P sD(t) isJJT-regular with respect to [0; 1].P r o o f . We have to prove that for almost all D = (A; x0;B) with B := (B; q; w0)each g. c. point of P sD(t) is one of the �ve types in the class F . Now we introducethe following notations: J0 := J0(x; t) = fj 2 f0; 1; : : : ; ngjgj(x; t) = 0g [ fj 2f1; : : : ; n+ 1jhj(x) = 0g; J1 := J0 \ f0; 1; : : : ; ng; J2 := f1; : : : ; n+ 1g, whereg0(x; t) := t(�xTBx� qTx+ (1� t)w00 ;gj(x; t) := t(bjTx� qj) + (1� t)w0j ; j 2 J;hj(x) := xj ; j 2 J;hn+1 + (x) := p� kxk2:We consider B and PB(t) as well as a g. c. point (x; t) for PB(t), and distinguish twocases:Case I: The LICQ is satis�ed at the g. c. point (x; t).Case II: The LICQ is not satis�ed at the g. c. point (x; t).CASE I. In this case the corresponding Lagrange-multipliers �j ; j 2 J0; areuniquely determined. We introduce the following setJ 0 := J0 \ fj j �j = 0g:Then the set of g. c. points is described as a union of sets satisfying the followingsystems H(x; t) = 0; (4.1)M(x; t) = 
; (4.2)
1 = 
2
�14 
T2 ; (4.3)�j = 0; j 2 J 0 � J0(x); (4.4)where H(x; t) = Dx;�L(x; �; t) = 0 corresponds to the de�nition of a critical point,(4.4), corresponds to the zero Lagrange multipliers, and (4.2) { (4.3) describe therank of D2x;�L(x; �). Such a matrix 
 has the following structure:
 = 0@ 
1 
2
T2 
4 1A ;where 
4 is symmetric, non-singular and has the rank of 
. Therefore, 
 belongsto the manifold described by (4.3). Then we obtainH(x; �; t) = 0BBBBBBBBB@ 2A(x� x0) + �t[(B +BT )x+ q] + t�1B1 + �2I2 + 2�0xt(xTBx+ qTx) + (1� t)w00 if 0 2 J0(x; t)t(bjx+ qj) + (1� t)w0j ; j 2 J1 � J0(x; t)xj ; j 2 J2 � J0(x; t)kxk2 � p if kxk2 = p
1CCCCCCCCCA



562 S. ALLENDE ALLONSO, J. GUDDAT AND D. NOWACKand M(x; �; t) = 0BBBBBBBBB@ 2A+ �t(B +BT ) t[(B +BT )x + q] tBT1 IT2 2xt[(B +BT )x + q]T 0 0 0 0tB1 0 0 0 0I2 0 0 0 02xT 0 0 0 0
1CCCCCCCCCA ;

where B1(I2) are the rows of B(I) corresponding to the index sets J1 and J2. If thelast (and/or �rst) constraint is not active, the last (and/or n+ 1) row and columnof M are eliminated.We construct the Jacobian of the system (4.1) { (4.4) with respect tox; �; A; x0; B; t; w0 = (w01 ; : : : ; w0n)T ; w00 .0BBBBBBB@
@x @� @�1 @�2 @�0 @A @
 @x0 @t @w0 @w002A + �tB +BT t[B +BTx+ q] tBT1 IT2 2x 2(x� x0) 0 �2A 
 
 0t[B +BTx+ q]T 0 0 0 0 0 0 0 
 0 1� ttB1 0 0 0 0 0 0 0 0 (t� 1)I2 0I2 0 0 0 0 0 0 0 0 0 02x 0 0 0 0 0 0 0 0 0 0
 0 0 0 0 2In(n+1) �I� 0 
 0 000 0 0 0 0 0 I��
 0 0 0 00 IJ; 0 0 0 0 0 0

1CCCCCCCAWe note that a linear combination of the rows of the matrix above, which gives thenull vector, has the coe�cients corresponding to the �rst, second and third blockequal to zero (because of the columns @x0 ; @w00 ; @w0 , respectively). The relationbetween the structure of M and 
 implies that the coe�cients corresponding tothe fourth and �fth block are also zero and, �nally, the gradient vectors of thenon-negativity and compacti�cation constraints are linearly independent. Then thematrix has full rank.Using Sard's Lemma, we see that the rows of the sub-matrix corresponding to@x; @�1 ; @�2 ; @�c ; @t are linearly independent. Furthermore, the number of rows isless than or equal to n+ jJ0j+(n+ jJ0j)(n+ jJ0j+1)=2. Therefore, only three casesmay occur. They correspond to the points of Type 1, 2 or 3.CASE II. It is necessary to prove:a) For almost all B;M(B) is the union of a �nite set of zero dimensional manifolds.b) Let (x; t) be a g. c. point. Then, for almost all B, the set fDxtgj(x; t); j 2 J0(x; t)gis linearly independent.c) For almost all B the Lagrange multipliers corresponding to the g. c. point (x; t)are non-zero.In addition, let J� � J0 and S be the subspace generated by the gradient vectorsDx of the constraints corresponding to J�.



A Modi�ed Standard Embedding for Linear Complementarity Problems 563d) If S has a dimension less than or equal to n�1, then the gradient vector 2A(x�x0)of the objective function belongs to the subspace S.Under these condition we prove that the set (A; x0;B), where (x; t) is not a pointof Type 4 or 5, has the Lebesgue measure zero. Then Theorem 4.1 is proved byFubini's Theorem.Now we prove a) and c): We will consider all possible sets of indices of activeconstraints. We �x one of them and assume that the quadratic and the compacti�-cation constraints and some of the linear and non-negativity constraints are active.If they are not active, the proof is analogous.Let us consider a point (x; t) where the LICQ does not hold, and the associatedmultipliers (�; �1; �2; �c), which describe the linear dependence. � is the multiplierassociated with the complementarity constraint, �1 is the vector of multipliers of theinequalities in J1; �2 that for the inequalities in J2, and �c that for the compacti�-cation constraint. Then we obtain the following system:t�[(B +BT )x+ q] + t Pj2J10 (x;t)�1jBj + Pj2J20 (x;t)�2jej + 2�cx = 0;�t[xTBx+ qTx] + (1� t)w00 = 0;t(bjrx+ qj) + (1� t)w0j = 0; j 2 J1;xj = 0; j 2 J2;kxk2 = p: (4.5)
Since the gradient vectors of the non-negativity constraints and of the compacti-�cation constraints are linearly independent, either � 6= 0 or �1 6= 0 holds.If � = 1, then the Jacobian with respect to x; t, the multipliers, w00 ; w0; B, and qof the above system have the structure:0BBBB@ @x @�1 @�2 @�c @w00 @w0 @q @B @t
 
 IT2 2x 0 0 tI �11I � � � �1jJ1jI 

 0 0 0 1� t 0 �tx 
 

 0 0 0 0 (1� t)I1 tI1 
 
I2 0 0 0 0 0 0 0 02xT 0 0 0 0 0 0 0 0 1CCCCA:If �0 = 0 and �1p = 1, then the Jacobian of the system is the following matrix:0BBBB@ @x @� @�1 @�2 @�c @w00 @w0 @q @B @t
 
 
 IT2 2x 0 0 0 
j�1pI j
 

 0 0 0 0 (1� t) 0 
 
 

 0 0 0 0 0 (1� t)I1 (1� t)I1 
 
I2 0 0 0 0 0 0 0 0 0xT 0 0 0 0 0 0 0 0 0 1CCCCA:In both cases the matrices have full rank.



564 S. ALLENDE ALLONSO, J. GUDDAT AND D. NOWACKSard's Lemma implies that, given a set of active constraints, the sub-matrix Dgiven by the column blocks has full rank for almost all w00 ; w0; B and q : n+1+jJ0j�1.Then the dimension of the set described by the system is 0.b) is a consequence of the previous analysis, considering the rows corresponding tothe gradient of the constraints with respect to (x; t).For proving c): We consider the above system under additional conditions: �j =0; �j 2 J 0 � J0.The Jacobian of the new system has now an additional block of rows:@x @�;� @w00 @w0 @B @q @t� � � � � � �� � � � � � �� � � � � � �0 IJ0 0 0 0 0 0By the same arguments, the submatrix Dx0Dt0D�0 has full rank by the rows foralmost all B;w00 ; w0; q.Since the dimension of the space is N + 1 + jJ0j � 1 = N + jJ0j, it holds thatN + jJ0j+ jJ 0j � N + jJ0j Then we have jJ 0j = 0.We have discussed properties related to the feasible set of the constraint. Be-fore proving a property related the objective function. We note that the followingproperty of M(t) is an immediate consequence of the above analysis:Remark 4.2. For any t 2 [0; 1) and for almost all w00 and w0, at most n + 1constraints of the parametric problem P sD(t) can be active at a feasible point.For proving d) we �x the g. c. point (there is a countable number of candidates):Let J�� � J0 be such that J� generates S. We look for the solvability of thefollowing system S(�) :2A(x� x0) + t��b(B +BT )x+ qc+ t Xj2J�10 (x;t)�1�j bj + Xj2J�20 (x;t)�2�j ej + 2��cx = 0The Jacobian with respect to x, the multipliers, A and x0, reads:@�� @�1� @�2� @�c� @A @x0
 
 
 
 
 �2A:Since A is regular, the last block of this matrix has rank n. So, using Sard'sLemma, the sub-matrix corresponding to �; �1� ; �2� ; �c� has full rank n for almost allx0, which contradicts the assumption that S has a dimension less than n. Therefore,d) holds.Due to Remark 4.1 we consider two possibilities:



A Modi�ed Standard Embedding for Linear Complementarity Problems 565(i) jJ0(x; t)j � n,(ii) jJ0(x; t)j = n+ 1.In the �rst case, x; t satis�es the condition a) of a point of Type 4 (cf. Chapter 2).The property c) implies condition b), for almost all B;w0; w00 ; q.For proving c) we show that x; t is a g. c. point of Type 4. The LICQ doesnot hold at x; t, but the property b) implies that the set fDx;tgj(x; t); j 2 J0(x; t)gis linearly independent, hence Pj2J0 �jDxgj(x; t) = 0; Pj2J0 �jDtgj(x; t) 6= 0;where all coe�cients are non-zero. Without loss of generality, we assume thatPj2J0 �jDtgj(x; t) = 1: Then (x; t) is a g. c. point of Type 4. The gradients ofthe active constraints forms is a submatrix of M with rank n + jJ0j for almost allperturbations. Hence, the LICQ is satis�ed at (x; t) and the subspace S4 is gen-erated by the gradients of active constraints, has dimension n + jJ0j for almost allperturbations. (x; t) is a non-degenerated critical point. Properties b) and d) allowto construct a orthogonal basis of S4. Then there exists a vector w 6= 0 such thatwTD2xxL4w 6= 0, where L4 is de�ned by (2.4).The theorem is proved. 25. ILLUSTRATIVE EXAMPLESExample 1. We consider the (LCP) de�ned byB = 0BBB@ �4 1 12 4 10 1 4 1CCCA ; q = 0BBB@ 1�6�4 1CCCAB is an inde�nite matrix. We have chosen A = In, the starting point x0 =(0:1 0:1 0:1)T and p = 130.Passing 3 singularities of Type 2, we reach t = 1 at a point of Type 5, which is thesolution x� = (0:68183 0:96969 0:75758)T of the (LCP):t x1 x2 x3NEWS 0.00000 0.10000 0.10000 0.10000TYPE 2 0.15875 0.10000 0.10000 0.10000TYPE 2 0.29483 0.37697 0.65395 0.23849TYPE 2 0.88693 0.51605 1.03258 0.70995TYPE 5 1.00000 0.68183 0.96969 0.75758



566 S. ALLENDE ALLONSO, J. GUDDAT AND D. NOWACKIn order to save space we show only Figure 5.1 with respect to x1.
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Fig. 5.1.Example 2. We consider the (LCP) de�ned byB = 0BBBBBB@ 0 2 �3 �2�2 0 1 23 �1 0 42 �2 �4 0
1CCCCCCA ; q = 0BBBBBB@ 9�5�914

1CCCCCCA :We note that B is an antisymmetric inde�nite matrix. We choose A = In, thestarting point x0 = (1 1 1 1)T and p = 100. Passing 4 singularities of Type 2 att = 1 in a singularity of Type 5, we obtain the solution x� = (1 2 3 2)T of the (LCP):t x1 x2 x3 x4NEWS 0.00000 1.00000 1.00000 1.00000 1.00000TYPE 2 0.10000 1.00000 1.00000 1.00000 1.00000TYPE 2 0.19529 0.88534 1.06370 1.11466 0.82164TYPE 2 0.20213 0.91570 1.07146 1.19511 0.84424TYPE 2 0.63637 0.92857 1.21429 2.85715 1.71429TYPE 5 1.00000 1.00000 2.00000 3.00000 2.00000Figure 5.2 shows the curves of stationary points connecting x0 at t = 0 with thesolution x� at t = 1 with respect to x1.
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Fig. 5.2.Example 3. We consider the (LCP) withB = 0@ 1 3 1�2 1 �13 �2 1 1A ; q = 0@ �421 1A ;where B is inde�nite. If we choose A = In; p = 100, and the starting pointx0 = 0@ 111 1A ;then we reach the solution x� = (1:42855 0:85709 0:00000)T at t = 1, passing 3singularities of Type 2: t x1 x2 x3NEWS 0.00000 1.00000 1.00000 1.00000TYPE 2 0.20001 1.00000 1.00000 1.00000TYPE 2 0.55956 0.95655 0.60270 0.44809TYPE 2 0.90401 1.40657 0.79854 0.09164TYPE 5 1.00000 1.42855 0.85709 0.00000
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Fig. 5.3.
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Fig. 5.4.Furthermore, beginning at the �rst singularity of Type 2, we have followed g. c.points and, at t = 1, we obtain a further solution x�� = (0 3 5)T of the (LCP). Onthis path we also have singularities of Type 3, Type 4, and Type 5:t x1 x2 x3NEWP 0.20001 1.00000 1.00000 1.00000TYPE 2 0.01060 3.91175 0.00000 4.44276TYPE 2 0.00356 6.77931 0.00000 7.35126TYPE 4 0.00356 6.74284 0.00000 7.38472TYPE 5 0.00909 0.00000 0.00000 10.00000TYPE 2 0.12603 0.00000 0.00000 2.18041TYPE 3 0.32143 0.00000 0.99945 1.33333TYPE 4 0.31250 0.00000 1.39988 1.60000TYPE 2 0.44974 0.00000 2.40026 2.57681TYPE 5 1.00000 0.00000 3.00000 5.00000The above table illustrates that the assumption (A3) is not satis�ed. Figure 5.4shows these curves with respect to x1, but we are also successful.
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