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Karel Sladký
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DECENTRALIZED OUTPUT REGULATION OF LARGE
SCALE NONLINEAR SYSTEMS WITH DELAY

Zhengtao Ding

This paper deals with output regulation of a class of large-scale nonlinear systems with
delays. Each of the subsystems is in the output feedback form, with nonlinear functions of
the subsystem output and the outputs of other subsystems. The system outputs are subject
to unknown constant delays. Both the system dynamics and the measurements are subject
to unknown disturbances generated from unknown linear exosystems. Decentralized control
design approach is adopted to design local controllers using measurements or regulated
errors in each subsystems. It is shown in this paper that delays in the outputs of subsystems
do not affect the existence of desired feedforward control input, and the invariant manifolds
and the desired feedforward inputs always exist if the nonlinear functions are polynomials.
Through a special parameterization of an augmented exosystem, an internal model can
be designed for each subsystem, without the involvements of the uncertain parameters.
The uncertain parameters affected by the uncertainty of the exosystem are estimated using
adaptive control laws, and adaptive coefficients in the control inputs are used to suppress
other uncertainties. The proposed decentralized adaptive control strategy ensures the global
stability of the entire system, and the convergence to zero of the regulated errors. An
example is included to demonstrate the proposed control strategy.

Keywords: decentralized control, output regulation, nonlinear systems, time delay

AMS Subject Classification: 93A14, 93D15, 93D21, 93D05, 93C10, 37C27

1. INTRODUCTION

Many industrial control systems can be modeled as large-scale nonlinear systems,
and decentralized control has been a successful strategy in dealing with control
design based on local information, see [8, 9, 10, 13, 15] and references therein. While
most of results of decentralized control focus on stabilization and tracking, output
regulation has been considered in [13, 15], where output tracking and disturbance
rejection can be uniformly formulated and solved in the control design. These results
on output regulation are obtained under the assumption that there is not time delay
in the system, and there exists certain immersion of the exosystem for internal model
design. As time delay is a realistic problem in control systems, especially in large
scale control systems, we devote this paper to address decentralized control design
for output regulation of large scale nonlinear systems with time delay.
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Output regulation deals with tracking and rejecting periodic signals while main-
taining the stability of the closed loop control system. Local results for output
regulation for nonlinear systems are reported in [6, 7]. More recently, global output
regulation has been addressed in the literature for nonlinear systems in the output
feedback form [2, 12], and the results have been extended to deal with unknown linear
exosystems with adaptive control techniques and nonlinear exosystems [3, 11, 14].
On the other hand, time delay has been a control design problem for even longer
time with vast amount of results. With a big contrast to the large amount of results
on control design for systems with time delay, there are much fewer results on out-
put regulation for systems with time delay. A result on output regulation of linear
systems is reported in [5], where a transcend regulator equation is proposed. For
output regulation of nonlinear systems with time delay, it is shown that the problem
is solvable for a special class of nonlinear systems if and only if an integral equa-
tion is solvable [4]. Those methods cannot be directly extended to solve the output
regulation considered in this paper. In one of our recent results [1], time delay has
been tackled in a different way for a class of single input and single output nonlinear
systems with time delay. The key idea is to convert the time delay in the state for
the exosystem to a linear transformation. This idea is further explored in this paper
to establish the existence of the invariant manifolds and desired feedforward control
input for each subsystems.

In this paper, we present a systematic design method for decentralized output
regulation of a class of large scale nonlinear systems with unknown time delays. The
nonlinear systems considered are allowed to have unknown parameters for almost
all the coefficients, with the exception of the signs of the high frequency gains of
the subsystems. The exosystem is assumed linear with a known order, otherwise
completely unknown. The nonlinear functions are functions of system outputs and
unknown disturbances. The control design only requires the structures of nonlinear
functions, to determine the structure of the internal models. When assuming all the
nonlinear functions are polynomials, the existence of the augmented linear exosys-
tems will be shown to produce the desired feedforward inputs and internal models
are then designed for every subsystems. Based on the structure of augmented exosys-
tems and adaptive control techniques, a decentralized control is designed for each
of the subsystems to ensure the global stability of the overall large scale nonlinear
system and the convergence to zero of the regulated errors or the measurements of
the system. A design example is included to demonstrate the proposed decentralized
control strategy and the simulation results are also included in the paper.

2. PROBLEM FORMULATION

Consider a class of large-scale nonlinear systems which can be transformed into the
output feedback form

ẋi(t) = Ai(a)xi(t) + φ̄i(y1(t), . . . , yN (t), y1(t − d1), . . .
. . . , yN (t − dN ), w, a) + bi(a)ui(t),

yi(t) = Ci(a)xi(t)
ei(t) = yi(t) − qi(w(t), a), i = 1, . . . , N,
xi(θi) = δi(θi), θi ∈ [−d̄i, 0]

(1)
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where xi ∈ Rni , yi ∈ R, ui ∈ R, t ∈ R and ei ∈ R are respectively, the state, output,
input, and the regulated error of the ith subsystem; and a ∈ Rq is a vector of
unknown parameters; φ̄i, and qi are known polynomials of their variables, di are
constant but unknown delays in the system outputs, with d̄i as the upper bounds,
δi : R → Rni are bounded functions denoting the initial conditions, and, w ∈ Rm

are disturbances which are generated by a linear exosystem

ẇ = Sw (2)
where S is an unknown matrix.

Remark 1. The nonlinear functions φ̄i and qi can be more general nonlinear func-
tions, as shown in our previous result [13]. They are assumed to be polynomials here
for the convenience of presentation. Multiple delays in each of yi can be considered
as well. For the same reason, we only consider one delay for each yi in this paper.

Assumption 1. The eigenvalues of S are with zero real parts, and are distinct.

Assumption 2. Linear system characterized by {Ai(a), bi(a), Ci(a)}, for i = 1, . . .
. . . , N , are of minimum phase, controllable and observable, and with relative degree
one, and with known signs of the high frequency gains.

Without lost of generality, we further assume the sign of high frequency gain is
positive.

Remark 2. Systems with higher relative degrees than one can be dealt with by
backstepping technique. Here, we assume that the subsystems are with relative
degree one, again, for the convenience of presentation.

From Assumption 2, we can assume, without lost of generality, that

Ai =


0 1 0 . . . 0
0 0 1 . . . 0
...

...
...

. . .
...

0 0 0 . . . 1
0 0 0 . . . 0

 , bi =

 bi,1(a)
...

bi,ni(a)

 , Ci =


1
0
...
0


T

.

Remark 3. Since each subsystem is observable, there exists a transformation for
{Ai(a), bi(a), Ci(a)} to the observer canonical form. We can apply the same trans-
formation to the subsystem and absorb all the output related terms in φ̄i.

The decentralized output regulation problem that we are going to solve is to find,
for each subsystem, a finite dimensional system{

µ̇i = νi(µi, ei(t), ui), µi ∈ Rsi

ui = ui(µi, ei(t)), i = 1, . . . , N
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such that for every initial condition δi(θi) ∈ Rni , w(0) ∈ Ω ⊂ Rm, xi(t), µi(t) and
ui(t) are bounded ∀t ≥ 0, and limt→∞ ei(t) = 0.

We introduce a state transformation for each subsystem as{
zi = xi,2:ni − h−1

i (a)bi,2:ni(a)xi,1

yi = xi,1

(3)

with subscript 2 : ni denoting the 2 to ni elements of a vector, and hi = bi,1, which
transforms the subsystem into

żi(t) = Bi(a)zi + φi(y1(t), . . . , yN (t), y1(t − d1), . . . , yN (t − dN ), w(t), a)
ẏi(t) = Hi(a)zi + ψi(y1(t), . . . , yN (t), y1(t − d1), . . . , yN (t − dN ), w(t), a)

+ hi(a)ui(t)

where

Bi =


−bi,2/bi,1 1 0 . . . 0

...
...

...
. . .

...
−bi,ni−1/bi,1 0 0 . . . 1
−bi,ni/bi,1 0 0 . . . 0

 ,

φi = φ̄i,2:n − h−1
i bi,2:ni φ̄i,1,

ψi = φi,1 + h−1
i bi,2y,

Hi = [1, . . . , 0]

with Hi ∈ Rni−1.

3. INVARIANT MANIFOLD AND INTERNAL MODEL DESIGN

To deal with delays in the system outputs, we have the following lemma.

Lemma 1. Given the exosystem (2) and a constant delay d, there exists a constant
matrix T (d) such that w(t − d) = T (d)w(t).

P r o o f . From Assumption 1, we know that the eigenvalues of S are distinct with
zero real parts, and therefore the eigenvalues can only take the values

{0,±jω1, . . . ,±jω(m−1)/2}
or {±jω1, . . . ,±jωm/2}

for some positive values ωi, i = 1, . . . , (m−1)/2 or ωi, i = 1, . . . ,m/2. When there is
a zero, the corresponding disturbance will be a constant, and it will not be affected
by the time delay. Therefore, we consider the case with no constant bias, that is,
the eigenvalues of S are {±jω1, . . . ,±jωm/2} with m as an even number. In this
case, we have

S = D−1ΣD
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where D ∈ Rm×m is a constant matrix, and

Σ = diag{Σ1, . . . , Σm/2}

with
Σi =

[
0 ωi

−ωi 0

]
.

From the exosystem, we have

w(t) = eSdw(t − d).

Therefore we have

T (d) = e−Sd = D−1e−ΣdD = D−1diag{e−Σ1d, . . . , e−Σm/2d}D

with
e−Σid =

[
cos ωid − sinωid
sinωid cos ωid

]
.

This completes the proof. ¤

With the result shown in Lemma 1, we can express each qi(w(t − di), a) as a
function of w(t)

q̄i(w, a) := qi(w(t − di), a) = qi(T (di)w(t), a)

and define

φ
[1]
i (w, a) := φi(q1(w, a), . . . , qN (w, a), q1(T (d1)w(t), a), . . . , qN (T (dN )w(t), a), w, a)

= φi(q1, . . . , qN , q̄1, . . . , q̄N , w, a),

ψ
[1]
i (w, a) := ψi(q1(w, a), . . . , qN (w, a), q1(T (d1)w(t), a), . . . , qN (T (dN )w(t), a), w, a)

= ψi(q1, . . . , qN , q̄1, . . . , q̄N , w, a).

We have the following lemma for the invariant manifolds and the desired feedfor-
ward control inputs.

Lemma 2. There exists an augmented exosystem

η̇(t) = S̄η(t) (4)

where η ∈ Rm̄ with m̄ ≥ m such that, each qi(w, a), φ
[1]
i and ψ

[1]
i , i = 1, . . . , N , can

be expressed as

qi(w(t), a) = Qi(a)η(t), (5)

φ
[1]
i (w(t), a) = Φi(a)η(t), (6)

ψ
[1]
i (w(t), a) = Ψi(a)η(t) (7)
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where Qi ∈ R1×m̄, Φi ∈ R(ni−1)×m̄ and Ψi ∈ R1×m̄ are constant matrices. Further-
more, there exist two constant matrices Πi ∈ R(ni−1)×m̄ and L̄i(a) ∈ R1×m̄, such
that if

πi(t, a) := Πi(a)η(t) (8)
li(t, a) := L̄i(a)η(t) (9)

with πi(t, a) ∈ Rni−1 and li(t, a) ∈ R, then

d
dt

πi(t, a) = Biπi(t, a) + φ
[1]
i (w(t), a) (10)

d
dt

qi(w(t), a) = H(a)iπi(t, a) + ψ
[1]
i (w(t), a) + hi(a)li(t, a). (11)

P r o o f . Since qi(w, a), φ
[1]
i and ψ

[1]
i , i = 1, . . . , N , are polynomials of w, there are

finite frequency components in each of the terms, and those frequency components
can be combinations of frequency components contained in w. Let Ω be the set
containing all the different individual frequencies that appear in qi(w, a), φ

[1]
i and

ψ
[1]
i , i = 1, . . . , N , ie, Ω = {0, ω1, . . . , ωnω}. We can construct S̄ as

S̄ = diag{0, s1, . . . , snω}

where si =
[

0 ωi

−ωi 0

]
, and m̄ = 2nω + 1. If the initial value of η is set as

ηT (0) = [1, 0, 1, . . . , 0, 1], it can be shown that

η(t) =



1
sin ω1t
cos ω1t

...
sinωnω t
cos ωnω

t


.

Therefore, there exist Qi, Φi and Ψi to satisfy equations (5), (6) and (7), depending
on the amplitudes and phases of each frequency components in each of the elements
in qi(w, a), φ

[1]
i and ψ

[1]
i .

Let Πi(a) be the unique solution of the following equation

Πi(a)S̄ = B(a)iΠi(a) + Φi(a)

which is guaranteed by the fact that S̄ and Bi have mutually exclusive eigenvalues as
each of the subsystem is of minimum phase. It is then easy to verify that πi(t, a) =
Πi(a)η(t) satisfies (10). It is ready to verify (11) if L̄i(a) is defined as

L̄i(a) = h(a)−1[Qi(a)S̄ − Hi(a)Πi(a) − Ψi(a)].

This completes the proof. ¤
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Remark 4. In the proof of Lemma 3, the first element of S̄ is set 0. This is for
the generation of a constant bias in the desired feedforward control. If the constant
bias is zero, we have S̄ = diag{s1, . . . , snω}. In the example included in this paper,
the constant bias is zero.

Note that πi(t, a) = Πi(a)η(t) is often referred to as the invariant manifold for
zi and li(t, a) is referred to as the desired feedforward control input for output
regulation for the ith subsystem.

Introduce the following transformation based on the invariant manifold with{
z̃i(t) = zi(t) − πi(t, a),
ei(t) = yi(t) − qi(w(t), a), i = 1, . . . , N.

From the results shown in Lemma 2, we have the model for the control design in the
next section

˙̃zi(t) = Bi(a)z̃i(t) + φ̃i(e1(t), . . . , eN (t), e1(t − d1), . . . , eN (t − dN ), w(t), a),
ėi(t) = Hi(a)z̃i(t) + ψ̃i(e1(t), . . . , eN (t), e1(t − d1), . . . , eN (t − dN ), w(t), a)

+ hi(a)(ui(t) − li(t, a)), i = 1, . . . , N,

(12)
where

φ̃i(e1(t), . . . , eN (t), e1(t − d1), . . . , eN (t − dN ), w(t), a)
= φi(y1(t), . . . , yN (t), y1(t − d1), . . . , yN (t − dN ), w(t), a) − φ

[1]
i (w(t), a),

ψ̃i(e1(t), . . . , eN (t), e1(t − d1), . . . , eN (t − dN ), w(t), a)
= ψi(y1(t), . . . , yN (t), y1(t − d1), . . . , yN (t − dN ), w(t), a) − ψ

[1]
i (w(t), a).

For the functions φ̃i and ψ̃i, we have the following properties which are useful for
control design and stability analysis.

Lemma 3. There exist positive real constants r
[1]
i,j and r

[2]
i,j , for i, j = 1, . . . , N , and

a positive integer p such that

‖φ̃i‖2 ≤
N∑

j=1

r
[1]
i,j [(e

2
j (t) + e2p

j (t)) + (e2
j (t − dj) + e2p

j (t − dj))] (13)

|ψ̃i|2 ≤
N∑

j=1

r
[2]
i,j [(e

2
j (t) + e2p

j (t)) + (e2
j (t − dj) + e2p

j (t − dj))]. (14)

P r o o f . From the definition of φ̃i, we have

φ̃i(0, . . . , 0, 0, . . . , 0, w(t), a) = 0.
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As a consequence, each element of φ̃i is a polynomial of ej(t) and ej(t − dj) for
j = 1, . . . , N without constant bias. Notice that w(t) and a or their functions may
appear as coefficients of the elements in φ̃i. For any given initial state w(0), w(t)
remains bounded. Hence, each element of φ̃i is a polynomial of ej(t) and ej(t − dj)
for j = 1, . . . , N with bounded coefficients. Notice that for any cross terms involving
more than one error terms can be spitted using the property |xy| < 1

2 (x2+y2) for any
error terms x and y. Therefore, there exist r

[1]
i,j depending on the actual polynomials

and w(t) and a and an integer p, depending on the actual polynomials, such that
(13) holds. Similarly, we can establish (14).

Internal models are designed to estimate the desired feedforward control input
li(t, a). Based on the result shown in Lemma 2, we can further introduce a state
transformation for the augmented exosystem for each subsystem as

ξi = Miη, , i = 1, . . . , N,

where Mi ∈ Rm̄×m̄ satisfies

Mi(a)S̄ − FMi(a) = GL̄i(a)

with F ∈ Rm̄×m̄ and G ∈ Rm̄, and F being Hurwitz and {F,G} being controllable.
Note the unique solution of Mi(a) satisfying (15) is guaranteed by the controllability
of {F,G} and the observability of {S̄, Li(a)}. Under the coordinate ξi, the desired
feedforward control is given by{

ξ̇i(t) = Fξi(t) + Gli(t, a),
li(t, a) = Li(a)ξi, i = 1, . . . , N

where Li(a) = L̄i(a)M−1
i (a). We define the internal models as

˙̂
ξi(t) = F ξ̂i(t) + Gui(t), i = 1, . . . , N. (15)

Define an auxiliary error

ξ̃i = ξi − ξ̂i + h−1
i (a)Gei. (16)

It can be shown that

˙̃
ξi = F ξ̃i − h−1

i (a)FGei + h−1
i (a)GHi(a)z̃i + h−1

i (a)Gψ̃i.

Since F is Hurwitz, there exists a positive definite matrix P ∈ Rm̄×m̄ such that

FT P + PF = −5I

where I is a generic notation for an identity matrix with a proper dimension. Let

Vξ,i = ξ̃T
i P ξ̃i.
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It then can be obtained that

V̇ξ,i(t) = −5ξ̃T
i ξ̃i − 2ξ̃T

i Ph−1
i (a)FGei + 2ξ̃T

i Ph−1
i (a)GHi(a)z̃i + 2ξ̃T

i Ph−1
i (a)Gψ̃i

≤ −2‖ξ̃i(t)‖2 + r
[1]
i,0e

2
i (t) + rz,i‖z̃i(t)‖2

+
N∑

j=1

r
[3]
i,j [(e

2
j (t) + e2p

j (t)) + (e2
j (t − dj) + e2p

j (t − dj))]

where
r
[1]
i,0 ≥ ‖h−1

i (a)PFG‖2,

rz,i ≥ ‖h−1
i (a)PGHi(a)‖2,

r
[3]
i,j ≥ ‖h−1

i (a)PG‖2r
[2]
i,j . ¤

Remark 5. When introducing desired control input for the ith subsystem for the
internal model design, we assume the observability of {S̄, Li(a)}. The condition for
this assumption to hold is that the desired feedforward control input li(t, a) contains
all the frequency modes specified in S̄, ie, for all the frequency components of ωi,
i = 1, . . . , nw. The observability of {S̄, Li(a)} and the controllability of {F,G}
ensure the unique and nonsingular solution of Mi(a). If the pair {S̄, Li(a)} is not
observable, it implies that li(t, a) does not contain some frequency components. In
this case, all the frequency components that are contained in li(t, a), are a subset of
ωi, i = 1, . . . , nw, and they can be used to form an S̄′ with a lower dimension, say,
m̄′ < m̄. Then there exists an Li(a)′ ∈ R1×m̄′

such that {S̄′, Li(a)′} is observable,
and the internal model design can still be carried out in the same way with any
controllable pair {F ′, G′}, F ′ ∈ Rm̄′×m̄′

and G′ ∈ Rm̄′
.

4. CONTROL DESIGN

With the definition of ξ̃i in (16), the dynamics of ei in (12) can be rewritten as

ėi(t) = Hi(a)z̃i(t) + ψ̃i + hi(a)[ui(t) − Li(a)(ξ̃i + ξ̂i − h−1
i (a)Gei)]

= Hi(a)z̃i(t) + ψ̃i − hi(a)Li(a)ξ̃i + Li(a)Gei + hi(a)(ui(t) − Li(a)ξ̂i).

The decentralized control for the ith sub-system is designed as
ui(t) = −ci(t)(ei(t) + e2p−1

i (t)) + L̂i(t)ξ̂i(t)
ċi(t) = γi(e2

i (t) + e2p
i (t)), ci(0) ≥ 0,

˙̂
Li(t) = −ei(t)ξ̂T

i (t)Γi

(17)

where γi ∈ R is a positive real number and Γi ∈ Rm̄×m̄ is a positive definite matrix.
Under this control law, we have

ėi(t) = Hi(a)z̃i(t) + ψ̃i(t) − hi(a)Li(a)ξ̃i + Li(a)Gei(t)

−hi(a)ci(t)(ei(t) + e2p−1
i (t)) − hi(a)L̃iξ̂i(t)
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where L̃i = Li − L̂i. Let

Ve,i(t) =
1
2
e2
i (t).

It can be obtained that

V̇e,i(t) = −hi(a)ci(t)(e2
i (t) + e2p

i ) + ei(t)Hi(a)z̃i(t) + ei(t)ψ̃i

−ei(t)hi(a)Li(a)ξ̃i + Li(a)Ge2
i − hi(a)L̃iei(t)ξ̂i

≤ −hi(a)ci(t)(e2
i (t) + e2p

i ) + r
[2]
i,0e

2
i (t) + ‖z̃i‖2 + ‖ξ̃i‖2 − hi(a)L̃iei(t)ξ̂i

+
N∑

j=1

r
[2]
i,j [(e

2
j (t) + e2p

j (t)) + (e2
j (t − dj) + e2p

j (t − dj))]

where r
[2]
i,0 ≥ 1

4‖Hi(a)‖2 + 1
4‖hi(a)Li(a)‖2 + ‖Li(a)G‖ + 1

4 .
From Assumption 2, we know that Bi(a) is Hurwitz, and therefore there exists a

positive definite matrix Pi ∈ R(ni−1)×(ni−1) satisfying

BT
i (a)Pi + PiBi(a) = −(3 + rz,i)I.

Let

Vz,i(t) = z̃T
i (t)Piz̃i(t).

It can be obtained from (12) and Lemma 3 that

V̇z,i(t) = −(3 + rz,i)z̃T
i (t)z̃i(t) + 2z̃T

i (t)Piφ̃i

≤ −(2 + rz,i)‖z̃i(t)‖2 +
N∑

j=1

r
[4]
i,j [(e

2
j (t) + e2p

j (t)) + (e2
j (t − dj) + e2p

j (t − dj))]

where r
[4]
i,j = ‖Pi‖2r

[1]
i,j .

To analyze the stability for the ith subsystem, we introduce a few notations,

ri,0 = r
[1]
i,0 + r

[2]
i,0,

ri,j = r
[2]
i,j + r

[3]
i,j + r

[4]
i,j ,

c̄i = h−1
i (a)

1 + ri,0 + 2
N∑

j=1

rj,i

 ,

and we let

Vi(t) = Vξ,i(t) + Vz,i(t) +
1
2
[e2

i (t) + hi(a)γ−1
i c̃2

i + hi(a)L̃iΓ−1L̃T
i ]
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where c̃i = c̄i − ci, and L̃ = Li − L̂i. It can be obtained that

V̇i(t) ≤ −‖ξ̃i(t)‖2 + r
[1]
i,0e

2
i (t)

+
N∑

j=1

r
[3]
i,j [(e

2
j (t) + e2p

j (t)) + (e2
j(t − dj) + e2p

j (t − dj))]

−‖z̃i(t)‖2 +
N∑

j=1

r
[4]
i,j [(e

2
j (t) + e2p

j (t)) + (e2
j (t − dj) + e2p

j (t − dj))]

−hi(a)c̄i(e2
i (t) + e2p

i (t)) + r
[2]
i,0e

2
i (t)

+
N∑

j=1

r
[2]
i,j [(e

2
j (t) + e2p

j (t)) + (e2
j (t − dj) + e2p

j (t − dj))]

= −‖ξ̃i(t)‖2 − ‖z̃i(t)‖2 − |ei(t)|2 − 2
N∑

j=1

rj,i[(e2
i (t) + e2p

i (t))]

+
N∑

j=1

ri,j [(e2
j (t) + e2p

j (t)) + (e2
j (t − dj) + e2p

j (t − dj))].

To deal with delays in the system, we introduce a Lyapunov–Krasovskii functional

V (t) =
N∑

i=1

Vi(t) +
N∑

i=1

N∑
j=1

rj,i

∫ t

t−di

[e2
i (τ) + e2p

i (τ)] dτ.

From the earlier results, we have

V̇ (t) ≤ −
N∑

i=1

[‖ξ̃i(t)‖2 + ‖zi(t)‖2 + |ei(t)|2] − 2
N∑

i=1

N∑
j=1

rj,i[(e2
i (t) + e2p

i (t))]

+
N∑

i=1

N∑
j=1

ri,j [(e2
j (t) + e2p

j (t)) + (e2
j (t − dj) + e2p

j (t − dj))]

+
N∑

i=1

N∑
j=1

rj,i[(e2
i (t) + e2p

i (t)) − (e2
i (t − di) + e2p

i (t − di))]

= −
N∑

i=1

[‖ξ̃i(t)‖2 + ‖zi(t)‖2 + |ei(t)|2].

This implies the boundedness of all the variables in the closed loop control system,
including ξ̂i, z̃i, ei, L̂i and ci, and ξ̃i ∈ L2∩L∞, z̃i ∈ L2∩L∞ and ei ∈ L2∩L∞, and
the boundedness of ˙̃zi,

˙̃
ξi, ėi, for i = 1, . . . , N . Therefore, from Babalat’s Lemma,

we conclude that limt→∞ ξ̃i(t) = 0, limt→∞ z̃i(t) = 0 and limt→∞ ei(t) = 0, for
i = 1, . . . , N .

We summarize the stability result in the following theorem.
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Theorem 4. For a large scale nonlinear system (1) satisfying Assumptions 1 and 2,
the decentralized control laws (17) together with the internal models (15) solve the
decentralized output regulation problem with the regulated errors asymptotically
converging to zero.

5. EXAMPLE

Consider a nonlinear system

ẋ1,1(t) = x1,2(t) + a1y
2
1(t − d1)w1(t) + a2y

2
2(t − d2)w1(t) + b1,1(a5)u1(t),

ẋ1,2(t) = b1,2(a6)u1(t),
y1(t) = x1,1(t),
e1(t) = x1,1(t) − w1(t),

ẋ2,1(t) = x2,2(t) + a3y
2
2(t − d2)w1(t) + a4y

2
1(t − d1)w1(t) + b2,1(a7)u2(t),

ẋ2,2(t) = b2,2(a8)u2(t),
y2(t) = x2,1(t),
e2(t) = x2,1(t) − w1(t),

x1,1(θ1) = δ1(θ1), θ1 ∈ [−d1, 0],
x2,1(θ2) = δ2(θ2), θ2 ∈ [−d2, 0]

with the exosystem
ẇ1(t) = ωw2(t),
ẇ2(t) = −ωw1(t)

where a1, a2, a3, and a4 are complete unknown constants, b1,1(a5) > 0, b1,2(a6) > 0,
b2,1(a7) > 0, b2,2(a8) > 0 positive real constants with unknown values, d1 and d2

are unknown positive real constants for delays in y1 are y2, and ω in an unknown
positive real constant for the frequency of the exosystem. It is easy to see that
the system for the example considered above is in the form of (1) with N = 2 and
satisfies Assumptions 1 and 2. Based on the result shown in Lemma 2, it can be
established that the desired feedforward input for both subsystems can be generated
an augmented exosystem with

S̄ =


0 ω 0 0
−ω 0 0 0
0 0 0 3ω
0 0 −3ω 0

 .

It can also be shown that the results in Lemma 3 hold with p = 2. The internal
models are designed in the form of (15) with N = 2 and the control designed as in
(17) with N = 2 and p = 2.

In the simulation study, the parameters are set as a1 = a2 = a3 = 1.0, a4 = 0.5,
b1,1 = b2,1 = 1.0, b1,2 = 5, b2,2 = 6, d1 = 1 second, d2 = 1.5 seconds, ω = 1
rad/s, δ1 = δ2 = 0, x1(0) = x2(0) = (1, 0), w(0) = (1, 0), c1(0) = c2(0) = 20,
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L1(0) = L2(0) = 0, γ1 = γ2 = 1, Γ1 = Γ2 = 10000I and

F =


0 1 0 0
0 0 1 0
0 0 0 1

−16 −32 −24 −8

 , G =


0
0
0
10

 ,

with the eigenvalues of F at {−2,−2,−2,−2}. Figures 1 and 3 shows the regulated
errors and the control inputs of the two subsystems, while Figures 2 and 4 shows the
adaptive parameters L̂1 and L̂2, which converge to their ideal values [0.7, 3.2, 1.4, 0.8]
respectively. Note that the convergent L̂1 and L̂2 can be used to estimate the
unknown frequency of the exosystem.
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time (s)

e 1(t
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0 5 10 15 20 25 30
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0.5

1

time (s)
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Fig. 1. The output and control input of subsystem 1.

6. CONCLUSIONS

In this paper, we have proposed a decentralized control strategy for output regu-
lation of a class of large scale nonlinear systems with unknown time delays. The
proposed control strategy makes use of various design techniques in decentralized
control, output regulation and control of time delay systems. In particular, we have
established the existence of augmented exosystems for generating the invariant man-
ifolds and the desired feedforward inputs in the presence of unknown time delays.
Internal models are designed based on the resultant augmented exosystems. With
the proper use of adaptive control coefficients, the proposed decentralized control
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Fig. 2. Adaptive parameters for subsystem 1.
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Fig. 3. The output and control input of subsystem 2.

is capable of tackling the uncertainty in the nonlinear system and the exosystem,
and ensure the global stability of the closed loop nonlinear system. The regulation
errors are guaranteed to converge to zero. In the simulation results for the included
example, the estimates also converge to their ideal values respectively, providing the
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Fig. 4. Adaptive parameters for subsystem 2.

possibility to estimate unknown frequencies of the unknown disturbances.

(Received April 17, 2008.)
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