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Completion and Sharing of Probabilistic Information
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Bayesian paradigm [11, 2] provides a justified prescriptive framework for decision making under un-
certainty. This theory covers an extreme width of research and application domains: classical statistical
tasks, signal processing, pattern recognition, stochastic and adaptive control, micro and macro economics,
societal decision making, cooperation etc.

The necessity of a complete probabilistic description of system’s behavior – joint distribution of all
variables considered – significantly impedes wide use of this elegant framework. In the majority of real-
world tasks, the fragmental information pieces processed do not completely specify the required joint
distribution.

The maximum entropy principle [3] is frequently used to create a sort of extension of these information
pieces. The resulting joint distribution respects the available information pieces and has the highest
entropy. An axiomatic justification of this intuitively plausible choice has been proposed for processing
generalised moments [9]. The present contribution unifies the result with the important result [1], relating
the Kerridge inaccuracy [8] to a Bayesian approximation of distributions and to a formal justification of
the so-called fully probabilistic design of decision-making strategies [6, 4]. This unification significantly
improves a merging of fragmental information pieces [7, 10, 5]. The improvement removes some redundant
constraints of previous solutions and interprets the classical Bayesian estimation as its special case.

Application of the proposed methodology to a merging of fragmentally expressed decision-making aims
provides a new way of constructing the probability density function expressing multiple decision-making
aims and constraints. The methodology is applicable, irrespectively, whether the aims and constraints
concern one or several decision makers.
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