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Abstract: The assumption of constant parameters of the autoregression model sometimes fails,

as the parameters may vary in time. If the parameters vary slowly, the problem is often solved

using various forgetting methods like exponential forgetting, linear forgetting etc. However, most

of them work on the model parameters probability density function with one common forgetting

rate. In the case of different variability of individual parameters, these methods might fail. The

developed partial forgetting method gives a new approach, which solves this problem. It releases

individual parameters and allows them to change with differrent rates.
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[4] R. Kulhavý and F. J. Kraus, “On duality of regularized exponential and linear forgetting,” Automatica,

32(10):1403–1415, 1996.

[5] L. Guo, L. Xia, and J. Moore, “Tracking randomly varying parameters: Analysis of a standard algorithm,”

Mathematics of Control, Signals, and Systems (MCSS), 4(1):1–16, 1991.

9th International PhD Workshop on Systems and Control: a Young Generation Viewpoint 1. - 3. October 2008, Izola, Slovenia

- 46 -


