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ABSTRACT

In this paper we introduce a new method for facial expression
recognition. In order to be able to recognize the six main fa-
cial expressions [1] we use a grid approach and therefore we
establish our new feature space based on the angles that each
grid’s edge form. This way we undertake several affine trans-
formations such as translation, rotation and scaling whrich
other approaches are considered very harmful in the overall
accuracy of a facial expression recognition algorithm. We
will therefore demonstrate how we create this feature space
as well as how we apply a feature selection process within
this space. The angular nature of the data impose some con-
siderations which will be clarified in this paper.

1. INTRODUCTION

Recent advances in image and video processing are often ori-
ented on human interpretation in video content. One of the
most basic characteristic of a human is the face. Many al-
gorithms have been built in order to detect [2], to track [3]
and to recognize [4] human faces. The importance about Bigure 1: The Candide Face Model extracted from an image
face is the fact that it is the main feature the mind is using@f the Kanade DataBase
to distinguish humans and also to communicate feelings. In
[1] Ekman has established, under an anthropological inves-
tigation, six main facial expressions which are used in ordeFor most of the algorithms, those areas are considered the
to communicate feelings between humans. Those are untines with the more information concerning facial expres-
now considered as the most expressive and inter racially irsions. Another consideration for facial expression eximac
terpretable feelings. Most of the efforts done in facialregg ~ Which shows to be common in most of the algorithms is the
sion recognition are targeted at finding those six or a suffset fact that a facial expression is a dynamic process and not a
them. Those expressions, which stem from the early years étatic one. This dynamic process is considered as a three
homo sapiens, where evolved in the need of communicatiogtate process; amset(attack), arapex(sustain) and aoff-
between humans before spoken language development asett (relaxation) as described in [5]. All algorithms seem to
are used until now, but in a different context and more or les#llow that rule and even when the problem is not to rec-
subconsciously. Those six facial expressions, that [1] &km ognize the whole dynamics of an expression (e.g. intensity,
proposed, interpret the feelings of anger, surprise, Imegsgi,  emotion tracking etc.), itis always explicitly marked thize
disgust, fear and sadness. Often in facial expression necog apexstate of the expression is under consideration.
tion, a seventh class is considered which models the neutral The diversities of the facial expressions extraction algo-
face. Throughout this paper this class will be referred ta as rithms stem from many different variations. A very use-
special class. considered, we will talk about 6+1 classes. ful survey can be found in [5]. In that article, the authors
Although it is an obvious task for humans, to interpret thepresent an overview of the state of art and categorize facial
six feelings from facial expressions, it is not the casefior i expression extraction algorithms into two main categories
age processing algorithms. During the last decade many afthe image- (or feature-) based and the model-based with the
tempts have been undertaken to resolve this problem fromiifference being in the type of input. Both approaches have
different points of view. Before we address the diversity ofsome advantages and disadvantages. In the image based al-
these algorithms, it is a good practice to see where those akorithms for instance, one can work faster as no need of any
gorithms converge in a sense. First of all, it is the regiormajor preprocessing is needed (debluring, noise redyction
that each algorithm considers in order to find facial expresand others are considered not a major problem). On the other
sions. That is mainly the eyes, the mouth and the foreheatiand, the model based approaches use a metadata of the face
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ognize the 6 different feellings. In Section 4 we show result
on the KANADE [8] database and we establish the recogni-

tion ratio for the classifier. Finally, in Section 5 we presen
conclusion and discuss future work that can be done in this
domain of facial expression recognition.

In this section we describe the feature space to be used. We
first demonstrate the grid which is extracted from the face

. . _ . and explain the way how this grid is simplified by removing
.U”dﬁf consideration (e.g., a g”fd* a2-Dor 3-Dhmodel) Whéch/ertexes and edges. Therefore we show how the angles are
Implies a preprocessing step for extracting these metadatgyq;jated from the grid and finally we discuss the potential

Although they are in most cases slower, model based aps; s feature space in the domain of facial expressiongeco
proaches are popular between researchers because of the @Gy A discussion of the feature selection process faiio
curacy of the input data and also the capability of paradlel r

search in face model extraction, what helps to improve spe 1 TheFaceGrid
and accuracy. Many differences can be found between tho

two approaches that mentioning all of them would not bdn our framework the first step is to extract a grid from the
wise. What is worth taking under consideration is that modeface under consideration. In order to do so, we use the Can-
based techniques are more reliable, but slower (because diie face model [9] and after a manual initialization of 7-ver
the preprocessing) and thus not adequate for real time.taskexes in theonsetstate of the face we use the Kanade-Lucas-
On the other hand, image based techniques are faster, bldmasi (KLT) algorithm in order to track node displacements
considerably less accurate. and therefore to take thepexstate of the facial expression.

In this paper, we introduce a model based technique wherEhe metadata produced in this process are then passed to the
novelty stems from the feature space under consideratiosecond processing phase where some vertexes are excluded
We use a grid model and then we establish a feature spaes non-informative. The selection of vertexes is based on
based on the angles formed between the grid’s edges. Uthe FAUs as defined in [10]. We consider only the vertexes
til now and to the best of our knowledge no such effort hasvhich are playing an essential role in defining the aforemen-
been undertaken. Most techniques are based on vertex digsned 6+ 1 facial expressions. In Figure 1 the results for a
placements like in [6] or vertex euclidian distances like inspecific expression are shown. As it can be seen in Figure 3,
[7]. Both techniques are not robust against basic affinestran the subset used is practically the mouth region and the eyes.
formations like translation, rotation and scaling and naed Those 67 vertexes are chosen in order to further evaluate fa-
normalization step before feature extraction step. In coneial expressionsin a face.
trary, the proposed method while using angular data is ro- The grid assigns at each vertex two spacial coordinates. In
bust against all kind of the aforementioned transformation the context of the grid application to the face, several prob
In Figure 2 the steps of the facial expression extraction-alg lems arise. Each face has its own scale and size. It can be
rithm are illustrated. concluded that after the grid application, the grid will kee d

The paper is organized as follows: in Section 2 a preserformed in different referential systems with totally diféat
tation of the feature space is drawn and some consideratiaroordinates for each of its node. Even for the same face,
about the directional nature of it is discussed. In Secti@3 we can have two very distinct face models either because the
describe the classifiers used in our experiments, builtde re grid application has been done using different algorittens,



ther because the face image is scaled. Those problems are
typically tackled with several normalization steps like6h

In this paper, we will show that this normalization process i
not needed because of the feature space we use. e%
2.2 Anglesextraction

Before we explain in detail the angle calculation process, i
will be helpful to provide some background on graph theory.
In a non-oriented graph the degree of a vedag the num-
ber of the adjacent edges towards this vertex. The adjacency Figure 4: Angles formed between vectros
matrix of a non-oriented graph is a matrix defined as follows:

Sy 1 €j € E .
Al j) = { 0 e ¢E (1) 2.3 Feature Selection
: . o : Regarding the 642 features it can be expected that many of
whereg; is the edge connecting vertewith vertexj. From o sirongly depend on each other and that the amount of
construction we can see that this matrix is a diagonal syMy¢qrmation carried by various features and its impact on
metric one. . . classification accuracy may vary considerably. Therefare w
Let A be the adjacency matrix of a graph then the degrefe torm feature selection (FS) to optimize the performance
ofavertex is defined as: of our classification system.
n To reduce the number of features we have resorted to the
di = Z A, ) (2)  Wrapper approach [11]. In this approach the feature selec-
=1 tion process directly optimizes the performance of a chosen
wheren is the number of vertexes in that graph. The num-<lassifier.
ber of angles, that can be formed in a graph are equal to the In our case we deal with a dataset with difficult dimen-
sum of all the combinations of the edges adjacent to a vertegjonality vs. sample size ratio, therefore we follow theergic
That is a vertex; which is adjacent to edges can forr@gi common apprach of testing more than one feature selection

angles. Therefore, the total number of angles formed from §'g0rithm of various optimization strenghts. This enabies
graph is: to identify the most suitable approach with respect to gener

N alization performance for our case.
D= chgi 3) The methods considered for our purpose are: 1) Indi-
i= vidually Best ranking (IB), 2) Sequential Forward Seleatio
whereD is the total number of the angles extracted from thg(SFS) [12], and 3) Sequential Forward Floating Selection
graph. (SFFS) [13]. The methods represent a hierarchy, with 1B
In order to calculate thos® angles we first calculate the being the weakest regarding optimization performance (and
vectors formed by the grid’s edges. That is: suppose that @gnoring completely inter-feature relations) but beingeal
edges; is joining two vertexes; andv; with spacial coor- the least prone to over-flttlng; while SFFS represents the
dinatesvi, vi andvji, vj» respectively. The vectak, is ~ most powerful but potentially the most prone to over-fitting

formed from the coordinates of the two vertexes as : and consequently to degraded resglting performance on in-
iz — Vi dependent data. Other methods exist, especially on the high
Xp= { |vf1 —vJ-1| ] (4) optimization-power side, but these are not recommended for

2= Y2 use with our type of data (high dimensionality, low number

Therefore, the angle between two vectegsandxq equals ~ of samples).
the difference between the angle they form with the xaxe In all cases we choose the resulting number of features so
as shown in Figure 4. We do not use the inner product ohs maximize the classification accuracy. In case of IB we
the two vectors, due to the fact that in our grid there may bevaluate each feature individually, then rank the featdees
angles which are greater than Because of the cos function scending according to their individual values and then we
in the inner product formula this would result in wrong angleevaluate each subset of fisfeatures for eacl € (1,642).
calculation. On the other hand, our approach will result inln case of both SFS and SFFS we let the algorithm run until
angles between 0 to-2r by taking the modulo 27 of the  the full dimensionality is achieved. Both algorithms stalle
difference between the two aforementioned angles. intermediate results throughout the course of searchether
As mentioned before the sub-grid has 67 vertexes antbre we can eventually select simply the subset with highest
those vertexes form a graph with 157 edges. The number oéspective criterion value.
angles that can be found is 642 in total. This is, as it will be
explained later in this section, the dimension of each featu 3 CLASSIFICATION
vector in the feature space. From a practical point of view,
many of these angles can be calculated throughout a trigonehort discussion about the classification schemes thatewher
metrical process using relations that occur from the tilieé)g used in order to make a clustering of the six main facial ex-
they form. That is not all the 642 angles are necessary to bgressions. We mainly vector machine framework (SVMs).
calculated from the process mentioned before, relations b&Ve tested our method with three different classifiers: Sup-
tween those angles (e.g. they form the same triangle, or thgyort Vector Machine (SVM) in two settings and for compari-
are supplementary, vertical etc.) can provide informasion son purposes also the 3-Nearest Neighbor classifier. Both fo
as to avoid recalculation. use with SVM and 3NN we scaled all data valuesagal).



; Cross-Validation ("outer”)
31 Support Vector Machines for testing o%pendentdata

We used Support Vector Machine (SVM) in two settings - K
one with Linear kernel and another with Radial Basis Func- Cross-Validation ('inner”)
tion (RBF). For SVM training and testing we used the widely  for Classifier Training and Feature Selection
popular LibSVM library [14]. SVM performance may be N
strongly affected by parameter setting. We set the SVM pa-
rameters once only for each kernel using simple grid-searc‘fé Training Validation Testing
on a small range of values based on a random subset of t Part Part Part
data. : | l
3.2 Nearest Neighbor Train classifier on Training part The final selected
. - feature subset
Our 3-Nearest Neighbour classifier uses the common form of ¥ is tested independently:
voting: for each sample to be classified the 3 nearest neigh- Test it on Validation part C#;ff’)f’;;f‘;g;"ggg on
bours ar_e identified. The_sample is then ass_lgned to the clas Collect results over cross-validation loops data part and tested
from which the most neighbours come. Ties are resolved e:/ncli retfum l:helr s Crltebrlon on Test part.
randomly on a first-to-come first-to-serve basis. _ valelorthecunentieaturesubset | reachioop
Feature Selection method repeats this Cross sulgxg;ﬁrﬁz,zi/"bfefesg:;;d)
4. EXPERIMENTATION AND RESULTS Validation for various feature subsets in the search

for the best subset
Our experiments were conducted to evaluate particulady th _ o )
achiavable performance on independent data, as well as kdgure 5: Two-Tier Cross- Validation to evaluate the impact
evaluate the impact of feature selection. of Feature Selection

4.1 The experimentation set )
, evaluate as accurately as possible the effect of featuee-sel
We have used the Chon-Kanade [8] database in order to evajon on classifier generalization ability, i.e., perforroaron

faces of the database and therefore tracked the face as the fayye run both thenner and outer cross-validation loop 3-
cial expressions were evolving with the tracker in [15]. Infq|q. Finer splitting has been found to yield comparable re-

our experiment we used only thipexphase of the expres- gt in this case at a cost of considerably longer computa-
sion. Overall we established 440 grid models: 35 for angefional time.

35 for disgust 55 for fear 90 for happiness 65 for saddness
70 for_surprise and finaIIy_ 90 for neu_tral. We have conducteq, 5 1 Bias Reduction Technique
experiments for the 6 facial expressions. ] ) ) o
your input here!l! For the experiments that you have donelnspired by a technique known in Data Mining [17] we em-
| believe that it is better that you write this section as yon r  Ployed a technique of bias reduction, which is targeted at

the experiments. reducing the small sample problem especially in the 2-tier
cross-validation described above. In the course of featere
4.1.1 Convex Data Form lection the classifier trained on Training data part is gste

The feature space described in Section 2 allows ambiguo not only on Validation part but separately also on the Train-

q ot f lo bet » ; ¢ q irtg part. The difference in obtained accuracies is consttler
description of an anglé between (wo given VECIOrs - AEPeNnay 1yiaq estimate. Before finalizing the feature selectioe-cri
ing on the form of the mesh the angle between the same tw,

on value after the end of one cross-calidation loop, bo¢h t
vectors can be appear as convex or concave. We have fou

See . ; ining and Validation parts are used once more at once to
out that the classification performance improves if the anguy,in an test the classifier. The averaged bias estimateris t
lar data is normalized to what we callcanvexform. This

: . . . subtracted from the obtained classifer accuracy to fintiee
is ensured by.applylng the following transformation on all .it~rion value for the current feature subset.
feature values: Note: In this setting more data is utilized for classifica-
ifO>7mletd=2-1—6 tion performance evaluation (Training+Validation) tham i
the standard 2-tier cross-validation setting.
In most classifier — FS method combinations tbhigvex
form of the data allows notable improvement of classifioatio 4.3 Results

accuracy. The obtained results are summarized in Table 1. Two classifi-

: I cation accuracies are reported for each classifier + FS metho
4.2 Two-Tier Cross-Validation pair. First the accuracy as result of the optimization pssce
The ratio between dataset dimensionality and number db reported, i.e., the highest Wrapper criterion yieldedHzy
available samples makes reliable classifier training a-diffifeature selection method. Note that despite cross-vadiat
cult task. Consequently, both classifier construction &ed t the result is not unbiased with respect to expected perfor-
feature selection process should be performed in a way thatance on unknown data. To obtain unbiased estimate of the
prevents sufficiently the risk of over-training, which h&sh  classification performance on unknown data the second (or
found an important factor in many tasks [16]. "outer”) cross-validation loop is performed.

According to recent knowledge we resorted to test various The best classification accuracy on unknown data (85%)
feature selection set- ups and used 2-tier cross-valid#dio was achieved using SVM with Linear kernel and IB feature



Table 1: Best Achieved Classification Accuracy

Inner Cross-Validation | Outer Cross-Validation || Subset Size
(FS Optimized Criterion) (Independent Test)
Classifier  FS Methog[ Mean [ St.Dv. Mean | St.Dv. Mean [ St.Dv. ]
3-NN IB 84.3% | 1.48 82.3% | 3.22 78 17.1
SFS 94.2% | 0.39 79.4% | 4.78 59.3 | 4.1
SFFS 92.3% | 2.18 76.5% | 3.54 253 |21
all features|| - - 70.2% | 4.57 642 -
SVMLIN IB 85.9% | 0.98 85.1% | 0.36 57.3 | 11.8
SFS 93.3% | 1.58 81.1% | 2.42 41 9.2
SFFS 94.6% | 0.73 82.5% | 2.53 26.3 | 5.2
all features|| - - 74.8% | 2.86 642 -
SVM RBF B 78% 1.40 79.1% | 2.50 281 53.5
SFS 80.8% | 4.58 73.6% | 1.73 58.3 | 1.7
SFFS 91% 1.34 76.8% | 4.22 41.3 | 1.7
all features|| - - 76.5% | 4.23 642 -

selection method. The highest accuracy as obtained in thg5]
course of Wrapper feature selection was 94.6% using linear

SVM + SFFS method.

Feature selection improves the independent results by up

to ~ 10% over the full set of features.

[6

—_

Note: It should be noted that SVM performance depends
to a great degree on parameter adjustment. In our experi-
ments we have set the parameters using very simple heuris-
tics. There is undoubtedly space for improvement of the[7]

overall performance of our system in this respect.

5. CONCLUSIONSAND FUTURE WORK

(8]

In this paper we have introduced a new method for automatic
facial expressions recognition using a novel feature space
Accordingly we have used an SVM framework and a fea-
ture selection process which shows better results in thalfac [9]
expressions recognition domain. The angular data feature
space has not been used until now in the domain of mode{g)
based facial expressions recognition at least to the asithor
knowledge. Results as described in Section 4 show that the
proposed method in many aspects improves over previously

published results.

Angular data in model based techniques seems a promi

ing solution towards the affine transformations robustniss

clearly solves issues in rotation, translation and scaiiodp-

lems due to the nature of these features.
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