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Abstract. We prove that a (bounded linear) operator acting on an infinite-dimensional,
separable, complex Hilbert space can be written as a product of two quasi-nilpotent
operators if and only if it is not a semi-Fredholm operator. This solves the problem
posed by Fong and Sourour in 1984. We also consider some closely related questions.
In particular, we show that an operator can be expressed as a product of two nilpotent
operators if and only if its kernel and co-kernel are both infinite-dimensional. This
answers the question implicitly posed by Wu in 1989.

1. Introduction

Throughout the paper, let H denote a complex, separable, infinite dimensional Hilbert

space. Denote by B(H) the algebra of all operators (i.e., bounded linear transformations)

on H and by K(H) the ideal of all compact operators. The essential spectrum σe(T ), left

essential spectrum σle(T ) and right essential spectrum σre(T ) of an operator T ∈ B(H) is

defined as the spectrum, left spectrum and right spectrum of the class T + K(H) in the

Calkin algebra B(H)/K(H).

Recall that an operator T ∈ B(H) is called upper semi-Fredholm if its range T (H) is

closed and dim ker T < ∞, and it is called lower semi-Fredholm if codim T (H) < ∞ (then

the range T (H) is closed automatically). One can show that T is not upper semi-Fredholm

if and only if for each ε > 0 and each subspace M ⊂ H of a finite codimension there

exists a unit vector x ∈M such that ‖Tx‖ < ε.

It is well known that σe(T ), σle(T ) and σre(T ) are the sets of all complex numbers λ such

that T − λ is not Fredholm, upper semi-Fredholm and lower semi-Fredholm, respectively.

For the details of Fredholm theory we refer to the books [2] and [7].

In 1984, Fong and Sourour [4] considered the question which operators on H are prod-

ucts of two quasi-nilpotent operators. Their first observation was the following necessary

condition for such operators.
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Proposition 1.1. If T ∈ B(H) is a product of (two) quasi-nilpotent operators, then

0 ∈ σe(T
∗T ) ∩ σe(TT ∗), or equivalently 0 ∈ σle(T ) ∩ σre(T ).

In other words, a necessary condition for such operators is that T is not a semi-Fredholm

operator. Proposition 1.1 follows from the following assertion that is an easy consequence

of the fact that a quasi-nilpotent element in a unital Banach algebra is a topological

divisor of zero (see e.g. [5, section XXIX.3]).

Proposition 1.2. Let t and q be elements in a unital Banach algebra. If q is quasi-

nilpotent, then tq is not left invertible, and qt is not right invertible.

Fong and Sourour found the following sufficient condition for an operator to be the

product of two quasi-nilpotent operators (see [4, Theorems 5 and 6]).

Theorem 1.3. Let T ∈ B(H). If 0 ∈ σe(T
∗T + TT ∗), then T is a product of two quasi-

nilpotent operators. Moreover, if T is a compact operator, then T is a product of two

compact quasi-nilpotent operators.

The authors of [4] left open the question whether the necessary condition from Proposi-

tion 1.1 is also sufficient for an operator to be the product of two quasi-nilpotent operators.

The main result of our paper, proved in Section 2, gives an affirmative answer to this ques-

tion. In Section 3 we consider a question of finding common quasi-nilpotent factors for a

given finite collection of operators. Finally, in Section 4 we study similar problems replac-

ing quasi-nilpotent operators by nilpotent ones. We show that an operator T can be ex-

pressed as a product of two nilpotent operators if and only if dim ker T = dim ker T ∗ = ∞.

This answers the question implicitly posed in the survey paper [8, p.55].

2. Products of two quasi-nilpotent operators

We start with the following description of a non-semi-Fredholm operator.

Proposition 2.1. Suppose that T ∈ B(H) is not a semi-Fredholm operator. Then H can

be decomposed as a direct sum of three infinite-dimensional closed subspaces, so that T is

similar to an operator of the form 


0 A 0
K C D
0 L 0


 ,

where K and L are compact operators.



PRODUCT OF TWO QUASI-NILPOTENT OPERATORS 3

Proof. Since neither T nor T ∗ is upper semi-Fredholm, we can find inductively an or-

thonormal sequence f1, g1, f2, g2, . . . in H such that ‖Tfn‖ ≤ 1
n

and ‖T ∗gn‖ ≤ 1
n
.

Let M be the closed linear span of the vectors {fn}, and let N be the closed linear

span of {gn}. Then H = M⊕L⊕N , where L = (M⊕N )⊥. The matrix of T relative

to this decomposition is 


K1 A B
K2 C D
K3 K4 K5


 ,

where K1, . . . , K5 are Hilbert-Schmidt operators, and hence compact.

We now claim that the subspaces M and N in the decomposition H = M⊕ L ⊕ N
can be reduced to suitable infinite-dimensional closed subspaces (and so the subspace

L is enlarged) so that the corresponding operator B is equal to 0. To end this, we

choose decompositions N = N1 ⊕ N2 and M = M1 ⊕M2 such that N2 and M1 are

infinite-dimensional closed subspaces and B(N2) ⊆ M2. Then B as an operator from

N = N1⊕N2 to M = M1⊕M2 has the form

(∗ 0
∗ ∗

)
. Hence the operator T relative to

the decomposition H = M1 ⊕ (M2 ⊕ L ⊕N1) ⊕N2 has the upper right corner equal to

0. This shows what we have claimed. So, we may assume that B = 0.

Using the same argument we can also show that there is no loss of generality in assuming

that K3 = 0.

In order to complete the proof, we apply [1, Theorem 2] to show that the operators

K1 and K5 are similar to operators of the form

(
0 ∗
∗ ∗

)
and

(∗ ∗
∗ 0

)
respectively, where

both zeroes act on infinite-dimensional Hilbert spaces. This fact easily implies the desired

conclusion. ¤

As in [4], the following lemma is useful for our study.

Lemma 2.2. If A and C are quasi-nilpotent operators and B is any operator, then(
A B
0 C

)
is quasi-nilpotent.

Now we state the main result of this paper.

Theorem 2.3. An operator T ∈ B(H) is a product of two quasi-nilpotent operators if

and only if it is not a semi-Fredholm operator.

Proof. By Proposition 1.1 the condition is necessary. To show that it is also sufficient,

assume that T is not a semi-Fredholm operator. By Proposition 2.1, we may assume that
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T can be represented as



0 A 0
K C D
0 L 0




on H = H1 ⊕ H2 ⊕ H3, where each Hj is isomorphic to H, and K and L are compact

operators.

Since H1 and H3 are infinite-dimensional, we can write each of them as an infinite sum

of Hilbert spaces that are isomorphic to H so that in the obtained decomposition of the

space H the operator T can be represented as




...
...

...
0 A2 0

· · · 0 0 A1 0 0 · · ·
· · · K2 K1 C D1 D2 · · ·
· · · 0 0 L1 0 0 · · ·

0 L2 0
...

...
...




,

where {Kn} and {Ln} are compact operators satisfying max{‖Kn‖, ‖Ln‖} ≤ 4−n for all

n ≥ 2. Now define the operators Q1 and Q2 on H by

Q1 =




...
...

...
0 A3 0
0 A2 0
0 A1 0 0 · · ·

· · · 2−2I 2−1I I 0 C 0 0 · · ·
0 0 2L1

0 0 22L2

0 0
. . .

...
. . .




and

Q2 =




. . .
. . .

...
...

0 22K2 0 0
0 2K1 0 0 0 0 · · ·

0 0 D1 D2 D3 · · ·
· · · 0 0 0 0 0 0 0 · · ·

I
2−1I
2−2I

...




.
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To prove that the operator Q1 (and similarly, Q2) is quasi-nilpotent, it suffices, by Lemma

2.2, to show that the operator

R =




0 2L1 0 · · ·
0 0 22L2 · · ·
0 0 0 · · ·
...

...
...

. . .




is quasi-nilpotent. But this follows easily from the following estimate

‖Rn‖ = sup{‖(2j+1Lj+1)(2
j+2Lj+2) . . . (2j+nLj+n)‖ : j = 0, 1, 2, . . .}

≤ max{‖2jLj‖ : j ∈ N} · 2−(2+3+...+n) .

Since a direct computation shows that T = Q1Q2, the proof is complete. ¤

Theorem 2.3 has an interesting connection with the theory of integral operators.

Corollary 2.4. Let T be an operator on L2(X,µ), where (X, µ) is a σ-finite measure

space which is not completely atomic. Then the following assertions are equivalent:

(a) The operators T and T ∗ are unitarily equivalent to integral operators on L2(X,µ).

(b) The operator T is a product of two quasi-nilpotent operators.

(c) The operator T is not a semi-Fredholm operator.

Proof. Recall [6, section 15] that an operator A on L2(X, µ) is unitarily equivalent to

an integral operator on L2(X, µ) if and only if 0 ∈ σre(A). Therefore, the assertion (a)

holds if and only if 0 ∈ σle(T ) ∩ σre(T ), i.e., T is not a semi-Fredholm operator. Thus,

the assertions (a) and (c) are equivalent. The equivalence of (b) and (c) was shown in

Theorem 2.3. ¤

If in Corollary 2.4 the operators T and T ∗ are simultaneously unitarily equivalent to

integral operators on L2(X, µ), i.e., there exists a unitary operator U on L2(X,µ) such

that both UTU∗ and UT ∗U∗ are integral operators, then we have 0 ∈ σe(TT ∗ + T ∗T ), so

that even the assumption of Theorem 1.3 is satisfied. However, the unitary equivalence in

Corollary 2.4 is not necessarily simultaneous. Namely, it is shown in [6, Example 15.10]

that there exists an operator A such that both A and A∗ are unitarily equivalent to in-

tegral operators, but A + A∗ is invertible. It follows that the operators A and A∗ cannot

be simultaneously unitarily equivalent to integral operators on L2(X, µ).
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3. Common quasi-nilpotent factors

In this section we consider the following related problem. Given operators T1, . . . , Tn

on H, we are searching for quasi-nilpotent operators Q1 and Q2 and operators S1, . . . , Sn

such that Ti = Q1SiQ2 for all i = 1, . . . , n. Using Proposition 1.2 it is easy to verify that

a necessary condition for these factorizations is that 0 ∈ σe(
∑n

i=1 TiT
∗
i ) ∩ σe(

∑n
i=1 T ∗

i Ti).

Theorem 3.3 below shows that this condition is also sufficient.

We begin with a simple lemma, and first consider the case when T1, . . . , Tn are compact

operators.

Lemma 3.1. Let A and K be positive operators in B(H) such that A ≤ K. If K is a

compact operator, then A is also compact.

Proof. Let B be the positive square root of A, so that A = B2. It is sufficient to show

that B is compact. To prove this, let {xn}n∈N be an arbitrary bounded sequence in H.

Since K is compact, the sequence {Kxn}n∈N has a convergent subsequence {Kxnj
}j∈N.

If the inequality ‖Bx‖2 = 〈Ax, x〉 ≤ 〈Kx, x〉 ≤ ‖Kx‖‖x‖ is applied to x = xnj
− xnk

(j, k ∈ N), we conclude easily that {Bxnj
}j∈N is a convergent sequence. This shows that

B is a compact operator. ¤

Proposition 3.2. For compact operators K1, . . . , Kn on H the following assertions hold.

(a) There exist a quasi-nilpotent operator Q and compact operators L1, . . . , Ln such

that

Ki = LiQ , i = 1, . . . , n.

(b) There exist a quasi-nilpotent operator Q and compact operators L1, . . . , Ln such

that

Ki = QLi , i = 1, . . . , n.

(c) There exist quasi-nilpotent operators Q1 and Q2 and compact operators L1, . . . , Ln

such that

Ki = Q1LiQ2 , i = 1, . . . , n.

Proof. First we prove part (a). Since K =
∑n

i=1 K∗
i Ki is a positive compact operator,

there exists an orthonormal basis {ϕj}j∈N with respect to which K has a diagonal form

diag (λ1, λ2, . . .), where {λj}j∈N is a decreasing sequence of non-negative numbers con-

verging to 0.
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Define the operator Q on H by

Qϕj = 4
√

λj ϕj+1 for all j ∈ N.

To show that Q is quasi-nilpotent, we simply notice that ‖Q2n‖ = 4
√

λ1λ2 . . . λ2n ≤
(λ1λn+1)

n
4 , and therefore lim

n→∞
‖Qn‖ 1

n = 0.

Now define linear transformations L1, . . . , Ln on H by

Liϕ1 = 0 and Liϕj =
1

4
√

λj−1

Kiϕj−1 for j > 1.

Since we have, for all j > 1,

‖Liϕj‖2 =
1√
λj−1

〈K∗
i Kiϕj−1, ϕj−1〉 ≤ 1√

λj−1

〈Kϕj−1, ϕj−1〉 ≤
√

λj−1,

we conclude that L1, . . . , Ln belong to B(H). Define the operator L on H by

L =
n∑

i=1

L∗i Li = diag (0,
√

λ1,
√

λ2, . . .).

Since lim
j→∞

λj = 0, the operator L is compact. By Lemma 3.1, the operators L∗i Li are

compact, an so are the square roots (L∗i Li)
1/2. Using the polar decomposition we conclude

that the operators L1, . . . , Ln are compact as well. Since LiQ = Ki for all i, the assertion

(a) is proved.

For the proof of part (b) we apply part (a) for the operators K∗
1 , . . . , K

∗
n and then take

the adjoints. Since part (c) is an immediate consequence of parts (a) and (b), the proof

is complete. ¤

Part (c) in the following result can be considered as a generalization of [4, proposition

4].

Theorem 3.3. For operators T1, . . . , Tn on H the following assertions hold.

(a) If 0 ∈ σe(
∑n

i=1 TiT
∗
i ), then there exist a quasi-nilpotent operator Q and operators

S1, . . . , Sn on H such that

Ti = QSi, i = 1, . . . , n.

(b) If 0 ∈ σe(
∑n

i=1 T ∗
i Ti), then there exist a quasi-nilpotent operator Q and operators

S1, . . . , Sn on H such that

Ti = SiQ, i = 1, . . . , n.
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(c) If 0 ∈ σe(
∑n

i=1 TiT
∗
i ) ∩ σe(

∑n
i=1 T ∗

i Ti), then there exist quasi-nilpotent operators

Q1 and Q2 and operators S1, . . . , Sn with 0 ∈ σe(
∑n

i=1 SiS
∗
i )∩ σe(

∑n
i=1 S∗i Si) such

that

Ti = Q1SiQ2, i = 1, . . . , n.

Proof. Let T =
√∑n

i=1 TiT ∗
i . Since 0 ∈ σe(T ), by [4, Proposition 2] there exists a quasi-

nilpotent operator Q on H such that T 2 = QQ∗. Since TiT
∗
i ≤ T 2 = QQ∗ for i = 1, . . . , n,

it follows from the well-known theorem of Douglas [3] that there exist operators S1, . . . , Sn

such that Ti = QSi for i = 1, . . . , n. This completes the proof of part (a). Part (b) follows

from part (a) by duality.

Let us now prove part (c).

We claim that there exist an invertible operator V on H and a decomposition of the

space H such that

V TiV
−1 =




0 Ai 0
Ki Ci Di

0 Li 0


 ,

where Ki and Li are compact operators for i = 1, . . . , n.

Let A =
√∑n

i=1 T ∗
i Ti and B =

√∑n
i=1 TiT ∗

i . Since the selfadjoint operators A and

B are not Fredholm, they are not upper semi-Fredholm. Therefore we can construct

inductively an orthonormal sequence f1, g1, f2, g2, . . . in H such that ‖Afk‖ ≤ 1
k

and

‖Bgk‖ ≤ 1
k

for all k. Note that for i = 1, . . . , n and k ∈ N we have ‖Tifk‖ ≤ ‖Afk‖ ≤ 1
k

and ‖T ∗
i fk‖ ≤ ‖Bfk‖ ≤ 1

k
.

Let M be the closed span of the vectors f1, f2, . . . , and N the closed span of the vectors

g1, g2, . . . . Let L be the orthogonal complement of M⊕N . Then in the decomposition

H = M⊕L⊕N the operators {Ti}n
i=1 are of the form

Ti =




K
(1)
i Ai Bi

K
(2)
i Ci Di

K
(3)
i K

(4)
i K

(5)
i


 ,

where K
(j)
i are compact operators.

We now claim that the decomposition of the space can be chosen in such a way that

all Bi are equal to 0. As in the proof of Proposition 2.1 we may assume that B1 = 0. The

subspaces M and N can be reduced to infinite-dimensional closed subspaces M1 and N1

so that in the decomposition of the space H = M1 ⊕ L1 ⊕ N1 both operators B1 and

B2 are equal to 0. After finitely many reductions of M and N we obtaine the desired

decomposition.
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Using the same argument as in Proposition 2.1 we can now find an invertible operator

V on H and a decomposition of the space such that

V TiV
−1 =




0 Ai 0
Ki Ci Di

0 Li 0


 ,

where Ki and Li are compact operators for i = 1, . . . , n.

By Proposition 3.2 there exist quasi-nilpotent operators Q and R and compact operators

H1, . . . , Hn,M1, . . . , Mn such that Ki = HiQ and Li = RMi for i = 1, . . . , n.

Define operators Q′
1, Q

′
2 and {S ′i}n

i=1 on H by

Q′
1 =




0 I 0
0 0 I
R 0 0


 , Q′

2 =




0 I 0
0 0 I
Q 0 0


 and S ′i =




Mi 0 0
Ai 0 0
Ci Di Hi


 .

Thus V TiV
−1 = Q′

1S
′
iQ

′
2 for all i = 1, . . . , n. Since Q′3

1 = diag (R,R,R), the operator Q′
1

is quasi-nilpotent. The same holds for the operator Q′
2.

Let Q1 = V −1Q′
1V , Q2 = V −1Q′

2V and Si = V −1S ′iV (i = 1. . . . , n). Clearly, the

operators Q1 and Q2 are quasi-nilpotent, 0 ∈ σe(
∑n

i=1 SiS
∗
i ) ∩ σe(

∑n
i=1 S∗i Si), and Ti =

Q1SiQ2 for all i = 1, . . . , n.

Note that we there exists an orthonormal sequence (hk) ⊂ H such that ‖S ′ihk‖ →
0 (k →∞) for all i = 1, . . . , n. This implies easily that

(∑n
i=1 S∗i Si

)
V −1hk → 0 and so

0 ∈ σe(
∑n

i=1 S∗i Si). Similarly it is possible to show that 0 ∈ σe(
∑n

i=1 SiS
∗
i ).

This completes the proof of (c). ¤

4. Case of nilpotent operators

In the last section we prove the nilpotent analogs of Theorems 2.3 and 3.3. We first

characterize operators that are products of two nilpotent operators.

Theorem 4.1. An operator T ∈ B(H) is a product of two nilpotent operators (with index

of nilpotency at most 3) if and only if dim ker T = dim ker T ∗ = ∞.

Proof. Suppose that we can write T = MN , where M and N are nilpotent operators.

Since ker N ⊂ ker T and ker M∗ ⊂ ker T ∗, and dim ker N = dim ker M∗ = ∞, we have

dim ker T = dim ker T ∗ = ∞.

Conversely, suppose that dim ker T = dim ker T ∗ = ∞. We can choose a decomposition

ofH as a direct sum of infinite-dimensional subspacesH1, H2 andH3 such thatH1 ⊆ ker T
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and H3 ⊆ ker T ∗. Then the matrix of T relative to this decomposition is of the form


0 A B
0 C D
0 0 0


 .

Using the same argument as in the proof of Proposition 2.1 we can also achieve that

B = 0. Define operators M and N on H by

M =




0 0 A
I 0 C
0 0 0


 and N =




0 0 D
0 0 0
0 I 0


 .

It is easy to verify that T = MN and that M and N are nilpotent operators with index

of nilpotency at most 3. ¤

We now consider the nilpotent analog of Theorem 3.3. Given operators T1, . . . , Tn on

H, we are seeking nilpotent operators N1 and N2 and operators S1, . . . , Sn on H such

that Ti = N1SiN2 for all i = 1, . . . , n. It is easy to see that the necessary condition for

these factorizations is infinite-dimensionality of both ker(
∑n

i=1 TiT
∗
i ) and ker(

∑n
i=1 T ∗

i Ti).

Note that ker(
∑n

i=1 TiT
∗
i ) =

⋂n
i=1 ker Ti and ker(

∑n
i=1 T ∗

i Ti) =
⋂n

i=1 ker T ∗
i . The following

result shows that this condition is also sufficient.

Theorem 4.2. Let T1, T2, . . . , Tn be operators in B(H) such that

dim ker

(
n∑

i=1

TiT
∗
i

)
= dim ker

(
n∑

i=1

T ∗
i Ti

)
= ∞.

Then the following assertions hold:

(a) There exist nilpotent operators N,N1, N2, . . . , Nn on H with index of nilpotency

at most 3 such that Ti = NNiN for all i = 1, 2, . . . , n.

(b) There exist nilpotent operators N1 and N2 on H with index of nilpotency at most

3 and operators S1, . . . , Sn on H such that Ti = N1SiN2 for all i = 1, 2, . . . , n, and

the products N1Si and SiN2 are nilpotent operators for all i = 1, 2, . . . , n.

Proof. We can choose a decomposition of H as a direct sum of infinite-dimensional sub-

spaces H1, H2 and H3 such that H1 ⊆ ker(
∑n

i=1 T ∗
i Ti) and H3 ⊆ ker(

∑n
i=1 TiT

∗
i ). Since

ker(
∑n

i=1 T ∗
i Ti) ⊆ ker T ∗

j Tj = ker Tj and ker(
∑n

i=1 TiT
∗
i ) ⊆ ker TjT

∗
j = ker T ∗

j for all

j = 1, 2, . . . , n, the operators {Ti}n
i=1 are of the form

Ti =




0 Ai Bi

0 Ci Di

0 0 0


 .

As in the proof of Theorem 3.3 we can also achieve that Bi = 0 for all i = 1, . . . , n.
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In order to show part (a), we define operators N and {Ni}n
i=1 on H by

N =




0 I 0
0 0 I
0 0 0


 and Ni =




0 0 0
Ai 0 0
Ci Di 0


 .

Clearly, all of them are nilpotent operators with index of nilpotency at most 3. Since

Ti = NNiN for all i = 1, 2, . . . , n, the proof of (a) is complete.

For part (b) we define nilpotent operators N1 and N2 on H (with index of nilpotency

at most 3) and operators {Si}n
i=1 on H by

N1 =




0 0 I
I 0 0
0 0 0


 , N2 =




0 0 I
0 0 0
0 I 0


 and Si =




Di 0 Ci

0 0 0
0 0 Ai


 .

It is easy to check that Ti = N1SiN2 for all i = 1, 2, . . . , n, and products N1Si and SiN2 are

nilpotent operators for all i = 1, 2, . . . , n. This completes the proof of the theorem. ¤
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