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ABSTRACT

A big number of monitored features in examined objects often complicates a technical realization of decision-making and
extends the time necessary for providing a decision. It is possible to decrease dimensionality of the tasks and along with not to
decrease a quality of decision-making. The main subject of this contribution relates to some of the possible approaches. Basis of
these methods stays in finding a linear transformation of original m-dimensional space of features into a new n-dimensional feature
space where N < M. New features are arisen by suitable linear combination of original features and they are descending sorted
according to their variance. The contribution describes experience and results obtained with the decreasing of feature space and the
classification of sets of the objects which where represented by real pictures of the Earth surface.
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1. INTRODUCTION the evaluation of the usefulness feature infornmatlo is
necessary that the criterion used for selectingufea will
The quality of decision is always related to thalgy be an accordance with the criterion used by thewdhg

and quantity of information available to the subjiaking processing methods.

decisions about given objects. For that reasonetlier The sophisticated case occurs when the group of k-
tendency to monitor the maximum number of featunes individually best features is not for the selecteiderion

the followed objects. But the number of monitorethe best group of k-features according to thatdan. It
features may not be arbitrarily increased becautethe is obvious that to find the optimal subset of feasu
increased number of features the technical re@izaif means to examine all possible combinations.
their processing becomes more complicated and tbederstandably this approach is in most practical

required sorting time very long. problems inapplicable. Therefore the main attenti®n
From that point of view it is convenient to selsct focused on suboptimal solutions.
called informative features, i.e. the features @®rably This group of methods includes the ones which

influencing the classification. In such a way tli@ension conjugate features into groups while each of them
of a problem to be solved can be significantly =il characterizes one particular side of the object fiethod
better clearness achieved and the calculationslifigop of feature sorting and the method of correlationugs
whereas the tolerated error size of the right detistays belong here. They serve for finding such groups of

satisfied. features where the correlation coupling, i.e. then of
absolute values of correlation coefficients between
2. DIMENSION REDUCTION features from the same group (innergroup correiatie

high whereas the correlation coupling between featu
Reduction of the solved problem can be achieved figm different groups (intergroup correlation) is
two different ways - either by selecting the mosiignificantly lower.
informative features from the original feature setby The core of the second group of methods is in figdi
creation of new features from the original onese Tlew a linear or non-linear transformation af-dimensional
features are created following some, e.g. as aifimg space of original features into thedimensional space of
non-linear ~ combination of the original featuresnformative featuregn<m). Creation of a new system of

Dimension reduction methods can be therefore dd/id?eatures have to follow certain requirements. Reqbiis

into two groups [4]. the highest possible information with respect te tight

f Thti m;iln_ |deat 0]; the .T'r;[ gfroutp of methohdmsb IS th%rting of the feature set, the feature may natdreclate,
rom the basic set of available features areé chasese etc. With linear transformations the new set otdess is

which are most informative, i.e. most advantageoois . L .
9 created as a linear combination of input measurénen

g}e\;}(eei/(\} p:&);ﬁs&g? %?g;teOfn\]/;\rl]VédeS'g'a(;:gaség(::(?og;,t t ith non-linear transformations the original comaties
: Y fe transformed curvilinear.

information value of features following some crideand
their sorting with respect to these values withreasing

informationallity. When the features are chosenrfrihe 3. FEATURE SPACE TRANSFORMATION
beginning of such sorted features, the informatiost The
related to the dimension reduction will be miniméth
respect to the chosen criterion. In such a wayvithele
problem lies in the selection of the suitable cidte for

methods of feature sorting based on
transformation convert the original problem of gagtto
the problem of finding the proper transformaticgh
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AWML W" (1) where v, are characteristic vectors corresponding to
increasingly ordered characteristic numbers of the
With which the originah+dimensional feature spase™  autocorrelative matrix of original features

is transformed into the new-dimensional spacen",
wheren<m. Required is the transformatiénshould only

minimally affect the original amount of information ] ) ] o
Probability of classification error while usingn new Calculation of the selective autocorrelative matex

features should not be bigger than with originan based on the following expression
features. The only problem is how to measure the
information. The classical theory of information et
applicable for this purpose. Such problem is soivetivo
ways [5]:

1. TransformationA is chosen the way that thewherekK is the number of objects.
representations frondv" would be the best approximation o
of the original representations fro/™ pursuant to The prlr)c_lpal compone_nt method fqr t_he orthonormal
square deviation. systeme, i =1,2,..n is using characteristic vectors of a

2. TransformationA is chosen the way that thedispersion matrix figured out from
representations fronW"would minimize the estimation

> 0. (6)

X X )

M=

X = =

=~
11

1

of probability error in case of using the criteriaf )(O(x) = ii(xk —,u)(xk—,u)T (8)
minimum error. =1
The methods based on Karhunen - Loewghere u is the vector of mean values calculated from the

transformation belong into the first group. The hoet )| objects.
where the feature selection is based on ratio sgatsions Authors Chien and Fu suggested for the purpose of
between classes and inside of classes belongsttieto ordering and feature selection to use charactensttors

second group. In that case the probability of inedr of the selective dispersion matrix as the orthogeystem
decision will be negative proportional to that eatiwvhen

the dispersions of representations inside of ctassk be

1R
smaller and the distance between the classes evidigger Xl(X) = EZ (Xk ‘,Ur)(xk “H )T ©)
the probability of incorrect decision will be sneall retk=l
4. FEATURE REDUCTION BY KARHUNEN - whereR is the number of classes of representations and
LOEVE TRANSEFORMATION K, is the number of representations belonging intio r
class. The vector 1, is the vector of mean values r-th
Let us assume the total number of investigatedotdje 555
is K, each of them is characterized bydimensional 1 %
column vector U = EZ_:xk , r=132,..R. (10)
x, OW™,  k=12,..K. 2 K

) According to the above-mentioned expressions this
Let us pick n orthonormal vectors from the spacgnethod completely ignores the influence of meames
while nsm. Each representation will be approximated 4 what may be disadvantage in cases when the mean

by the linear combination of these vectors, i.e.thg \qjyes of classes are markedly different and coraabig
vector part of information usable for classification.

X = ) 3
X gicmq ( )5. REALIZATION OF THE DIMENSION
REDUCTION METHODS

while keeping the square deviation from X,
The described techniques of dimension decreasing of

) o the feature space have been applied on a setschfal a
& =[x %] (4) objects that were represented with the real pistusf
to be minimal. Earth surface from the remote Earth sensing. Towings
were sensed in seven spectral zones, i.e. eacht ot

It is provable [4] that the previous expression f@escribed by seven features. Each set of repregersa

minimal for the orthonormal vector system was divided into four samples (water, forest, adtizal
area, city). All pictures from one sample represdnan
g =v i=12 .n (5) equal type of the object.

Original seven features have been transformed into
new features following Karhunen - Loeve transfoiiorat
and the method of dispersion ratio. By taking into
consideration that the characteristic numbers o th
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dispersion matrix represent dispersions of newufest[6] A+ + ...+

. . . _ 71 2 p
the variability contribution of-th new feature to the total H (p) S
dispersion value can be calculated by following the 17727 e 7 m
expression

(12)

N where p<m. Itis obvious that ifp =m, then H (p) =1.
H; = ! (11)

A+A+ o+,

The contributionH (p) is also called the relative part of

dispersion.
and the cumulative contribution of the firgt features to The following tables display the results of redoiti
the total dispersion value according to the expoess dimension by principal component method and Chisch
Fu method in set mix2.

Table 1 Results of principatomponent method

Feature 1 2 3 4 ] f 7
Contrib. ﬁ? 0,723 02312 00145 00113 00109 0.0052 00037
Curn.contrdb. H[p:l 0,723 02543 09688 0,9501 09911 09963 1

Table 2 Results ofChien and Fu method

Feature 1 2 3 4 5 6 7
Contrb. H; 0,7379 02266 00127 0,0077 0,0067 0,004 0,0039
Cum.contrb. H(p) | 10,7379 0,9646 09774 0,5852 059919 0,5961 1

Cumulative contributionsH (p) of the new features original features. Quite related is the method mfiqipal

obtained with all mentioned methods are represeated components and Chien and Fu method where cc_)nmrbutl
of the first and second feature are crucial. The

Fig. 1. contribution of the others are markedly lower anvere
Important method is the method of calculation based
HiR1 4 the autocorrelative matrix where the required infation
0,9 1 is reached already during the first transformeduiea It
3’2: is caused with the high value of the first chanastie
ll:ﬁ- number. The reason of it is that in this methodvhleies
0,5 of representations are not centered so the elenoérnite
[ autocorrelative matrix are high.
0.3 1 Classifications of Earth pictures into classes Hasen
0,2 1 done using CLASS cluster method with respect to the
"’;: original as well as reduced dimension. We obtainey
1 2 3 1 5 6 7 satisfied _rc_esults by clustering of pictures based adl
Mumber of features seven original features as well as based on the amd

principal component.

B PtinC. comp, B Chien & Fu O Autocor, matriz O Dizper. ratio
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