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Abstract:

Background: The 1989 definition of F. Gremy declares informatics as the discipline dealing with information. The role of information was emphasized in the subsequent literature on medical informatics, see e.g. 1997 papers of R. Haux and J. Zvárová who emphasized the transmission and processing of information in the broader context of medical decision-making. Since founded in 1948 by C. Shannon, methods of transmission and processing of information have been systematically developed in information theory.

Objective: We  study the quantitative relations between the amounts of available information and the levels of the Bayes risks or the ROC curves attained under such amounts.
Methods: We use two most basic concepts of information theory, namely the Shannon information and discrimination information, and their classical as well as the very recent extensions. In parallel, we introduces the basic concepts of decision theory, the Bayes risk and the related ROC curve. The importance of these concepts in clinical decision-making is emphasized and illustrated on examples. We use classical methods and concepts elaborated by Shannon, Kullback and Rényi in the period 1948-1962, as well as their most recent extensions and applications developed in the papers of F. Liese, I. Vajda, A.Veselý and J Zvárová in the period 2006-2009.
Results: We numerically evaluate the maximal and minimal Bayes risks achieved under a given level of available Shannon information and introduces a new concept of maximal Shannon information which is able to specify more accurately the minimal risks. For the ROC curves are similar upper and lower bounds evaluated by means of generalized Shannon entropies introduced by Rényi. From the concrete numerical formulas and graphical illustrations presented in the talk we can evaluate the minimal amounts of information needed to guarantee required levels of clinical decision risks. The work was supported by the grants  1M0614 and 1M0572 of  MSMT CR.
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