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Abstract. The wave equation with a Preisach hysteresis operator can be considered as a
one-dimensional projection of Maxwell’s equations in a ferromagnetic medium. An initial-
boundary value problem for this equation is solved here with emphasizing the fact that
under a bounded forcing term the solutions remain bounded. This is due to the strong
dissipation of hysteresis energies. New proofs of hysteresis energy inequalities are given
without referring to the structure of hysteresis memory.

Introduction.
Hyperbolic equations with hysteresis operators appear in various problems of mathe-

matical physics (Maxwell’s equations, elastoplastic oscillations etc.). We present here a
qualitative study of an initial-boundary value problem for the equation

W (ut)t − uxx = g(x, t),

where g is a given function and W is a Preisach hysteresis operator. It has been proved in
[5] that this equation is hyperbolic in the sense of finite speed of propagation of waves.

The present paper is divided into 9 sections. Sections 1-3 are devoted to the investiga-
tion of properties of the Preisach operator (representation, continuity, superposition and
inversion, energy inequalities). We introduce here a new approach which does not make
use of the structure of memory. This enables us to replace the assumptions of oddness
and ”virgin initial state” (cf. [5]) by weaker ones. The Preisach operator W is locally
represented by a superposition (Nemytskii) operator Φ (Lemma (1.18)). The two hystere-
sis energy potentials still play a crucial role here. The assumption of convexity of loops
is interpreted in terms of Φ as the requirement that u → Φ(u) is convex if u increases
and concave if u decreases. Indeed, for a general Preisach operator this is true only if u
remains small during the whole history of the process (Lemma (3.1)). In §4 we investigate
parameter-dependent Preisach operators.

The main results of the paper are formulated in §5, namely the existence of global
solutions, sufficient conditions for uniqueness, regularity and asymptotic behaviour. Their
proofs are given in §§6-9.
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1. Preisach operator

Let u ∈ W 1,1(0, T ) be a given function and h > 0, x0
h given numbers, |x0

h| ≤ h. The
problem of finding a function xh ∈ W 1,1(0, T ) such that

(i) xh(t) ∈ [−h, h], t ∈ [0, T ],(1.1)
(ii) (x′h(t)− u′(t))(xh(t)− ϕ) ≤ 0 a.e. ∀ϕ ∈ [−h, h],

(iii) xh(0) = x0
h

has a unique solution (cf. e.g. [6]).
Let h̄ > 0 be a given number. We introduce the sets

Λ := {λ ∈ W 1,∞(0,∞); |λ′(h)| ≤ 1 a.e.},

Λ(h̄) := {λ ∈ Λ; λ(h) = 0 for h ≥ h̄}
of admissible initial states and we put

(1.2) x0
h := sign (u(0)− λ(h)) min {h, |u(0)− λ(h)|}

for some λ ∈ Λ.
The initial condition characterized by the function λ ≡ 0 is called reference (or virgin )

state .
The existence and uniqueness result for (1.1), (1.2) enables us to define an operator

fh(., λ(h)) : W 1,1(0, T ) → W 1,1(0, T ) for every h > 0 and λ ∈ Λ by the formula

(1.3) fh(u, λ(h))(t) := xh(t), t ∈ [0, T ],

where xh is the solution of (1.1), (1.2).
The operator fh is called stop . We further introduce the operator (I denote the identity)

(1.4) lh(., λ(h)) := I − fh(., λ(h))

which is called play (cf. [3], [9]).
It can be shown easily (cf. e.g. [6]) that lh(., λ(h)), fh(., λ(h)) are Lipschitz continuous

in W 1,1(0, T ) and that for every λ, µ ∈ Λ, u, v ∈ W 1,1(0, T ) we have

(1.5) |lh(u, λ(h))(t)− lh(v, µ(h))(t)| ≤ max{|λ(h)− µ(h)|, ||u− v||[0,t]},

where we denote ||w||[0,t] := max{|w(s)|, 0 ≤ s ≤ t}.
This implies immediately that lh(., λ(h)), fh(., λ(h)) can be considered as Lipschitz con-

tinuous operators in C([0, T ]).

(1.6) Lemma. Let λ ∈ Λ(h̄), u ∈ C([0, T ]), t ∈ [0, T ] be given, ||u||[0,t] ≤ h̄. Put µ(h) :=
lh(u, λ(h))(t) for every h > 0. Then µ ∈ Λ(h̄), µ(0) = u(t).
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Proof. The Lipschitz continuity of lh(., λ(h)) and the closedness of Λ(h̄) with respect to
the uniform convergence imply that it suffices to assume u to be smooth and piecewise
monotone.

More precisely, we assume that 0 = t0 < t1 < ... < tN = T is a partition of [0, T ] such
that u′(t) 6= 0 in (ti−1, ti), i = 1, ..., N .

For t ∈ (ti−1, ti) (1.1) yields

(1.7) xh(t) =
{

min{xh(ti−1) + u(t)− u(ti−1), h} if u′(t) > 0,

max{xh(ti−1) + u(t)− u(ti−1),−h} if u′(t) < 0,

hence

(1.8) lh(u, λ(h))(t) =
{

max{lh(u, λ(h))(ti−1), u(t)− h} if u′(t) > 0,

min{lh(u, λ(h))(ti−1), u(t) + h} if u′, (t) < 0.

An easy induction argument completes the proof.

(1.9) Remark. Relations (1.7), (1.2) represent the standard definition of the stop for
piecewise monotone inputs (cf. [3]). The extension to arbitrary continuous inputs is then
possible by (1.5).

(1.10) Definition. Let p : R1 → R1, ν : R1 × [0,∞) → R1, η ∈ L1
loc(0,∞), η0 ∈

L1(0,∞), α > 0 be given such that

(i) p′ ∈ L∞loc(R
1),

∂ν

∂ρ
∈ L1

loc(R
1 × (0,∞)),(1.11)

(ii) ν(0, h) ≡ 0,

(iii) η(h) ≥ ∂ν

∂ρ
(ρ, h) ≥ −η0(h), η(h) ≥ η0(h) ≥ 0 a.e.,

(iv) p′(ρ) ≥ α a.e.

Let λ ∈ Λ(h̄) be a given initial state. The operators Wλ defined by the formula

(1.12) Wλ(u)(t) := p(u(t)) +
∫ ∞

0

ν(lh(u, λ(h))(t), h)dh

is called a Preisach operator.
If p, ν are linear with respect to ρ, i.e.

(1.13) p(ρ) = αρ, ν(ρ, h) = ρ.η(h)

then the Preisach operator Wλ is called an Ishlinskii operator.

In the sequel we assume

(i)
∫ r

0

η0(h)dh < α for every r > 0,(1.14)

(ii) lim
h→∞

[
h(α−

∫ ∞

0

η0(a) da) +
∫ h

0

∫ ∞

b

η0(a) da db

]
= +∞
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(1.15) Remarks.
(i) It is easy to see that the Preisach operator Wλ is continuous in C([0, T ]).
(ii) It can be shown ([5]) that formula (1.12) is equivalent to the standard definition of the

Preisach operator (cf. e.g. [2],[8]).
(iii) In general we need not require so much regularity for ρ, ν (cf. [2]). Here, in application

to hyperbolic PDE’s, this regularity plays an important role.
We present here an alternative approach to the Preisach operator without referring to

the structure of memory. The philosophy is close to [2] in spite of important differences.
We first represent the Preisach operator locally by means of Nemytskii (superposition)

operators. According to [7] we introduce the identification function S(%, h) of the operator
Wλ as the solution of the Cauchy problem

(i) Shh − S%% = ν(%, h)(1.16)
(ii) Sh(%, 0) = p(%)

(iii) S(%, 0) = 0

We have

(1.17) S(%, h) =
1
2

∫ %+h

%−h

ρ(ξ)dξ +
1
2

∫ h

0

∫ %+h−b

%−h+b

ν(a, b)da db.

(1.18) Lemma. Let u ∈ C([0, T ]) and [t1, t2] ⊂ [0, T ] be given such that u is monotone in
[t1, t2]. Let Wλ be a Preisach operator (1.12). Then there exists an absolutely continuous
increasing function Φ depending only on {lh

(
u, λ(h)

)
(t1); h > 0} such that for every t ∈

[t1, t2] we have Wλ(u)(t) = Φ(u(t)).

Proof. (i) Let u be non-decreasing in [t1, t2]. Put λ1(h) := lh(u, λ(h))(t1), h∗ := max{h̄,
||u||[0,T ]}. By Lemma (1.6) we have λ1 ∈ Λ(h∗), hence for every v ∈ [u(t1), u(t2)] there
exists q ∈ (0,∞),such that λ1(q) + q = v. Put

(1.19) R+(v) := max{q > 0; v = q + λ1(q)}

Indeed, formula (1.8) holds for t ∈ [t1, t2], hence

lh(u, λ(h))(t) =
{

u(t)− h for h < R+(u(t)),
λ1(h) forh ≥ R+(u(t)),

t ∈ [t1, t2].

This yields

Wλ(u)(t) = p
(
u(t)

)
+

∫ R+
(
u(t)

)

0

ν
(
u(t)− h, h

)
+

∫ h∗

R+
(
u(t)

) ν
(
λ1(h), h

)
dh.

It is easy to see that the function v → R+(v) is increasing and R+(v) ≤ h∗ for v ∈
[u(t1), u(t2)].
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Putting

(1.20) Φ(v) = p(v) +
∫ R+(v)

0

ν(v − h, h)dh +
∫ h∗

R+(v)

ν
(
λ1(h), h

)
dh

we obtain using (1.16)

(1.21) Φ(v) = (Sh + S%)(0, h∗)−
∫ h∗

R+(v)

(
1 + λ′1(h)

)
(Sh% + S%%)

(
λ1(h), h

)
dh.

It remains to prove that Φ is increasing and absolutely continuous in [u(t1), u(t2)]. Let
v1, v2 ∈ [u(t1), u(t2)] be arbitrarily chosen, v1 < v2.

Then

(1.22)





v2 − v1 =
∫ R+(v2)

R+(v1)

(
1 + λ′1(h)

)
dh,

Φ(v2)− Φ(v1) =
∫ R+(v2)

R+(v1)

(
1 + λ′1(h)

)
(Sh% + S%%)

(
λ1(h), h

)
dh.

We have

(S%h + S%%)(%, h) = p′(% + h) +
∫ h

0

∂ν

∂%
(% + h− a, a)da,

hence (1.11),(1.14) yield

c1(v2 − v1) ≤ Φ(v2)− Φ(v1) ≤ c2(v2 − v1)

for some positive constants c1, c2.
(ii) Let u be non-increasing. We proceed as before putting

(1.23) R−(v) = max{q > 0; v = −q + λ1(q)}
for v ∈ [u(t2), u(t1)]. The function R− is decreasing in [u(t2), u(t1)] and by (1.8)

lh
(
u, λ(h)

)
(t) =

{
u(t) + h for h < R−

(
u(t)

)

λ1(h) for h ≥ R−
(
(t)

)

t ∈ [t1, t2]. Analogously to (1.21) the function Φ is defined for v < u(t1) by the formula

(1.24) Φ(v) = (Sh − S%)(0, h∗)−
∫ h∗

R−(v)

(
1− λ′1(h)

)
(Sh% − S%%)

(
λ1(h), h

)
dh

with the same conclusion.
Lemma (1.18) is proved.

(1.25) Remark. The same argument can be used for deriving the ”primary curve” of the
operator Wλ. Indeed, the value of Wλ(u)(0) depends only on λ and u(0). Replacing λ1

by λ in the computation above we obtain Wλ(u)(0) = Φ0

(
u(0)

)
, where the function Φ0 is

given by (1.21) for u(0) ≥ λ(0) and (1.24) for u(0) < λ(0) with λ1 replaced by λ.
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2. Properties of the Preisach operator
In this section we still assume that (1.11),(1.14) hold and that Wλ is a given Preisach

operator (1.12).
The two following lemmas establish a superposition formula for hysteresis operators.

(2.1) Lemma. Let S be the function (1.17) and let u ∈ W 1,1(0, T ), λ ∈ Λ(h̄), r > 0 be
given, h̄ ≥ ||u||[0,T ]. Then there exists a function hr ∈ W 1,1(0, T ) such that for every
t ∈ [0, T ) we have

S%

(
lhr(t)(u, λ(hr(t)))(t), hr(t)

)
= r.

Proof. Let t ∈ [0, T ] be fixed. The function µ(h) := lh
(
u, λ(h)

)
(t) belongs to Λ(h̄)

by Lemma (1.6) and d
dh

(
S%(µ(h), h)

) ≥ α − ∫ h

0
η0(a)da > 0, lim

h→∞
S%

(
µ(h), h

)
= +∞,

S%

(
µ(0), 0

)
= 0 by (1.14), (1.16)(iii) (let us note that for h ≥ h̄ we have µ(h) = 0).

Denoting by hr(t) the unique solution h of the equation S%

(
lh(u, λ(h))(t), h

)
= r we

obtain for every t1 < t2, hi := hr(ti), i = 1, 2

S%(lh2(u, λ(h2))(t2), h2)− S%(lh1(u, λ(h1))(t2), h1) =
= S%(lh1(u, λ(h1))(t1), h1)− S%(lh1(u, λ(h1))(t2), h1),

hence

|h2 − h1| ≤ 1
α(r)

∣∣∣∣
∫ t2

t1

∂

∂t
S%

(
lh1(u, λ(h1)

)(
(t), h1

)
dt

∣∣∣∣ ,

where α(r) := inf{ ∂
∂hS%

(
lh(u, λ(h)

)(
(t), h

)
; 0 < h ≤ h̄r, t ∈ [0, T ]}, h̄r := max{hr(t); t ∈

[0, T ]}. Therefore, hr is absolutely continuous in [0, T ] and Lemma (2.1) is proved.

(2.2) Lemma. Let u ∈ W 1,1(0, T ), λ ∈ Λ(h̄), h̄ ≥ ||u||[0,T ], r > 0 be given and let
hr ∈ W 1,1(0, T ) be the function introduced in Lemma (2.1). Put

λ0(h) := lh
(
u, λ(h)

)
(0),

µ(r) := Sh(λ0(h0
r), h

0
r) +

∫ ∞

h0
r

ν(λ0(h), h)dh,

where h0
r is the solution of the equation S%(λ0(h0

r), h
0
r) = r. For t ∈ [0, T ] put

Ur(t) := Sh

(
lhr(t)(u, λ(hr(t)))(t), hr(t)

)
+

∫ ∞

hr(t)

ν
(
lh(u, λ(h))(t), h

)
dh.

Then µ ∈ Λ, µ(0) = Wλ(u)(0), U0(t) = Wλ(u)(t) and Ur(t) = lr
(
U0, µ(r)

)
(t) for

t ∈ [0, T ].

Proof. The identities µ(0) = Wλ(u)(0), U0(t) = Wλ(u)(t) follow from the fact that hr(t) =
0 for r = 0. We further have

d

dr
µ(r) =

(
S%% + λ′(h0

r)Sh%)(Sh% + λ′(h0
r)S%%

)−1
,
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hence
∣∣ d
dr µ(r)

∣∣ ≤ 1 a.e.
By definition we have Ur(0) = µ(r). Let [t1, t2] be a subinterval of [0, T ] such that u is

non-decreasing in [t1, t2]. Put λ1(h) := lh(u, λ(h))(t1) for each h > 0. By Lemma (1.8)
U0 is non-decreasing in [t1, t2]. Let R+ be the function (1.19). We have ∂

∂rhr(t) > 0 for
every fixed t ∈ [t1, t2], hence there exists a unique r̂(t) such that hr(t) ≤ R+

(
u(t)

)
for

r ≤ r̂(t), hr(t) > R+
(
u(t)

)
for r > r̂(t).

Thus for r ≤ r̂(t) we obtain

Ur(t) =Sh

(
lhr(t)(u, λ(hr(t)))(t), hr(t)

)

+
∫ R+(u(t))

hr(t)

ν(u(t)− h, h)dh +
∫ h̄

R+(u(t))

ν(λ1(h), h)dh.

Using (1.16) we obtain analogously to (1.21)

(2.3) Ur(t) = U0(t)− r for r ≤ r̂(t)

For r > r̂(t) we have

Ur(t) = Sh

(
λ1(hr(t)), hr(t)

)
+

∫ ∞

hr(t)

ν(λ1(h), h)dh,

S%

(
λ1(hr(t)), hr(t)

)
= r.

This yields d
dthr(t) = 0 for r > r̂(t) for a.e. t ∈ (t1, t2), in particular

(2.4) Ur(t) = Ur(t1) for r > r̂(t).

We have indeed Ur̂(t)(t) = U0(t)− r̂(t).
Therefore, (2.3),(2.4) yield Ur(t) = max{Ur(t1), U0(t)− r}.
We verify in a similar way that if u is non-increasing in [t1, t2] (and, consequently, U0 is

non-increasing in [t1, t2]), then

Ur(t) = min{Ur(t1), U0(t) + r} for t ∈ [t1, t2].

By induction we conclude that Ur(t) = lr(U0, µ(r))(t) for every piecewise monotone func-
tion u ∈ W 1,1(0, T ). The assertion now follows from (1.8),(1.9).

(2.5) Proposition. Let us assume (1.11), (1.14) and let λ, µ ∈ Λ(h̄) be given. Let Wλ,Wµ

be the Preisach operators (1.12). Then
(i) for every u, v ∈ C([0, T ]) and t ∈ [0, T ] we have |Wλ(u)(t)−Wµ(v)(t)|
≤ ϕ(r)||u−v||0,t]+

∫ h̄

0
|λ(h)−µ(h)|η(h)dh, where r := max{h̄, ||u||[0,t], ||v||[0,t]} and ϕ(r) :=

supess {p′(s), s ∈ [0, r]}+
∫ r

0
η(h)dh,

(ii) if p′ is bounded in R1 and η ∈ L1(0,∞), then Wλ is Lipschitz in C([0, T ]),
(iii) the operator Wλ is invertible in C([0, T ]) and W−1

λ is locally Lipschitz.
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If moreover
∫∞
0

η0(h)dh < α, then W−1
λ is Lipschitz with the constant

2(α− ∫∞
0

η0(h)dh)−1,
(iv) if (1.13) holds and Wλ is an Ishlinskii operator, then W−1

λ is also an Ishlinskii operator.

Remark. A more complete information about the inversion and superposition of Preisach
operators in the case λ ≡ 0 can be found in [7].

Proof of (2.5)
(i) For λ ∈ Λ(h̄) we have by (1.5),(1.6)

|lh(u, λ(h))(t)− lh(v, λ(h))(t)| ≤ ||u− v||[0,t], |lh(u, λ(h))(t)| ≤ max{h̄, ||u||[0,t]},

hence (i),(ii) follow easily from (1.14).
(iii) Let u, v ∈ W 1,1(0, T ) be given piecewise monotone functions and put U = Wλ(u), V =

Wλ(v). Our aim is to prove that there exists a function ψ such that for every t ∈ [0, T ]
we have

(2.6) |u(t)− v(t)| ≤ ψ(max{||u||[0,t], ||v||[0,t], h̄}||U − V ||[0,t].

This implies already the local Lipschitz continuity of W−1
λ in C([0, T ]). Indeed, for

||u||[0,t] > h̄ we have either ||u||[0,t] = u(τ+) for some τ+ ∈ [0, t] or ||u||[0,t] = −u(τ−) for
some τ− ∈ [0, t]. Putting µ(h) = lh(u, λ(h))(τ±) we obtain using Lemma (1.6) µ(|u(τ±)|) =
0, µ(0) = u(τ±), hence µ(h) = u(τ±) ∓ h for h ∈ (0, |u(τ±)|). Consequently, ||U ||[0,t] ≥
|U(τ±)| ≥ ξ0(||u||[0,t]), where ξ0(h) is the function in (1.14) (ii).

Moreover, by Lemma (1.18) for every U, V continuous and piecevise monotone we can
find continuous and piecewise monotone functions u, v such that U = Wλ(u), V = Wλ(v).
Assuming (2.6) we obtain the local Lipschitz continuity of W−1

λ by a standard density
argument.

It remains to prove (2.6). We can assume u(t) − v(t) = ||u − v||[0,t] > 0. Put h∗ :=
min{h > 0; lh(u, λ(h))(t) ≤ lh(v, λ(h))(t)} and

r∗ := S%(lh∗(u, λ(h∗))(t), h∗) = S%(lh∗(v, λ(h∗))(t), h∗),

where S is the identification function (1.17).
We have

U(t)− V (t) = p
(
u(t)

)− p
(
v(t)

)
+

∫ ∞

0

(
ν(lh(u, λ(h))(t), h)− ν(lh(v, λ(h))(t), h)

)
dh

and by Lemma (2.2)

lr∗
(
U, µ(r∗)

)
(t)− lr∗

(
V, µ(r∗)

)
(t) =

∫ ∞

h∗

(
ν(lh(u, λ(h))(t), h

)− ν
(
lh(v, λ(h))(t), h)

)
dh,
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hence using (1.5),(1.11) we obtain

α
(
u(t)− v(t)

) ≤ 2||U − V ||[0,t] +
∫ h∗

0

(
lh(u, λ(h))(t)− lh(v, λ(h))(t)

)
η0(h)dh,

hence
(
α−

∫ h∗

0

η0(h)dh
)(

u(t)− v(t)
) ≤ 2||U − V ||[0,t].

We have h∗ ≤ max{||u||[0,t], ||v||[0,t], h̄} and (2.6) follows easily from (1.14)(i).
(iv) Formula (1.17) yields S(%, h) = %ϕ(h), where ϕ(h) := αh +

∫ h

0

∫ a

0
η(b) db da.

Let u ∈ C([0, T ]) and λ ∈ Λ(h̄) be given. Put U = Wλ(u), λ0(h) = lh
(
u, λ(h)

)
(0).

We have ϕ′(h) > 0, lim
h→∞

ϕ(h) = +∞ and Lemma (2.1) implies hr(t) = ϕ−1(r), hence

hr(t) is independent of t.
Let β > 0, ξ ∈ L1

loc(0,∞) and µ ∈ Λ(r̄) be arbitrarily chosen and let Zµ : C([0, T ]) →
C([0, T ]) be the Ishlinskii operator

Zµ(v)(t) = βv(t) +
∫ ∞

0

lr
(
v, µ(r)

)
(t)ξ(r)dr.

According to Lemma (2.2) it is convenient to put

µ(r) := λ0(h)ϕ′(h) +
∫ ∞

h

λ0(h)η(a)da

where h = ϕ−1(r).
Then µ ∈ Λ(ϕ

(
h̄)

)
and

lr
(
U, µ(r)

)
= lh

(
u, λ(h)

)
(t) · ϕ′(h) +

∫ ∞

h

la
(
u, λ(a)

)
(t)η(a)da.

Put σ(r) := βr +
∫ r

0

∫ a

0
ξ(b) db da. We have Zµ(U)(t) = αβu(t) +

∫∞
0

lh
(
u, λ(h)

)
(t)δ(h)dh

where δ(h) = d2

dh2

(
σ(ϕ(h))

)
.

For σ = ϕ−1 we obtain β = 1
α and Zµ ◦ Wλ = I, hence Zµ = W−1

λ is the Ishlinskii
operator generated by the function σ = ϕ−1.

(2.7) Proposition (Monotonicity). Let u,v ∈ W 1,1(0, T ), λ ∈ Λ(h̄) be given functions
and let Wλ be the Preisach operator (1.12) satisfying (1.11) with η0 ≡ 0. Put Nh(u)(t) :=
ν
(
lh(u, λ(h))(t), h

)
, Nh(v)(t) := ν

(
lh(v, λ(h))(t), h

)
for h > 0. Then

(i) [
(
Nh(u)

)′(t)− (
Nh(v)

)′(t)][lh
(
u, λ(h)

)
(t)− lh

(
v, λ(h)

)
(t)] ≤

≤ [
(
Nh(u)

)′(t)− (
Nh(v)

)′(t)](u(t)− v(t)
)

a.e.
(ii) If Wλ is an Ishlinskii operator and (1.13) holds, then

[(
Wλ(u)

)′(t)− (
Wλ(v)

)′(t)](u(t)− v(t)
) ≥

≥ 1
2

d

dt
[α

(
u(t)− v(t)

)2 +
∫ ∞

0

(
lh(u, λ(h))(t)− lh(v, λ(h))(t)

)2
η(h)dh

]
a.e.
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Before proving (2.7) we state an easy lemma.

(2.8) Lemma. Let Wλ be the Preisach operator (1.12), ∂ν
∂% > 0 a.e. Let u ∈ W 1,1(0, T )

be a given function such that u′(t) 6= 0 exists and
(
Wλ(u)

)′(t) exists for some t ∈ (0, T ).
Then there exists ĥ(t) ≥ 0 such that for h > ĥ(t) we have d

dt lh
(
u, λ(h)

)
(t) = 0, for h < ĥ(t)

we have d
dt lh

(
u, λ(h)

)
(t) = u′(t), lh

(
u, λ(h)

)
(t) = u(t)± h.

Remark. The implication u′(t) = 0 ⇒ (
Wλ(u)

)′(t) = 0 is trivial.

Proof of (2.8) Let xh be solution of (1.1),(1.2). Let us suppose that for some h1 < h2

we have xh1(t) ∈ (−h1, h1), |xh2(t)| = h2. Lemma (1.6) and (1.3),(1.4) give
∣∣ d
dhxh(t)

∣∣ ≤ 1,
which is a contradiction. Put ĥ2 = inf{h > 0; |xh(t)| < h}.

Let us suppose that for some h3 < ĥ2 the derivative d
dtxh3(t) does not exist. This means

x′h3+
(t) = 0, x′h3−(t) = u′(t) for the right and left derivatives, respectively. The same

argument as above shows that the same is true for all h ∈ [h3, ĥ2]. Put ĥ1 = sup{h <

ĥ2; d
dtxh(t) does not exist }. For h < ĥ1 we have indeed d

dtxh(t) = 0.
A standard use of the Lebesgue dominated convergence theorem yields

(
Wλ(u)

)′
+
(t)−(

Wλ(u)
)′
−(t) = u′(t)

∫ ĥ2

ĥ1

∂ν

∂%

(
lh(u, λ(h)(t), h

)
dh,

hence ĥ1 = ĥ2 and (2.8) follows easily.

Proof of (2.7) We obtain from (1.1)(ii),(1.3),(1.4) putting ϕ := hh

(
v, λ(h)

)
(t)

(
Nh(u)

)′(t) · [fh

(
u, λ(h)

)
(t)− fh

(
v, λ(h)

)
(t)] ≥ 0

and similarly (
Nh(v)

)′(t) · [fh

(
v, λ(h)

)
(t)− fh

(
u, λ(h)

)
(t)] ≥ 0,

which gives (i). Part (ii) follows immediately from (i) and Lemma (2.8).

3. Energy Potentials
The role of the convexity of hysteresis loops in the theory of hyperbolic equations with

hysteresis has been pointed out several times (cf. e.g. [4],[5]). We present here a different
approach which consists in determining sufficient conditions for the function Φ from Lemma
(1.18) to be convex when u increases and concave when u decreases.

(3.1) Lemma. Let λ ∈ Λ(h̄) be given and let Wλ be the Preisach operator (1.12) with
p(u) = αu and ∂ν

∂% , ∂2ν
∂%2 continuous in R1 × [0,∞), ∂ν

∂% (0, 0) > 0.
Let Φ be the function (1.21) and let us denote by Φ′+, Φ′− its right and left derivatives,

respectively. Then there exists U0 ∈ (0,+∞] and a continuous non-increasing function
γ : [0, U0) → R1

+ such that for every u ∈ C([0, T ]) the following implications hold:
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(i) If u is non-decreasing in [t1, t2] and max{h̄, ||u||[0,t2]} < U < U0, then Φ′−(v2) −
Φ′+(v1) ≥ 2γ(U)(v2 − v1) for all v2 > v1, v1, v2 ∈ [u(t1), u(t2)];

(ii) If u is non-increasing in [t1, t2] and max{h̄, ||u||[0,t2]} < U < U0 then Φ′−(v2)−Φ′+(v1) ≤
−2γ(U)(v2 − v1) for all v2 > v1, v2, v1 ∈ [u(t2), u(t1)].

Proof.
(i) Let R+ be the function (1.19) and put λ1(h) := lh

(
u, λ(h)

)
(t1) for h > 0 as in the proof

of Lemma (1.18). Let u(t1) ≤ v1 < v2 ≤ u(t2) be given and let us choose an arbitrary
sequence vn ↓ v1. Then R+(vn) ↘ R+(v1) and (1.22) yields

Φ′+(v1) = (Sh% + S%%)
(
λ(R+(v1)), R+(v1)

)
= α +

∫ R+(v1)

0

∂ν

∂%
(v1 − h, h)dh.

Similarly, putting R+
0 (v) = min{q > 0; v = q + λ1(q)} we obtain

Φ′−(v2) = α +
∫ R+

0 (v2)

0

∂ν

∂%
(v2 − h, h)dh.

Therefore,

Φ′−(v2)− Φ′+(v1) =
∫ R+(v1)

0

∫ v2

v1

∂2ν

∂%2
(a− h, h)dadh +

∫ R+(v1)

R+
0 (v2)

∂ν

∂%
(v2 − h, h)dh.

Put

δ1(U) := min{
∣∣∣∣
∂ν

∂%
(%, h)

∣∣∣∣ ;|%|+ h ≤ U},

δ2(U) := max{
∣∣∣∣
∂2ν

∂%2
(%, h)

∣∣∣∣ ;|%|+ h ≤ U}.

Then δ1 is non-increasing, δ2 is non-decreasing and for h̄, |v1|, |v2| ∈ (0, U ] we have
R+(v1), R+

0 (v2) ∈ (0, U ] and Φ′−(v2) − Φ′+(v1) ≥
(
R+

0 (v2) − R+(v1)
)
δ1(U) − Uδ2(U) ·

(v2 − v1). We have v2 − v1 ≤ 2
(
R+

0 (v2) − R+(v1)
)
, hence putting U0 = inf{U >

0; 1
2δ1(U)− Uδ2(U) > 0}, γ(U) = 1

2

(
1
2δ1(U)− Uδ2(U)

)
we obtain (i).

(ii) The argument is similar. We use the functions R− defined by (1.23) and R−0 (v) :=
min{q > 0;−q + λ1(q) = v} and we obtain the formula

Φ′−(v2)− Φ′+(v1) =
∫ R−(v2)

0

∫ v2

v1

∂2ν

∂%2
(a + h, h)da dh−

∫ R−0 (v1)

R−(v2)

∂ν

∂%
(v1 + h, h)dh,

2
(
R−0 (v1)−R−(v2)

) ≥ v2 − v1,

hence
Φ′−(v2)− Φ′+(v1) ≤ −(1

2
δ1(U)− Uδ2(U)

)
(v2 − v1).
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(3.2) Lemma. Let Ψ be an absolutely continuous increasing function and let Ψ′+,Ψ′−
exist at every point of its domain of definition. Let K > 0 be a given constant and u ∈
W 1,∞(0, T ) a given function such that Ψ(u) ∈ W 2,1(0, T ). Then the following implications
hold:

(i) If u is non-decreasing in [t1, t2] and Ψ′−(v2) − Ψ′+(v1) ≥ K(v2 − v1) for all v1 < v2,
v1, v2 ∈ [u(t1), u(t2)], then ( 1

2Ψ(u)′ · u′) ∈ BV (t1, t2) and

(3.3)
∫ t2

t1

(
Ψ(u)

)′′(t)u′(t)dt ≥ [1
2
(
Ψ(u(t))

)′
u′(t)

]t2

t1
+

1
2
K

∫ t2

t1

|u′(t)|3dt.

(ii) If u is non-increasing in [t1, t2] and Ψ′−(v2) − Ψ′+(v1) ≤ −K(v2 − v1) for all v1 <
v2, v1, v2 ∈ [u(t2), u(t1)], then (3.3) holds.

Proof. The problem consists in justifying the integration by parts at the left-hand side
of (3.3). Put w(t) = Ψ

(
u(t)

)
and Ψn(v) =

∫∞
∞ n%

(
n(v − σ)

)
Ψ(σ)dσ, where u ∈ N is

an arbitrary integer and ϕ ∈ D(−1, 1) is a nonnegative mollifier,
∫ 1

−1
ϕ(σ)dσ = 1. Put

un(t) = Ψ−1
n

(
w(t)

)
. The functions Ψn converge to Ψ locally uniformly, Ψ′n are locally

bounded away from 0 and Ψn(un) − Ψn(u) = Ψ(u) − Ψn(u), hence un → u uniformly.
The identity Ψ′n(un)u′n = Ψ′(u)u′ a.e. yields |u′n(t)| ≤ const.|u′(t)| a.e., hence u′n → u′ in
L∞-weak *. The function Ψ′ is monotone in [u(t1), u(t2)] (or [u(t2), u(t1)]), hence it has
at most countably many points of discontinuity.

If u(t) is a point of continuity of Ψ′, then Ψ′n
(
un(t)

) → Ψ′
(
u(t)

)
, hence u′n(t) → u′(t).

Put M := {t ∈ (t1, t2); u′n(t) → u′(t)}. We have meas u(M) =
∣∣∫

M
u′(t)dt

∣∣ = 0 since Ψ′(v)
is discontinuous for every v ∈ u(M). Consequently, u′(t) = 0 for a.e. t ∈ M and meas
M = 0. This implies un → u in W 1,p(0, T )-strong for every p ∈ [1,∞).

In the case (i) we have lim inf
n→∞

Ψ′′n
(
un(t)

) ≥ K for every t ∈ [t1.t2] hence the identity
∫ τ2

τ1

(
Ψn(un(t))

)′′
u′n(t)dt =

[1
2
(
Ψn(un(t))

)′
u′n(t)

]τ2

τ1
+

1
2

∫ τ2

τ1

Ψ′′n(un(t))|u′n(t)|3dt

for t1 ≤ τ1 < τ2 ≤ t2 yields∫ τ2

τ1

(
Ψ(u(t))

)′′
u′(t)dt ≥ [1

2
(
Ψ(u(t))

)′
u′(t)

]τ2

τ1
+

K

2

∫ τ2

τ1

|u′(t)|3dt

for a.e. τ1, τ2 ∈ [t1, t2], τ1 < τ2.
The function τ 7−→ 1

2

[(
Ψ(u(t))

)′
u′(t)

]τ

t1
+ K

2

∫ τ

t1
|u′(t)|3dt − ∫ τ

t1
(Ψ(u(t))′′n′(t)dt is non-

increasing, hence 1
2

(
Ψ(u)′u′

) ∈ BV (t1, t2) and (3.3) holds. The case (ii) is analogous.

In what follows we reduce the class of Preisach operators (1.12). We assume

(i)
∂ν

∂%
,
∂2ν

∂%2
are continuous in R1 × [0,∞),(3.4)

(ii) η is continuous in [0,∞),
(iii) p(%) = α% for % ∈ R1,

(iv)
∂ν

∂%
> 0, η(h) ≥ ∂ν

∂%
(%, h) ≥ 0 ∀(%, h) ∈ R+ × [0,∞).
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We further define the function

(3.5) B(%, h) =
∫ %

0

σ
∂ν

∂σ
(σ, h)dσ.

For u ∈ W 1,1(0, T ) we introduce the energy potential

(i) P1(u)(t) =
α

2
u2(t) +

∫ ∞

0

B
(
lh(u, λ(h))(t), h

)
dh(3.6)

(ii) P2(u)(t) =
1
2
Wλ(u)′(t)u′(t),

where B is given by (3.5) and Wλ is the operator (1.12).
The potential P2 does not correspond to the usual physical notion of energy. Its physical

meaning does not seem obvious.

(3.7) Theorem. Put ξ(r) := α +
∫ max{h̄,r}
0

η(h)dh. For every u ∈ W 1,1(0, T ) we have
P1(u) ∈ W 1,1(0, T ) and the inequalities

(i)
(
Wλ(u)(t)

)2 ≤ 2ξ(||u||[0,T ]) · P1(u)(t),

(ii)
(
P1(u)

)′(t) ≤ (
Wλ(u)

)′(t)u(t)

hold (almost) everywhere in (0, T ).

Proof. For all (%, h) ∈ R1 × [0,∞) we have

ν(%, h)
∂ν

∂%
(%, h) sign % ≤ |%|η(h)

∂ν

∂%
(%, h),

hence ν2(%, h) ≤ 2η(h)B(%, h). Put β =
∫ max{h̄,||u||0,T ]}
0

η(h)dh. For ε = α
β Hölder’s

inequality yields

(
Wλ(u)(t)

)2 ≤ (1 +
1
ε
)
(
αu(t)

)2 + (1 + ε)
(∫ ∞

0

ν(lh(u, λ(h))(t), h)dh

)2

and (∫ ∞

0

ν(lh(u, λ(h))(t), h)dh

)2

≤ β

∫ ∞

0

1
η(h)

ν2(lh
(
u, λ(h))(t), h

)
dh

which implies (i).
Part (ii) is an easy consequence of (2.8) and (2.7)(i) for v ≡ 0.

(3.8) Theorem.
(i) Let ξ(r) be as in (3.7). Then for every u ∈ W 1,1(0, T ) the inequalities [(Wλ(u))′(t)]2 ≤

2ξ(||u||[0,T ])P2(u)(t), 1
2α(u′(t))2 ≤ P2(u)(t) hold almost everywhere in (0, T ).
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(ii) Let U0, γ be as in Lemma (3.1). Let u ∈ W 1,∞(0, T ) be such that Wλ(u) ∈ W 2,1(0, T ).
If max{h̄, ||u||[0,T ]} ≤ U < U0, then we have P2(u) ∈ BV (0, T ) and [P2(u)(t)]t2t1 ≤∫ t2

t1
(Wλ(u))′′(t)u′(t)dt− γ(U)

∫ t2
t1
|u′(t)|3dt for all 0 ≤ t1 < t2 ≤ T .

Remark. We see an important formal similarity between (3.7) and (3.8). This justifies
the “energy” terminology.

Proof of (3.8)
(i) It is easy to see that Wλ(u) is absolutely continuous, hence (i) follows from (2.8).
(ii) The function

(
Wλ(u)

)′ is absolutely continuous, hence the set Z := {t ∈ [t1, t2] ;(
Wλ(u)

)′(t) 6= 0} is open, Z =
⋃∞

k=1(ak, bk). By Lemmas (3.1), (3.2) (ii) holds if t1
is replaced by ak and t2 by bk. Moreover, for t1 < ai < t2, t1 < bj < t2 we have by (i)
P2(u)(ai−) = P2(u)(ai+) = 0, P2(u)(bj−) = P2(u)(bj+) = 0. The same argument as at
the end of the proof of Lemma (3.2) shows that P2(u) ∈ BV (0, T ). The assertion now
follows from the additivity of the Lebesgue integral.

(3.9) Corollary. Let Wλ be the Ishlinskii operator (1.13) and let η : [0,∞) → [0,∞)
be continuous and positive in [0,∞). Then the conclusion of Theorem (3.8) holds for
U0 = +∞ and γ(U) = 1

4 min{η(h), 0 ≤ h ≤ U}.
Proof. The formulas for U0 and γ(U) are given in the proof of Lemma (3.1).

4. Dependence on parameters.

We have to consider hysteresis operators acting on functions of one ”time” variable
and several ”spatial” variables. For our purposes it suffices to consider functions u :
[0, 1] × [0, T ] → R1 such that for every x ∈ [0, 1] the function u(x, ·) belongs to C([0, T ]).
The initial state λ may also depend on x.

We assume

(i) λ : [0, 1]× [0,∞) → R1 is continuous,(4.1)
(ii) λ(x, ·) ∈ Λ(h̄) for every x ∈ [0, 1],

and we define for every u ∈ C([0, 1]× [0, T ]) and (x, t) ∈ [0, 1]× [0, T ]

(4.2) W (u)(x, t) := Wλ(x,·)(u(x, ·))(t),

where Wλ(x,·) is the operator (1.12).

(4.3) Proposition. Let us assume (3.4) and let λ satisfying (4.1) be given. Then W given
by (4.2) is a locally Lipschitz operator in C([0, 1]× [0, T ]) which is invertible and W−1 is
Lipschitz.
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Proof. For u ∈ C([0, 1] × [0, T ]) put U(x, t) := W (u)(x, t), ||u|| := max{u(x, t)|, x ∈
[0, 1], t ∈ [0, T ]}, r = max{h̄, ||u||}. We have to prove first that U ∈ C([0, 1] × [0, T ]). Let
0 ≤ s < t ≤ T, x, y ∈ [0, 1] be given. We have by (2.5)(i)

|U(x, t)− U(y, s)| ≤ |U(x, t)− U(x, s)|+ ϕ(r)||u(x, ·)− u(y, ·)||[0,s]+

+
∫ h̄

0

|λ(x, h)− λ(y, h)| η(h)dh,

hence U is continuous. The local Lipschitz continuity of W follows easily from (2.5)(i).
Let further U ∈ C([0, 1] × [0, T ]) be given and put u(x, t) := W−1

λ(x,·)(U(x, ·))(t) (the
invertibility of Wλ(x,·) is ensured by (2.5)(iii)). We have

||Wλ(x,·)(u(x, ·))−Wλ(x,·)(u(y, ·))||[0,s] ≤
α

2
||u(x, ·)− u(y, ·)||[0,s],

||Wλ(x,·)(u(y, ·))−Wλ(y,·)(u(y, ·))||[0,s] ≤
∫ h̄

0

|λ(x, h)− λ(y, h)|η(h)dh,

hence u ∈ C([0, 1]× [0, T ]). The Lipschitz continuity of W−1 is an immediate consequence
of (2.5)(iii).

(4.4) Remarks.
(i) The operator W given by (4.2) depends continuously on λ. If λ1, λ2 are two functions

satisfying (4.1) and Wi is the operator corresponding to λi, i = 1, 2, then for every
u, v ∈ C([0, 1]× [0, T ]) we have

||W1(u)−W2(v)|| ≤ ϕ(r)||u− v||+ max{
∫ h̄

0

|λ1(x, h)− λ2(x, h)|η(h)dh;x ∈ [0, 1]}.

(ii) There is a slight ambiguity in the formula (4.2), where the dot in u(x, ·) replaces the
”time” variable t and in λ(x, ·) the ”memory” variable h. Here, the ”memory” character
of h is not as important as in [7].

5. Statement of the problem.
Our aim here is to solve the problem

(i) W (ut)t − uxx = g(x, t),(5.1)
(ii) u(0, t) = ux(1, t) = 0,

(iii) u(x, 0) = uo(x), ut(x, 0) = u1(x),

where uo, u1, g are given functions and W is the Preisach operator (4.2) satisfying the
assumptions of Proposition (4.3).

We first give a list of assumptions.
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g ∈ L∞loc(0,∞; L2(0, 1)), G : [0,∞) → [0,∞) are given functions such that
(5.2)

(i) G is nonincreasing in [0,∞],
(ii) gt ∈ L∞(0,∞;L2(0, 1)),

(iii)
∫ 1

0

|gt(x, t)|2dx ≤ G(t) a.e.,

uo ∈ W 2,2(0, 1), u1 ∈ W 1,2(0, 1) are given functions such that(5.3)

uo(0) = u1(0) = uo′(1) = 0.

We put Ẽ(0) := 1
2

∫ 1

0

[
1
α (uo′′(x) + g(x, 0))2 + |u1′(x)|2]dx,

(5.4) there exist U ∈ (0, U0) and δ > 0 such that h̄ ≤ U and

(i) G(0)γ(U)
ξ(U) < 3

8 ,

(ii) 6Ẽ(0)+3G(0)
(

4 ξ(U)
γ(U) +G(0)

)
< (1−δ)U2, where U0, γ, ξ are introduced in Lemma

(3.1) and Theorem (3.8).

(5.5) Remark. The condition (5.4) needs some comment. For an arbitrary operators W
and U < U0 (5.4) holds if the data h̄, uo, u1, gt are sufficiently small in appropriate norms.
On the other hand, if W is an Ishlinskii operator satisfying the assumptions of (3.9) and

lim
U→∞

γ(U)
ξ(U)

= 0, lim
U→∞

U2γ(U)
ξ(U)

= +∞,

then (5.4) holds for arbitrary data and U sufficiently large.
We can easily see that Ishlinskii operators satisfying (5.6) exist. Putting in (1.13) η(h) =

hσ−2 for some σ ∈ (1, 2), we have γ(U) = 1
4η(U) = 1

4Uσ−2, ξ(U) = α + 1
σ−1Uσ−1 for U

sufficiently large, hence (5.6) holds.

The main results of this paper are the following:

(5.7) Theorem. (Existence). Let (5.2)-(5.4) hold. Then there exists a continuous function
u : [0, 1]× [0,∞) → R1 such that

utt, uxt ∈ L∞
(
0,∞; L2(0, 1)

)
, uxx ∈ L∞loc(0,∞; L2(0, 1)),

(5.1)(ii),(iii) hold for all t ≥ 0 and x ∈ [0, 1], (5.1)(i) holds almost everywhere in (0, 1)×
(0,∞) and |ut(x, t)| < U for all (x, t) ∈ [0, 1]× [0,∞).
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(5.8) Theorem. (Uniqueness). Let (5.2)-(5.4) and let u, v be two solutions of (5.1)
satisfying Theorem (5.7).

(i) If W is an Ishlinskii operator, then u = v.
(ii) If W is a general Preisach operator and utt, vtt ∈ L1

loc(0,∞; L∞(0, 1)), then u = v.

(5.9) Theorem. (Asymptotic behaviour). Let (5.2)-(5.4) hold and let u be a solution of
(5.1) satisfying Theorem (5.7). let us assume lim

t→∞
G(t) = 0. Then there exists a function

κ : [0,∞) → [0,∞) such that lim
t→∞

κ(t) = 0 and

|ut(x, t)| ≤ κ(t) ∀(x, t) ∈ [0, 1]× [0,∞).

If moreover G(t) = 0 for t ≥ t0, then there exists a function v ∈ W 2,2(0, 1) and a constant
K > 0 such that v(0) = v′(1) = 0 and

|ut(x, t)|+ |ux(x, t)− v′(x)| ≤ K

t
∀(x, t) ∈ [0, 1]× [0,∞).

Remark. The qualitative analysis of the ‘ordinary’ equation u′′ + W−1(u) = 0 (cf.[4])
shows that the estimate K

t can hardly be improved.

(5.10) Proposition. (Regularity). Let (5.7) hold. Then the functions W (ut)t, uxt :
[0,∞] → L2(0, 1) are weakly continuous.

6. Approximation and estimates.
We apply the space-discretization method. Let n > 0 be a given integer. For t ≥ 0 put

gj(t) := n
∫ j+1

n
j
n

∫ t

0
g(ξ, τ) dτ dξ, j = 0, 1, · · · , n− 1.

Let us consider the system of differential equations for j = 1, · · · , n− 1.

Wj(u′j)(t) =∆jv(t) + gj(t),(6.1)
v′j(t) =∆j−1u(t),

for unknown functions u1, ..., un−1, v1, · · · , vn−1, where we put u0 = vn = 0, v0 = v1, un =
un−1, ∆jv := n(vj+1−vj), ∆j−1u = n(uj −uj−1), Wj := Wλ( j

n ,.), with initial conditions

(6.2) uj(0) = u0

(
j

n

)
, ∆jv (0) = Φj

0

(
u1

(
j

n

))
, vn(0) = 0,

where Φj
0 is the function corresponding to Wj in the sense of (1.25).

By (2.5)(iii), (3.4) the operators W−1
j are Lipschitz in C([0, T ]) for every T > 0 and

j ≥ 1 with the Lipschitz constant 2
α , hence the system (6.1),(6.2) has a unique global

classical solution {uj , vj ; j = 1, · · · , n− 1} and (3.8)(i) implies uj , vj ∈ W 2,∞
loc (0,∞).

17



We obtain from (6.1),(6.2) u′j(0) = u1
(

j
n

)
and from (5.3),(5.4) |u1(ξ)| ≤ (2Ẽ(0))

1
2 ≤

[(1−δ)/3]
1
2 U for each ξ ∈ [0, 1], hence u′j(t) < U for every j = 1, · · · , n−1 and t sufficiently

small. Put
Tn = inf{t > 0; u′j(t) > U for some j = 1, · · · , n− 1}

and

E(n)(t) =
1
n

n−1∑

j=1

(
P j

2 (u′j)(t) +
1
2
(v′′j (t))2

)

for t ∈ (0, Tn), where P j
2 is the potential (3.6)(ii) corresponding to Wj .

Equations (6.1) and Theorem (3.8)(i) yield

E(n)(t) ≤ 1
2n

n−1∑

j=1

[
1
α

(n(∆ju(t)−∆j−1u(t)) + g′j(t))
2+

+n2(W−1
j (∆jv + gj)(t)−W−1

j−1(∆j−1v + gj−1)(t))2
]
.

The right-hand side of the last inequality is continuous with respect to t, hence

E(n)(0+) ≤ 1
2n

n−1∑

j=1

[
1
α

(n(∆ju(0)−∆j−1u(0)) + g′j(0))2+

+n2((Φj
0)
−1(∆jv(0))− (Φj−1

0 )−1(∆j−1v(0)))2
]
.

This yields
lim sup

n→∞
E(n)(0+) ≤ Ẽ(0)

hence (5.4) (ii) remains valid if Ẽ(0) is replaced by E(n)(0+) for n sufficiently large. We
can differentiate (6.1) twice with respect to t, hence

(i) Wj(u′j)
′′ = ∆jv

′′ + g′′j ,(6.3)
(ii) v′′′j = ∆j−1u

′′

holds in the sense of distributions and almost everywhere.
Let σ ∈ (0, Tn) be arbitrarily chosen. Multiplying (6.3) by u′′j and (ii) by v′′j we obtain

from (3.8)(ii) for all σ ≤ s < t < Tn

E(n)(t−)− E(n)(s+)+γ(U)
∫ t

s

1
n

n−1∑

j=1

|u′′j (τ)|3dτ ≤

≤ 1
n

n−1∑

j=1

∫ t

s

u′′j (τ)g′′j (τ)dτ.
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We have indeed 1
n

∑n−1
j=1 |g′′j (t)|2 ≤ ∫ 1

0
|gt(x, t)|2dx for every τ ≤ 0, hence (3.8)(i),

(5.2)(iii) and Hölder’s inequality yields

E(n)(t−)− E(n)(s+)+B
1
n

n−1∑

j=1

∫ t

s

∣∣∣P j
2 (u′j)(τ)

∣∣∣
3
2

dτ ≤(6.4)

≤K1G
3
2 (σ)(t− s),

where B :
√

2γ(U)ξ(U)−
3
2 ,K1 :=

(
2
3

) 3
2 γ(U)−

1
2 .

We further multiply (6.3)(i) by u′j and we obtain after integration

1
n

n−1∑

j=3

∫ t

s

(
v′′j (τ)

)2
dτ =

2
n

n−1∑

j=1

∫ t

s

P j
2 (u′j)(τ) dτ+

+
1
n

n−1∑

j=1

∫ t

s

g′′j (τ)u′j(τ) dτ + V (n)(s)− V (n)(t),

where V (n)(τ) := 1
n

∑n−1
j=1 Wj(u′j)

′(τ)u′j(τ).

The relation 1
2

∑n−1
j=1

∣∣u′j(τ)
∣∣2 ≤ 1

n

∑n−1
j=1 |∆j−1u

′(τ)|2 = 1
n

∑n−1
j=1

∣∣v′′j (τ)
∣∣2 then gives

V (n)(t)− V (n)(s)+(6.5)

+
∫ t

s

E(n)(τ)dτ ≤ 3(t− s)
1
3


 1

n

n−1∑

j=1

∫ t

s

∣∣P j
s (u′j)(τ)

∣∣ 3
2 dτ




2
3

+

+
1
2
G2(σ)(t− s).

Let us choose a number ε(σ) > 0 such that

(6.6)
[
1
3
G(σ)

ξ(U)
γ(U)

] 1
2

≤ ε(σ) ≤
[
1
3
G(0)

ξ(U)
γ(U)

] 1
2

.

Then (6.5) implies

V (n)(t)− V (n)(s)+
∫ t

s

E(n)(τ)dτ ≤
(

1
2
G2(σ) + 4ε2(σ)

)
(t− s)+(6.7)

+
1

ε(σ)
· 1
n

n−1∑

j=1

∫ t

s

∣∣∣P j
2 (u′j)(τ)

∣∣∣
3
2

dτ.

Let us denote F
(n)
σ (τ) := E(n)(τ) + Bε(σ)V (n)(τ) for τ > σ.
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We have by (3.8)(i) V (n)(τ) ≤ ξ(U)
1
2 E(n)(τ), hence (5.4)(i) implies

1
2
E(n)(τ) ≤ F (n)

σ (τ) ≤ 3
2
E(n)(τ)

for a.e. τ ≥ σ.
Putting (6.4) and (6.7) together we obtain

F (n)
σ (t−)− F (n)

σ (s+) + Bε(σ)
∫ t

s

E(n)(τ)dτ ≤ K2(σ)(t− s),

where

K2(σ) := K1G
3
2 (σ) + Bε(σ)

(
1
2
G2(σ) + 4ε2(σ)

)
,

consequently

(6.8) F (n)
σ (t−)− F (n)

σ (s+) +
2
3
Bε(σ)

∫ t

s

F (n)
σ (τ)dτ ≤ K2(σ)(t− s).

We see that the function

t → F (n)
σ (t) +

2
3
Bε(σ)

∫ t

σ

F (n)
σ (τ)dτ −K2(σ)t

is nonincreasing in (σ, Tn), hence its derivative in the sense of distributions is non-positive.
For every smooth positive function ϕ and every t ∈ (σ, Tn) this yields

ϕ(t)F (n)
σ (t−)−ϕ(σ)F (n)

σ (σ+) +
∫ t

σ

[
−F (n)

σ (τ)ϕ′(τ)+

+
2
3
Bε(σ)F (n)

σ (τ)ϕ(τ)−K2(σ)ϕ(τ)
]

dτ ≤ 0.

In particular, for ϕ(t) = e
2
3 Bε(σ)(t−σ) this gives

F (n)
σ (t−) ≤ e−

2
3 Bε(σ)(t−σ)F (n)

σ (σ+) +
3K2(σ)
2Bε(σ)

(
1− e−

2
3 Bε(σ)(t−σ)

)
,

hence

(6.9) E(n)(t−) ≤ 3
[
e−

2
3 Bε(σ)(t−σ)E(n)(σ+) +

K2(σ)
Bε(σ)

]

holds for every 0 ≤ σ < t < Tn.
For σ = 0 (6.6),(6.9) imply

E(n)(t−) ≤ 3
[
E(n)(0+) + G(0)

(
2
ξ(U)
γ(U)

+
1
2
G(0)

)]
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hence by (5.4)(ii)

(6.10) E(n)(t−) ≤ 1
2
(1− δ)U2.

Let us suppose Tn < +∞. For almost every t < Tn we have

max
j
|u′j(t)| ≤


 1

n

n−1∑

j=1

|∆j−1u
′(t)|2




1
2

=


 1

n

n−1∑

j=1

|v′′j (t)|2



1
2

≤

≤
(
2E(n)(t)

) 1
2 ≤

√
1− δU,

hence
lim sup

t→Tn

|u′j(t)| < U for all j = 1, · · · , n− 1,

which is a contradiction.
Consequently, Tn = +∞ for n sufficiently large and (6.9),(6.10) hold for all

0 ≤ σ < t < +∞.

7. Proof of existence and regularity.
Let {uj , vj ; j = 1, · · · , n− 1} be the solution of (6.1),(6.2). For x ∈ [

j
n , j+1

n

)
and t ≤ 0

we put

u(n)(x, t) :=uj(t) +
(

x− j

n

)
∆ju(t),

v(n)(x, t) :=vj(t) +
(

x− j

n

)
∆jv(t),

ũ(n)(x, t) :=uj(t),

ṽ(n)(x, t) :=vj+1(t),

g̃(n)(x, t) :=g′j(t),

λ(n)(x, h) :=λ

(
j

n
, h

)

and for every function z : [0, 1] × [0,∞) → R1 such that z(x, ·) is continuous for every
x ∈ [0, 1] we put

W (n)(z)(x, t) := Wλ(n)(x,·)
(
z(x, ·))(t).

The system (6.1) can be rewritten in the form

W (n)
(
ũ

(n)
t

)
= v(n)

x +
∫ t

0

g̃(n)(x, τ)dτ,(7.1)

ṽ
(n)
t = u(n)

x ,
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for t > 0, x ∈ (0, 1)\{
1
n , 2

n , · · · , j−1
n

}
.

The estimate (6.10) shows that u
(n)
xt , v

(n)
xt , u

(n)
tt , v

(n)
tt are bounded in L∞

(
0,∞; L2(0, 1)

)
independently of n. For every T > 0 there exist functions z, w ∈ C

(
[0, 1] × [0, T ]

)

such that zx, zt, wx, wt ∈ L∞
(
0, T ;L2(0, 1)

)
and subsequences

{
u(m), v(m)

}
of

{
u(n), v(n)

}

such that u
(m)
t → z, v

(m)
t → w uniformly, u

(m)
xt → zx, u

(m)
tt → zt, v

(m)
xt → wx, v

(m)
tt →

wt in L∞
(
0, T ;L2(0, 1)

)
-weak *. Moreover, there exist a constant c > 0 such that∣∣∣ũ(n)

t (x, t)− u
(n)
t (x, t)

∣∣∣
2

≤ c
n ,

∣∣∣ṽ(n)
t (x, t)− v

(n)
t (x, t)

∣∣∣ ≤ c
n , hence ũ

(m)
t → z, ṽ

(m)
t → w uni-

formly.
Remark (4.4)(i) holds also for functions λi, u, v which are piecewise continuous with

respect to x. Therefore, W (m)
(
ũ

(m)
t

)
→ W (z) uniformly and W (m)

(
ũ

(m)
t

)
t
→ W (z)t in

L∞
(
0, T ; L2(0, 1)

)
- weak *.

We conclude from (7.1) that W (z)t = wx + g, zx = wt almost everywhere and putting
u(x, t) :=

∫ x

o
w(ξ, t)dξ we obtain w = ux, ∂

∂x (z − ut) = 0, hence z = ut and (5.1)(i) holds
almost everywhere in (0, 1)× (0, T ). The initial and boundary conditions (5.1)(ii),(iii) are
satisfied trivially.

We can now repeat the same procedure in the interval [0, 2T ] choosing a convergent
subsequence

{
u(r), v(r)

}
of

{
u(m), v(m)

}
. By induction we construct a sequence

{
u(k)

}
of

solutions of (5.1) such that u(k) is defined in [0, 1] × [0, kT ] and u(k)|[0,lT ] = ul for l < k.
Let us note that (6.10) is independent of T , hence u can be extended to [0, 1] × [0,∞] in
such a way that (5.7) holds.

Proposition (5.10) follows from a standard argument ([1]). Let tn → t be an arbi-
trary sequence and let ε > 0 be given. For ψ ∈ L2(0, 1) we find ψ̃ ∈ W 1,2(0, 1) such

that
∫ 1

0

∣∣∣ψ̃ − ψ
∣∣∣
2

dx < ε. The functions uxx, utx,W (ut)t : [0,∞) → L2(0, 1) are (locally)
bounded, hence there exists a constant c > 0 such that e.g.

∣∣∣∣
∫ 1

0

(uxx(x, tn)−uxx(x, t))ψ(x)dx

∣∣∣∣ ≤ cε+

+
∣∣∣∣
∫ 1

0

(ux(x, tn)− ux(x, t))ψ̃′(x)dx

∣∣∣∣

and (5.10) follows easily.

8. Proof of uniqueness.
Let us assume that the hypotheses of Theorem (5.8) hold. We have

(8.1)
∫ 1

0

[(
W (ut)t −W (vt)t

)
(ut − vt) + (ux − vx)(uxt − vxt)

]
dx = 0

for a.e. t > 0.
In the case (5.8)(i) the assertion follows immediately from (8.1) and (2.7)(ii). In the case

(5.8)(ii) we put uh(x, t) := lh(ut(x, ·), λ(x, h))(t), vh(x, t) := lh(vt(x, ·), λ(x, h))(t). Then
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(8.1) and (2.7) (i) yield

(8.2)
∫ 1

0

∫ ∞

0

[
∂

∂t

(
ν(uh(x, t), h)− ν(vh(x, t), h)

)] (
uh(x, t)− vh(x, t)

)
dh dx+

+
1
2

∫ 1

0

∂

∂t

[(
ux(x, t)− vx(x, t)

)2 + α
(
ut(x, t)− vt(x, t)

)2
]
dx ≤ 0

for a.e. t ≥ 0.
The expression ∂ν

∂% (%, h) is bounded away form 0 for |%|+ h ≤ U (we have γ(U) > 0, cf
the proof of (3.1)). Putting

M(t) :=
1
2

∫ 1

0

([∫ ∞

0

∂ν

∂%

(
uh(x, t), h

)(
uh(x, t)− vh(x, t)

)
dh

]
+

+
(
ux(x, t)− vx(x, t)

)2 + α
(
ut(x, t)− vt(x, t)

)2
)

dx

we see that there exists a function k ∈ L1
loc(0,∞) such that d

dtM(t) ≤ k(t)M(t) a.e. and
Gronwall’s lemma completes the proof of Theorem (5.8).

9. Asymptotic behaviour.
The proof of Theorem (5.9) relies on the inequality (6.9). We can choose ε in (6.6)

such that lim
t→∞

ε(t) = 0. Let us construct a sequence {tk}, tk → +∞ by induction: t1 =

0, tk+1 − tk = 1
ε(tk)

∣∣∣∣ log
( 1

2 (1−δ)U2

ε2(tk)

) ∣∣∣∣. We have K2(tk)
Bε(tk) ≤ c1ε

2(tk), where c1 is a positive

constant.
For an arbitrary integer n and for t ≤ tk+1 we obtain from (6.9),(6.10)

E(n)(t−) ≤ c2ε(tk),

where c2 > 0 is a constant independent of n and k. It suffices to put κ(t) := [2c2ε(tk−1)]
1/2

for t ∈ [tk, tk+1).
Let us suppose now G(t) = 0 for t ≤ t0. Putting ε(t) = δ

t for t ≥ t0 we obtain from (6.9)

E(n)(τ−) ≤ c
(
e−

2
3 BδE(n)(t+) + δ2

t2

)
for every τ ≥ 2t, where c is a positive constant.

Choosing δ sufficiently large (taking a larger to, if necessary) we obtain

E(n)(τ−) ≤ 1
32

E(n)(t+) +
cδ2

t2

for all τ ≥ 2t.
Put tk := 2kt0. We choose K ≥ 32cδ2 such that E(n)(t0+) ≤ K

t20
. By induction we

obtain
E(n)(τ+) ≤ K

4t2k
≤ K

τ2
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for τ ∈ [tk, tk+1).
We have g(x, t) = go(x) for t ≤ t0. It suffices to put v(x) =

∫ x

0

∫ 1

a
go(b) db da. We have

|u(n)
t (x, t)|2 ≤ ∫ 1

0
|u(n)

xt (x, t)|2dx ≤ 2E(n)(t) a.e., |u(n)
x (x, t)− v′(x)|2 ≤ ∫ 1

0
|W (n)(u(n)

t )t|2dx

≤ 2ξ(U)E(n)(t) + o(n) for a.e. t ≤ t0 and Theorem (5.9) is proved.
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