
BOUNDARY BEHAVIOUR OF THE BERGMAN INVARIANT

AND RELATED QUANTITIES

Miroslav Englǐs

Abstract. Using Fefferman’s classical result on the boundary singularity of the
Bergman kernel, we give an analogous description of the boundary behaviour of
various related quantities like the Bergman invariant, the coefficients of the Bergman
metric, of the associated Laplace-Beltrami operator, of its curvature tensor, Ricci
curvature and scalar curvature. The main point is that even though one would
expect a bit stronger singularities than the one for the Bergman kernel, due to the
differentiations involved, all these quantities turn out to have — except for a different
leading power of the defining function — the same kind of singularity as the solution
of the Monge-Ampére equation.

1. Introduction

Let Ω be a (bounded) strictly-pseudoconvex domain in Cn with smooth boundary,
K(x, y) the Bergman kernel function of Ω, and K(z) = K(z, z) its restriction to
the diagonal. This kernel gives rise to a Riemannian metric, the Bergman metric,
on Ω by the recipe

(1) ds2 =
n∑

j,k=1

gjk dzj dzk, where gjk(z) =
∂2 log K(z)

∂zj∂zk
.

The usual objects associated to this metric are the Riemannian volume element
g(z) dz, where

(2) g(z) = det[gjk(z)]

and dz stands for the 2n-dimensional Lebesgue measure; the Laplace (or Laplace-
Beltrami) operator

(3) ∆̃ = gjk(z)
∂2

∂zj∂zk
;

and the curvature tensor, whose components are given by

(4) Rijkl =
∂2gij

∂zk∂zl
− grp ∂gir

∂zk

∂gpj

∂zl
.
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2 M. ENGLIŠ

Here in the last two formulas, [grp(z)] denotes the inverse matrix to [gij(z)], and we
have started using the standard summation convention of summing automatically
over any index which appears once in the upper and once in the lower position.
The contraction

(5) Ricil = gjkRijkl =
∂2 log g

∂zi∂zl

of Rijkl is the Ricci tensor, and the double contraction

(6) R = gli Ricil = gligjkRijkl

is the scalar curvature of the Bergman metric (1).
The Bergman canonical invariant is the function on Ω defined by

(7) β(z) =
g(z)
K(z)

=
det[∂∂ log K(z)]

K(z)
.

From the transformation formula for the Bergman kernel under a biholomorphic
mapping f : Ω → Ω′,

(8) KΩ(z) = KΩ′(f(z)) · | det f ′(z)|2,
it is easy to see that all the objects (1) – (7) above are biholomorphic invariants.
This makes them — and, in particular, their boundary behaviour — of natural
interest in complex geometry.

Another noteworthy object of this kind is the solution u to the Monge-Ampére
equation

un+1 det[∂∂ log u] = (−1)n on Ω, u = 0 on ∂Ω.

The first of these equations can be rewritten as

J [u] = 1 on Ω,

where J [u] is the Monge-Ampére determinant

(9) J [u] := (−1)n det
[

u ∂u
∂u ∂∂u

]
.

The function u transforms under biholomorphic maps as

uΩ(z) = uΩ′(f(z)) · | det f ′(z)|−2/(n+1),

from which it follows that ∂∂ log(1/u) again defines a metric on Ω invariant under
biholomorphisms, which is in fact the unique complete Kähler-Einstein metric on
Ω with Kähler-Einstein constant equal to −1 [CY].

The boundary behaviour of the Bergman kernel K(z) has been known since
the 1974 seminal work of Fefferman [Fe]. Namely, if ρ(z) is any positively-signed
defining function for Ω, meaning that

ρ ∈ C∞(Ω), ρ > 0 on Ω, ρ = 0, ∂ρ 6= 0 on ∂Ω,
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then there exist functions a, b ∈ C∞(Ω) such that

(10) K(z) =
a(z)

ρ(z)n+1
+ b(z) log ρ(z) ∀z ∈ Ω.

Furthermore, for any z ∈ ∂Ω,

(11) a(z) =
n!
πn

J [ρ](z) > 0,

where J [ρ] is again the Monge-Ampére determinant (9), whose positivity on ∂Ω
follows from the strict-pseudoconvexity of Ω. The leading order term in (10) was
obtained even earlier by Hörmander [Hö] and the derivatives up to second order
— from which one can read off the leading order boundary asymptotics for the
Bergman metric coefficients gjk — by Diederich [Di]. These two authors also showed
that the Bergman invariant β(z) tends to (n + 1)nπn/n! as z → ∂Ω; for 1 ≤ n ≤ 3,
this discovery was later duplicated by Hachaichi [Ha]. The leading order terms
for the curvature tensor Rijkl were given by Klembeck [Kl]. The whole subject,
as much as the leading order terms are concerned, was pushed much further by
Boas, Straube and Yu [BSY] and Krantz and Yu [KY], who, in addition to treating
the Ricci tensor Ricil and the scalar curvature R, were able to handle also some
weakly pseudoconvex domains (the h-extendible, or pseudoregular, ones). We refer
to [KY] for further bibliographic references concerning this subject.

For the Monge-Ampére solution u, a complete description (i.e. not just the
leading-order term) of the boundary singularity was given by Lee and Melrose [LM]:
there exist functions ηj ∈ C∞(Ω), j = 0, 1, 2, . . . , such that

(12) u(z) = ρ(z)
∞∑

j=0

ηj(z)
(
ρ(z)n+1 log ρ(z)

)j
.

Here the last sum should be understood in the asymptotic sense, i.e. as a resolution
of singularities: that is, for any N = 1, 2, . . . , the difference

u− ρ

N−1∑

j=0

(ρn+1 log ρ)jηj

belongs to C(n+1)N (Ω) and vanishes on ∂Ω together with all its partial derivatives
of orders ≤ (n + 1)N .

The aim of this paper is to give a similar complete description of the boundary
singularity of the quantities gjk, gjk, Rijkl, Ricil, R and β. With a bit of labour
and patience, a brute force computation starting from Fefferman’s expansion (10)
reveals that all these objects admit expansions of a similar form as the Monge-
Ampére solution u, namely, of the form

ρm
∞∑

j=0

(ρn+1−k log ρ)jηj , ηj ∈ C∞(Ω),

with suitable integers m and with k equal to the number of differentiations involved,
that is, k = 2 for gjk, g, gjk and β, and k = 4 for Rijkl, Ricil and R. Our main
result is that, in fact, a much better assertion is true: we actually can take in all
these cases k = 0, i.e. obtain the same expansion as (12), except for a different
leading power of ρ.
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Theorem 1. Let Ω ⊂ Cn be strictly pseudoconvex with smooth boundary and ρ
a positively-signed defining function for Ω. Then:

(a) The Bergman invariant β has an asymptotic expansion at ∂Ω of the form

(13) β =
∞∑

j=0

(ρn+1 log ρ)j ηj , ηj ∈ C∞(Ω),

with

η0|∂Ω =
(n + 1)nπn

n!
.

(b) ρn+1g has the asymptotic expansion of the form (13), with

η0|∂Ω = (n + 1)nJ [ρ].

(c) ρ2gij has the asymptotic expansion of the form (13), with

η0|∂Ω = (n + 1)ρiρj .

(d) ρ−1gjk has the asymptotic expansion of the form (13), with

η0|∂Ω =
−1

n + 1
1
ρ
[log ρ]jk.

(e) ρ4Rijkl has the asymptotic expansion of the form (13), with

η0|∂Ω = 2(n + 1)ρiρjρkρl.

(f) ρ2 Ricil has the asymptotic expansion of the form (13), with

η0|∂Ω = (n + 1)ρiρl.

(g) R has the asymptotic expansion of the form (13), with

η0|∂Ω = n.

Here in (c) and (d), we have started using the shorthands

ρi(z) =
∂ρ(z)
∂zi

, ρj(z) =
∂ρ(z)
∂zj

, ρij(z) =
∂2ρ(z)
∂zi∂zj

, etc.,

and similarly for (log ρ)jk; and [log ρ]jk stands, in analogy with gkj and gjk, for the
inverse matrix of [(log ρ)kj ]. We will see that the latter vanishes to the first order
on ∂Ω, so that 1

ρ [log ρ]jk extends smoothly to the boundary. All these asymptotic
expansions are understood in the sense of “resolution of singularities” as in (12).

Of course, the assertions about the boundary values of η0 in (e)–(g) are just the
findings of [Kl] and [KY, Corollary 2].

Concerning β and g, we even have the following slightly more general result,
which makes it possible to get an analogue of Theorem 1(a) also e.g. for the invariant

βSz :=
det[∂∂KSz]

K
(n+1)/n
Sz

associated in a similar way to the Szegö kernel KSz of Ω. This kernel is known
to have the same asymptotic expansion (10) as K, only with the exponent n + 1
replaced by n.
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Theorem 2. Let F be any zero-free function on Ω having an asymptotic expansion
at ∂Ω of the form

(14) F = ρq
∞∑

j=0

(ρm log ρ)jηj , ηj ∈ C∞(Ω),

with q ∈ R, q 6= 0, m a positive integer, and η0 6= 0 on ∂Ω. Then det[∂∂ log F ] also
has an asymptotic expansion at ∂Ω of the form (14), with the same m, q = −n− 1
and some η′j ∈ C∞(Ω) in the place of ηj , where

(15) η′0 = (−q)nJ [ρ] on ∂Ω.

Note that the last expression does not depend on F .
We remark that, in principle, it is also possible to define a metric (as well as

the associated volume element, Laplace-Beltrami operator, curvature tensor, etc.)
starting from the Szegö kernel KSz instead of the Bergman kernel K; if the sur-
face measure on ∂Ω, used for defining KSz, is chosen appropriately, KSz again
obeys the transformation rule like (8) (only | det f ′(z)|2 has to be replaced by
| det f ′(z)|2n/(n+1), cf. [HK]) and it follows that the resulting metric, as well as
all the other objects associated to it, will again be invariant under biholomor-
phisms. Though this “Szegö invariant” and “Szegö metric” have not received as
much attention as their Bergman counterparts, it is not difficult to prove for them
a complete analogue of Theorem 1 (the only difference being that ρn+1 log ρ gets
replaced by ρn log ρ throughout). In fact, it is even possible to replace KSz by any
function F satisfying (14).

Theorem 3. Let F be as in Theorem 2. Denote

gij(z) :=
∂2

∂zi∂zj
log F (z).

Assume that the matrix [gij ] is nonsingular. Let [gjk] denote the inverse matrix

and let the quantities Rijkl, Ricil and R be defined by the formulas (4)–(6). Then

(i) ρ2gij has an asymptotic expansion at ∂Ω of the form

(16)
∞∑

k=0

(ρm log ρ)k η′k, η′k ∈ C∞(Ω),

with η′0|∂Ω = (−q)ρiρj ;

(ii) ρ−1gjk has an asymptotic expansion at ∂Ω of the form (16), with

η′0|∂Ω =
1
q

1
ρ
[log ρ]jk;

(iii) ρ4Rijkl has an asymptotic expansion at ∂Ω of the form (16), with

η′0|∂Ω = −2qρiρjρkρl;
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(iv) ρ2 Ricil has an asymptotic expansion at ∂Ω of the form (16), with

η′0|∂Ω = (n + 1)ρiρl;
(v) R has an asymptotic expansion at ∂Ω of the form (16), with

η′0|∂Ω = n.

The assumption that [gij ] be nonsingular on Ω can in fact be dropped: indeed,
by Theorem 2 the determinant det[gij ] is always nonzero in some neighbourhood
of the boundary, thus [gij ] is invertible there, and (i)–(v), which all concern only
the behaviour at the boundary, still remain in force, except in (16) the asymptotic
expansion has to be understood in the sense that

ρ2gij −
N−1∑

k=0

(ρm log ρ)k η′k

belongs to CmN−1(Ω \ U) and vanishes to order mN on ∂Ω, for each N = 1, 2, . . .
and any neighbourhood U in Ω of the set {z : det[gij(z)] = 0}; similarly for (ii)–(v).

Note also that, again, the values of η′0 on ∂Ω do not depend on the ηj in (14),
but only on q. In particular, up to the constant factor of −q

n+1 (for (i) and (iii)),
n+1
−q (for (ii)), or 1 (for (iv) and (v)), these values are the same for the Bergman

metric (1) as for the “Szegö metric” mentioned above (then q = −n), or for the
Cheng-Yau metric corresponding to F = 1/u (then q = −1).

The proof of Theorem 2 and of the parts (a) and (b) of Theorem 1 is given in
Section 2; the proof of Theorem 3 and of the remaining parts (c)–(g) of Theorem 1
occupies Section 3.

2. The Bergman invariant

It will be expedient to introduce the notation, for m an integer ≥ 1,

(17) Am := {F ∈ C∞(Ω) : F =
∞∑

j=0

(ρm log ρ)j ηj , ηj ∈ C∞(Ω)},

for the space of all functions in C∞(Ω) which have the asymptotic expansion of
the form (14) with q = 0 — the expansion being, as always, understood in the
sense of the resolution of singularities. For a given F ∈ Am, we will denote the
corresponding functions ηj by [F ]j when needed; note that in general these are not
uniquely determined by F , only their boundary jet is. It is clear that Am is an
algebra, whose group of invertible elements consists of those F which do not vanish
on Ω and for which [F ]0 does not vanish on ∂Ω; we will denote this group by Am

∗ .
We can also topologize Am by declaring that Fn → F if Fn−F belongs to Ckn(Ω)
and vanishes to order kn at ∂Ω, where kn → +∞ as n → +∞; note that, for each
fixed kn, this condition involves only finitely many of the coefficients [Fn]j and [F ]j ,
j = 0, 1, 2, . . . . For any F ∈ Am

∗ , we can choose an η0 which is nonzero on Ω; using
the factorization F = η0 · (1 +

∑∞
j=1(ρ

m log ρ)j ηj

η0
) and the fact that the binomial

formula (1 + x)α = 1 + αx + α(α−1)
2 x2 + . . . converges in the above topology if

x =
∑∞

j=1(ρ
n log ρ)j ηj

η0
, we conclude that Fα also belongs to Am for any α ∈ Z.

(In fact, if F > 0 on Ω, or if Ω is simply connected, we could even have α ∈ C.)
It is convenient to summarize these observations as a lemma.
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Lemma 4. For any integer m ≥ 1,

(a) F, G ∈ Am and λ ∈ C imply F + G, λF , FG ∈ Am;
(b) F ∈ Am

∗ and α ∈ Z imply Fα ∈ Am; in particular, 1/F ∈ Am.

Remark. A more fancy way of looking at Am is the following: let C∞0 (Ω) be the
subspace in C∞(Ω) of all functions that vanish on ∂Ω together with all their deriva-
tives, and let I = C∞(Ω)/C∞0 (Ω) be the quotient space, i.e. the space of all jets of
C∞(Ω)-functions at ∂Ω. Then Am/C∞0 (Ω) is topologically isomorphic to the ring
of all formal power series I[[L]] over I in the variable

(18) L = ρm log ρ.

The following easy lemma will prove handy.

Lemma 5. For any Aij ∈ Am, i, j = 1, . . . , n, and Q ∈ Am, the determinant

det

[
ρ ρj

ρi Aij + Q
ρiρj

ρ

]

belongs to Am.

Proof. By elementary matrix manipulations, the determinant equals

det
[

ρ ρj

ρi −Qρi Aij

]
.

All the entries in the last determinant belong to Am, by Lemma 4. One more
application of Lemma 4(a) thus yields the conclusion. ¤

Proof of Theorem 2. Let us write F = ρqv, with v ∈ Am
∗ . Since F is zero-free

by hypothesis, we may assume that [v]0 does not vanish on Ω. By the well-known
formula

det[∂∂ log F ] =
1

Fn+1
det

[
F Fj

Fi Fij

]
,

where, as before for ρ, we have adopted the shorthands Fi = ∂F/∂zi, etc., for the
derivatives. By elementary matrix manipulations,

det
[

F Fj

Fi Fij

]
= det




ρqv qρq−1ρjv + ρqvj

qρq−1ρiv + ρqvi
q(q − 1)ρq−2ρiρjv + qρq−1ρijv

+qρq−1ρjvi + qρq−1ρivj + ρqvij




= vn+1ρ(q−1)(n+1) det




ρ qρj + ρ
vj

v

qρi + ρ
vi

v
q(q − 1)

ρiρj

ρ
+ qρij + qρj

vi

v
+ qρi

vj

v
+ q

vij

v




= vn+1ρ(q−1)(n+1) det




ρ qρj + ρ
vj

v

qρi q(q − 1)
ρiρj

ρ
+ qρij + qρi

vj

v
+ ρ

(vij

v
− vivj

v2

)


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= vn+1ρ(q−1)(n+1) det

[
ρ qρj

qρi q(q − 1)
ρiρj

ρ
+ qρij + ρ

(vij

v
− vivj

v2

)
]

= vn+1ρ(q−1)(n+1) det

[
ρ qρj

ρi qρij + ρ
(vij

v
− vivj

v2

)
]

= qnvn+1ρ(q−1)(n+1) det

[
ρ ρj

ρi ρij +
ρ

q

(vij

v
− vivj

v2

)
]

.

Observe that, for L as in (18),

Li = mρm−1ρi log ρ + ρm−1ρi = m
ρi

ρ
L + ρm−1ρi

(and similarly for Lj). Thus, if, say,

v =
∞∑

k=0

ηk Lk, ηj ∈ C∞(Ω),

then

vi =
∑

k

(ηk)iL
k + ηkk Lk−1

(
m

ρi

ρ
L + ρm−1ρi

)

=
∑

k

[(ηk)i + (k + 1)ηk+1ρ
m−1ρi] Lk +

∑

k

m
ρi

ρ
kηk Lk

≡ Div +
ρi

ρ
Mv,

and, similarly,

vj = Djv +
ρj

ρ
Mv,

where we have introduced the operators

(19)

Di :
∑

k

ηkLk 7−→
∑

k

∂ηk

∂zi
Lk, i = 1, . . . , n,

Dj :
∑

k

ηkLk 7−→
∑

k

∂ηk

∂zj
Lk, j = 1, . . . , n,

M :
∑

k

ηkLk 7−→
∑

k

(
(k + 1)ηk+1ρ

m + mkηk

)
Lk.

For later use, we also introduce one more operator

M0 :
∑

k

ηkLk 7−→
∑

k

(k + 1)ηk+1 Lk.
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Note that Di, Dj ,M as well as M0 all map Am into itself. Further, we have the
obvious relations, for any f ∈ C∞(Ω),

(20)

Di(fv) = fiv + f Div,

M(fv) = f Mv,

DiMv = M Div +
ρi

ρ
·mρm M0v

(and similarly for Dj). For later use, we also record that

(21) Mv = O(ρm log ρ)

for any v ∈ Am; in particular, Mv|∂Ω = 0.
Iterating the computation of vi and vj , we further get

vij =
(
Di +

ρi

ρ
M

)(
Djv +

ρj

ρ
Mv

)

= DiDjv + Di

(ρj

ρ
Mv

)
+

ρi

ρ
MDjv +

ρi

ρ
M

(ρj

ρ
Mv

)
.

Upon using (20), this gives

vij = DiDjv+
ρijρ− ρiρj

ρ2
Mv+

ρj

ρ

(
MDiv+

ρi

ρ
mρmM0v

)
+

ρi

ρ
MDjv+

ρiρj

ρ2
M2v.

On the other hand, from the formulas for vi and vj ,

vivj = Div ·Djv +
ρi

ρ
Djv ·Mv +

ρj

ρ
Div ·Mv +

ρiρj

ρ2
(Mv)2.

Combining the last two formulas, we see that

(22) ρ
(vij

v
− vivj

v2

)
= Bij +

ρiρj

ρ
B,

where

(23)
Bij =

ρDiDjv

v
+

ρijMv + ρjMDiv + ρiMDjv

v

− ρDiv ·Djv + ρjDiv ·Mv + ρiDjv ·Mv

v2

and

(24) B =
mρmM0v + M2v −Mv

v
− (Mv)2

v2

both belong to Am owing to Lemma 4(b). For later use, we note that, by (21),

(25) Bij = O(ρ log ρ), B = O(ρm log ρ) as ρ → 0.



10 M. ENGLIŠ

Applying Lemma 5, with Aij = 1
q Bij and Q = 1

q B, we thus get

(26) det

[
ρ ρj

ρi ρij +
ρ

q

(vij

v
− vivj

v2

)
]
∈ Am.

Consequently, since Fn+1 = ρn+1vn+1,

det[∂∂ log F ] =
1

Fn+1
det

[
F Fj

Fi Fij

]

=
qn

ρn+1
det

[
ρ ρj

ρi ρij +
ρ

q

(vij

v
− vivj

v2

)
]

∈ ρ−n−1Am,

and we are done.
It remains to compute the leading term. However, when ρ = 0, the determinant

(26) becomes simply

det
[

ρ ρj

ρi ρij

]
= (−1)nJ [ρ],

and (15) follows immediately. This completes the proof. ¤

Proof of parts (a) and (b) of Theorem 1. Applying Theorem 2 to F = K, which
belongs, by (10), to ρqAm

∗ for m = n + 1 and q = −n− 1, we obtain

g = det[∂∂ log K] ∈ ρ−n−1An+1

with [ρn+1g]0|∂Ω = (n+1)nJ [ρ]|∂Ω; this settles (b). Furthermore, appealing to (10)
once more,

β =
g

K
=

ρn+1g

ρn+1K

belongs to An+1 by Lemma 4(a), and for its leading term we have on ∂Ω

[β]0 =
[ρn+1g]0
[ρn+1K]0

=
(n + 1)nJ [ρ]
n!J [ρ]/πn

=
(n + 1)nπn

n!

by (11). This proves (a) (and recovers the familiar result of [Hö] and [Di]). ¤

3. The curvatures

Proof of parts (i), (ii) and (iv) of Theorem 3. Let us again write F = ρqv, where
v ∈ Am

∗ . Then we have

(27) gij = (log F )ij = q (log ρ)ij + (log v)ij .

From (22), it is evident that

(28) ρ2(log v)ij = ρ2
vijv − vivj

v2
= ρBij + ρiρjB ∈ Am.
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On the other hand,

(29) ρ2(log ρ)ij = ρijρ− ρiρj ∈ C∞(Ω).

Thus indeed
ρ2gij ∈ Am.

As for the leading term, clearly ρ2(log v)ij → 0 as ρ → 0, by (28) and (25); thus
by (27) and (29)

lim
ρ→0

ρ2gij = q lim
ρ→0

ρ2(log ρ)ij = (−q)ρiρj ,

or [ρ2gij ]0 = (−q)ρiρj on ∂Ω. This establishes (i).
For (iv), note that

Ricil = gjkRijkl =
∂2

∂zi∂zl
log g

is obtained from log g in the same way as

gil =
∂2

∂zi∂zl
log F

is obtained from log F . Since, by Theorem 2, g has the form ρ−n−1w with w ∈ Am
∗ ,

the proof of (iv) is the same as for (i).
Concerning [gjk] = [gkj ]

−1, recall that, quite generally, for any invertible ma-
trix M

M−1 =
AdM

det M
,

where the (j, k)-entry of Ad M , the adjoint matrix of M , is by definition (−1)j+k

times the determinant of the submatrix obtained upon deleting from M the j-th
row and k-th column. Apply this to M = [gkj ]. The determinant det M = g is
then precisely what we computed in the preceding section to be of the form

g = ρ−n−1G, with G ∈ Am,

where
[G]0 = (−q)nJ [ρ] on ∂Ω.

However, an easy check reveals that the arguments from the preceding section
apply, without any changes, also to the subdeterminants mentioned a few lines
above; the only difference being that the size of the submatrix is then smaller by 1.
Thus the (j, k)-entry of Ad M has the form

[Ad M ]jk = ρ−nGjk, with Gjk ∈ Am,

where
[Gjk]0 = (−q)n−1Jjk[ρ] on ∂Ω,
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Jjk[ρ] being (−1)j+k+n−1 times the determinant of the submatrix obtained upon

deleting from
[

ρ ρj

ρi ρij

]
the (j + 1)-st row and the (k + 1)-st column. In other

words, by standard matrix manipulations,

(−1)n−1Jjk[ρ] = ρn Ad[∂∂ log ρ]jk

(just as (−1)nJ [ρ] = ρn+1 det[∂∂ log ρ]). Consequently,

gjk =
[Ad M ]jk

g
=

ρ−nGjk

ρ−n−1G
= ρ

Gjk

G
∈ ρAm

by Lemma 4; and the leading term on the boundary equals

[ρ−1gjk]0 =
[Gjk]0
[G]0

=
(−q)n−1Jjk[ρ]

(−q)nJ [ρ]
=

1
−q

ρn(−1)n−1 Ad[∂∂ log ρ]jk

ρn+1(−1)n det[∂∂ log ρ]

=
1
q

1
ρ

([∂∂ log ρ]−1)jk =
1
q

1
ρ

[log ρ]jk,

as claimed. Since Jjk[ρ] and J [ρ] are smooth on Ω and J [ρ] does not vanish
on ∂Ω, it is further evident from the second equality in the chain that 1

ρ [log ρ]jk =
−Jjk[ρ]/J [ρ] extends smoothly to ∂Ω. This finishes the proof of part (ii). ¤

Note, in particular, that (ii) implies that the coefficients gjk of the Laplace-
Beltrami operator (3) always vanish at the boundary to (at least) first order.

A small point which we have glossed over in the end of the last proof is that J [ρ],
though always positive on ∂Ω and, hence, by continuity, also in some neighbourhood
of ∂Ω in Ω, may vanish at some point in the interior of Ω, meaning that the matrix
[∂∂ log ρ] is not invertible there and thus [log ρ]jk does not make sense. From the
point of view of the last proof this is immaterial, since there we were only interested
in the behaviour near the boundary; however, the defect can in fact be removed
completely if desired by noting that the classes Am are independent of the choice of
defining function. (Indeed, if ρ′ is another positively-signed defining function for Ω,
then ρ = ρ′eh for some h ∈ C∞(Ω), whence

ρm log ρ = ρ′memh(log ρ′ + h) ∈ ρ′m log ρ′ · C∞(Ω) + ρ′mC∞(Ω)

so Am
ρ = Am

ρ′ .) Thus we can from the very beginning choose a defining function
ρ such that J [ρ] > 0 on all of Ω (which is always possible in view of the strict
pseudoconvexity).

For convenience, we will assume from now on that such a ρ has been chosen.
In order to prove the two remaining parts of Theorem 3, we state some lemmas

and a slight sharpening of the part (ii) that we have already proved.

Lemma 6. For any k = 1, . . . , n,

[log ρ]jkρj ∈ ρ2C∞(Ω),

and similarly for [log ρ]jkρk.

Proof. By the definition of [log ρ]jk,

[log ρ]jk
(ρmjρ− ρmρj

ρ2

)
= [log ρ]jk[log ρ]mj = δk

m.
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Thus
[log ρ]jkρjρm = ρ[log ρ]jkρmj − ρ2δk

m ∈ ρ2C∞(Ω),

since 1
ρ [log ρ]jk ∈ C∞(Ω) by the end of the proof of part (ii) of Theorem 3. Multi-

plying by ρm = ρm, summing over m, and recalling that ‖∂ρ‖2 > 0 on ∂Ω since ρ
is a defining function, the claim follows. ¤

In the same manner, since, by (ii), ρ−1gjk = 1
q ρ−1[log ρ]jk +ρC∞(Ω)+ρm log ρ ·

Am, it follows that

[log ρ]ljg
jk = 1

q δk
l + C∞(Ω) + ρm−1 log ρ · Am.

The next proposition shows that in fact the last two summands can be improved
by a factor of ρ.

Proposition 7. There exist functions Hk
l ∈ Am, k, l = 1, . . . , n, such that

gjk = [log ρ]jlHk
l .

Furthermore, [Hk
l ]0 = 1

q δk
l on ∂Ω.

Proof. In principle this should be possible to extract from the proof of part (ii) of
Theorem 3, but it seems better to proceed directly. Let us temporarily denote by G,
G−1, Q, Q−1 and V the matrices [gij ] = [∂∂ log F ], [gjk] = [∂∂ log F ]−1, [∂∂ log ρ],
[∂∂ log ρ]−1 and [∂∂ log v], respectively; here again v = ρ−qF . Then by (27)

G = qQ + V = (qI + VQ−1)Q.

Consequently,
G−1 = Q−1(qI + VQ−1)−1 ≡ Q−1H,

the invertibility of the matrix in the parentheses being a consequence of the invert-
ibility of G and Q. Now by (22),

Vij =
Bij

ρ
+

ρiρj

ρ2
B,

with Bij , B ∈ Am given by (23) and (24). Using the fact that Q−1 ∈ ρC∞(Ω) and
Lemma 6, we thus get

[VQ−1]ki = Vij [log ρ]jk = Bij

[log ρ]jk

ρ
+

[log ρ]jkρiρj

ρ2
B

= Bij C∞(Ω) +
ρ2C∞(Ω)

ρ2
B

which belongs to Am by Lemma 4.
At the same time, by (25), both Bij and B are O(ρ log ρ) as ρ → 0; thus

also VQ−1 vanishes at ∂Ω. Thus near the boundary, we can compute the inverse
H = (qI + VQ−1)−1 = 1

q (I + 1
qVQ−1)−1 by the Neumann series

H =
1
q

(
I +

∞∑

j=1

(VQ−1

−q

)j)
.

As VQ−1 ∈ Am, it thus follows by Lemma 4 that H ∈ Am, and H|∂Ω = 1
q I. Taking

Hk
l to be the (l, k)-entry of H, we get the result. ¤
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Lemma 8. The quantity

(30)
1
ρ2

[log ρ]jkρjρk

tends to −1 at the boundary.

Proof. First of all, let us see what happens if we replace ρ by another defining
function, say ρ′ = ρeh with some h ∈ C∞(Ω). Clearly

(31)
ρ′

j
ρ′k

ρ′2
=

(ρj

ρ
+ hj

)(ρk

ρ
+ hk

)
.

On the other hand, keeping the notation Q from the proof of the preceding propo-
sition,

[log ρ′]jk = [∂∂ log ρ + ∂∂h]−1

= (Q + ∂∂h)−1

= (I + Q−1 · ∂∂h)−1Q−1.

Since Q−1 = O(ρ), expanding the last inverse again by the Neumann series shows
that

[log ρ′]jk = (δj

l
+ W j

l
) [log ρ]lk

where W j

l
= O(ρ). Combining this with (31) yields

[log ρ′]jk
ρ′

j
ρ′k

ρ′2
= (δj

l
+ W j

l
) [log ρ]lk

(ρjρk

ρ2
+

ρjhk

ρ
+

ρkhj

ρ
+ hkhj

)
.

By Lemma 6, the contribution from the third term in the last brackets is O(ρ),
as is that from the last term there since [log ρ]lk = O(ρ). In the contribution from
the second term,

(δj

l
+ W j

l
) [log ρ]lk

ρjhk

ρ
,

the part coming from W j

l
is O(ρ) since both W and [∂∂ log ρ]−1 are O(ρ), while the

part coming from δj

l
is also O(ρ) by Lemma 6 again. Finally, in the contribution

from the first term the part coming from W j

l
is again O(ρ) by W = O(ρ) and

Lemma 6. Thus

[log ρ′]jk
ρ′

j
ρ′k

ρ′2
= [log ρ]jk

ρjρk

ρ2
+ O(ρ).

Consequently, the boundary limit of (30) does not depend on the choice of the
defining function.

We may therefore assume that −ρ is strictly plurisubharmonic on Ω; that is,
that the Hessian matrix

O := [∂∂ρ] = [ρjk]
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is negative definite and, hence, in particular, invertible on Ω. Denote, for brevity,

X = ∂ρ

(viewed as a vector in Cn). Thus

Q = [∂∂ log ρ] =
1
ρ
O− 1

ρ2
〈 · , X〉X.

We claim that

(32) Q−1 = ρO−1 +
ρ

c
〈 · ,O−1X〉O−1X,

where

(33) c := ρ− 〈O−1X, X〉

does not vanish on Ω. Indeed,
(
ρO− 〈 · , X〉X

)(
cO−1 + 〈 · ,O−1X〉O−1X

)
=

= ρcI + ρ〈 · ,O−1X〉X − c〈 · ,O−1X〉X − 〈 · ,O−1X〉〈O−1X, X〉X = ρcI,

since ρ− c− 〈O−1X, X〉 = 0. Thus

(34) ρcO−1 + ρ〈 · ,O−1X〉O−1X = ρ2c(ρ2Q)−1 = cQ−1,

whence

c〈Q−1X, X〉 = ρc〈O−1X,X〉+ ρ|〈O−1X, X〉|2
= ρc(ρ− c) + ρ(ρ− c)2 = ρ2(ρ− c) = ρ2〈O−1X, X〉.

Since O is negative definite on Ω, it follows that, indeed, c 6= 0 on Ω, and (34)
gives (32). (If X = 0, then c = ρ > 0 by (33). Note also that Q is invertible, since
detQ = ρ−n−1(−1)nJ [ρ] 6= 0 throughout Ω; cf. the comments before Lemma 6.)

Now from (32) we have

1
ρ2

[log ρ]jkρjρk =
1
ρ2
〈Q−1X,X〉

=
1
ρ2

(
ρ〈O−1X,X〉+

ρ

c
|〈O−1X, X〉|2

)

=
1
ρ2

(
ρ(ρ− c) +

ρ

c
(ρ− c)2

)

=
1
ρ2

ρ(ρ− c)
(
1 +

ρ− c

c

)

=
ρ2(ρ− c)

ρ2c
=

ρ− c

c

=
〈O−1X,X〉

ρ− 〈O−1X,X〉 .
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Since O−1 is negative definite on ∂Ω (by virtue of our choice of ρ) and X is nonzero
there (since ρ is a defining function), we have 〈O−1X, X〉 6= 0 on ∂Ω, so the last
expression tends to −1 as ρ → 0. ¤

Proof of parts (iii) and (v) of Theorem 3. Recall that

(35) Rijkl = gijkl − gprgikpgjlr,

where as expected we write gijkl = ∂4(log F )/∂zi∂zj∂zk∂zl, and similarly for gikp

and gjlr. By (27),
gijkl = q (log ρ)ijkl + (log v)ijkl.

By the same argument as in the proof of Theorem 2 — the one used to derive (22)
there — it is easy to see that

ρ4(log v)ijkl ∈ Am.

On the other hand, similarly as with (29),

(log ρ)ijkl =
a polynomial in ρ and its derivatives of order ≤ 4

ρ4

so ρ4(log ρ)ijkl ∈ C∞(Ω). Thus

(36) ρ4gijkl ∈ Am.

In order to deal with the second term in (35), let us again use (27) to get

gikp = q (log ρ)ikp + (log v)ikp.

Employing once more the argument from the proof of Theorem 2 — the one used
in deriving (22) — we find that

ρ3(log v)ikp = ρBikp + Bρiρkρp, Bikp, B ∈ Am,

with [B]0|∂Ω = 0 (cf. (25)). On the other hand, by direct calculation

ρ3(log ρ)ikp = ρC∞(Ω) + 2ρiρkρp.

Thus ρ3gikp ∈ ρAm + Aρiρkρp, with A ∈ Am satisfying A|∂Ω = 2q. Similarly
for ρ3gjlr. Consequently,

(37)
ρ6gprgikpgjlr = gpr · (ρAm + Aρiρkρp) · (ρAm + Aρjρlρr)

= gpr · (ρ2Am + ρAm + A2ρiρjρkρlρpρr).

As gpr ∈ ρAm by Theorem 3(ii), the first two summands give a contribution be-
longing to ρ2Am. In the last summand, we have by Proposition 7 and Lemma 6,

gprρpρr = [log ρ]psHr
s ρpρr

= ρ2C∞(Ω)Hr
s ρr ∈ ρ2Am,
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whence also A2ρiρjρkρlg
prρpρr ∈ ρ2Am. Thus

ρ4gprgikpgjlr ∈ Am,

which together with (36) implies that, indeed, ρ4Rijkl ∈ Am.
It remains to compute the leading term. By a simple calculation,

ρ4(log ρ)ijkl → −6ρiρjρkρl as ρ → 0.

Next, similarly as with (22), one checks that

ρ4(log v)ijkl = ρAm + ρiρjρkρlB

where B ∈ Am satisfies B|∂Ω = 0 (in fact, B = O(ρm log ρ) as in (25)). Thus

(38) ρ4gijkl

∣∣
∂Ω

= −6qρiρjρkρl.

Next, observe that, by Lemma 6 and Proposition 7 again,

gpr ·Aρiρkρp = [log ρ]psHr
s Aρiρkρp

= ρ2C∞(Ω)Hr
s Aρiρk ∈ ρ2Am,

and similarly for gpr ·Aρjρlρr; thus in (37), the only contribution to ρ4gprgikpgjlr|∂Ω

comes from the last summand there:

ρ4gprgikpgjlr

∣∣
∂Ω

= ρ−2gprA2ρiρjρkρlρpρr

∣∣
∂Ω

= A2ρiρjρkρl · ρ−2Hr
s [log ρ]psρpρr

∣∣
∂Ω

= A2ρiρjρkρl

∣∣
∂Ω
·Hr

s

∣∣
∂Ω
· [log ρ]psρpρr

ρ2

∣∣∣∣
∂Ω

= 4q2ρiρjρkρl ·
δr
s

q
· [log ρ]psρpρr

ρ2

∣∣∣∣
∂Ω

= 4q2ρiρjρkρl ·
1
q
· (−1) by Lemma 8

= −4qρiρjρkρl.

Thus by (38)
ρ4Rijkl

∣∣
∂Ω

= −2qρiρjρkρl,

completing the proof of part (iii).
Finally, for the part (v), recall that by Theorem 2

w := ρn+1g ∈ Am
∗ .

Thus
Ricil = −(n + 1)(log ρ)il + (log w)il
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and
R = gli[−(n + 1)(log ρ)il + (log w)il].

Using (22) again and Proposition 7 and Lemma 6, just replacing v by w, we get
as before,

gli(log w)il = gli
(Bil

ρ
+

ρiρl

ρ2
B

)

=
gli

ρ
Bil + [log ρ]lkHi

kρiρl

B

ρ2

= Bil · Am + ρ2C∞(Ω)Hi
kρi

B

ρ2
∈ Am,

and gli(log w)il

∣∣
∂Ω

= 0 since both Bil and B vanish on the boundary by (25).
Furthermore,

gli(log ρ)il = [log ρ]lkHi
k(log ρ)il

= δk
i Hi

k = trH

belongs to Am and equals
−n

n + 1
on ∂Ω by Proposition 7. Thus R ∈ Am and

R|∂Ω = n, completing the proof of the last part, (v), of Theorem 3. ¤

Proof of parts (c)–(g) of Theorem 1. These all follow from the parts (i)–(v), respec-
tively, of Theorem 3 upon taking F = K, which is of the form (14), with m = n+1
and q = −n− 1, in view of (10).

Remark. Analogously to Lemma 4, it is possible to prove that

v ∈ Am
∗ , v 6= 0 =⇒ log v ∈ Am.

(Indeed, pulling out log η0, we may assume that η0 ≡ 1, and then the assertion
follows from the Taylor expansion log(1+x) =

∑∞
k=1(−1)kxk/k for the logarithm.)

Instead of the factorization F = ρqv, v ∈ Am
∗ , as in (14), we may therefore use

F = ρqew, w ∈ Am. This simplifies some of the formulas in the proofs of Theorems
2 and 3 slightly (for instance, instead of

v
ij

v − vivj

v2 we get just wij); unfortunately,
it does not seem to make any simpler the proofs themselves.
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[Di] K. Diederich: Über die 1. und 2. Ableitungen der Bergmanschen Kernfunktion und ihr
Randverhalten, Math. Ann. 203 (1973), 129–170.

[Fe] C. Fefferman: The Bergman kernel and biholomorphic mappings of pseudoconvex domains,
Inv. Math. 26 (1974), 1–65.



BERGMAN INVARIANT 19

[Ha] R. Hachaichi: A biholomorphic Bergman invariant in a strictly pseudoconvex domain,
Complex analysis and generalized functions (Varna 1991), pp. 94–97, Publ. House Bulgar.
Acad. Sci., Sofia, 1993.

[HK] K. Hirachi, G. Komatsu: Local Sobolev-Bergman kernels of strictly pseudoconvex domains,
Analysis and geometry in several complex variables (Katata, 1997), pp. 63-96, Trends
Math., Birkhauser, Boston, 1999.
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