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Beliefs and propositional attitudes

The background

Belief is a propositional attitude
Partial belief is a species of belief, and so also a propositional
attitude
Differing theories of propositional attitudes = different foundations
of subjective probability
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Beliefs and propositional attitudes

A dispositional account of belief

Propositional attitudes are, being attitudes, mental
Some would prefer no to have to deal with mental entities
Quine proposed taking propositional attitudes as dispositions to
behaviour
If someone believes p, then they are disposed to assent to p

Upon hearing p uttered in appropriate circumstances they will utter
yes

This is also an eliminativist account
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Beliefs and propositional attitudes

An dispositional account of partial belief

If someone partially believes that p, then they will be inclined to
partially assent to p

They will under appropriate circumstances enter into a wager on p

One way of testing belief, powerful where applicable, is
by calling upon the professed believer to put his money
where his mouth is. Acceptance of a wager evinces
sincerity, and the odds accepted conveniently measure
the strength of the belief. Quine 1987 18-19

Caveat: "But this method is applicable only in cases where the
believed proposition is one that can eventually be decided to the
satisfaction of both parties, that that the bet can be settled." Quine
1987 18-19, although this applies to all sentences, including
tautologies, for Quine.
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Beliefs and propositional attitudes

Pros and a con of eliminativism, dispositionalism

Pro: very ontologically sparse

Pro: rationality requirements for free
Dutch-Bookability is irrational, pragmatically speaking

(and there is no other way of speaking, for Quine)

Con: No necessarily observable link between dispositions and
propositional attitudes

No circumstances where we can ever pin down the necessary input
and output to tie sentence and stimulation
They’re not tied closely enough
We can believe something, and yet never evince it

The same goes for bets on propositions: currency effects mean
betting rates need not match strength of beliefs
We’re not going to go to follow this debate, but go around it
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The Representationalist Alternative

Representationalism

Eliminativism and dispositionalism are out of favour
The most popular alternative is representationalism
Propositional attitudes are internal (mental) representations of an
appropriate type
They are representations that play a belief-role
The representation "has the same content" as the belief
Beliefs explain why we act as we do (sometimes)
The representation is structured, usually taken to be
proposition-like

i.e. it can be a proposition, a sentence, a sentence-analogue, etc.
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The Representationalist Alternative

Languages of Thought

Fodor’s Language of Thought Hypothesis:
We’re robots processing an internal Language of Thought
Productivity of thought argument for LOT

What’s purple and swims in the ocean?
Moby Grape
We have no problem imagining a purple whale, or a grape that is
big and swims in the ocean...

Systematicity of thought argument for LOT
Mental representations can be recombined
If I can entertain that John has a red Ford and Mary has a tomato I
can entertain that John has a tomato

Is our thought always productive and systematic?
We’re not sure, but it would be nice
For now, we suppose we’re trying to figure out what’s going on
inside a robot
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The Representationalist Alternative

Minimizing our representations

So, how structured are these representations?

Fodor and others say they’re highly structured indeed
They’re basically sentences of a first-order language equipped with
a probability measure
Assuming a classic logic seems far too strong
Second, giving yourself probabilities is too strong

We start from the ground up, assuming that our agent is say, a
robot with a nice powerful brain

It does certain things, which we want to explain, by assuming
internal representations
We’ll assume the representations are language-like, but try to keep
them as simple as possible

How simple?
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The Language of Representations

The structure of the representations

We’re not going to get very far if the language is basically
’disconnected’

But we want to avoid requiring that all elements are mutually
related
We do require that the representations in the head, represented
by the language, be completable.
This seems to be a minimal requirement for productive, systematic
thought
But we don’t require that the completion be classical
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The Language of Representations

Partial Algebras

So we need a way to express that the internal representation is
completeable

Definition (Partial Algebra)
A partial algebra is a structure S = (E ,1,0,⊔,⊓,c ) such that:

i the operations ⊔,⊓ are partial functions from E × E
to E and c is a partial function from E to E ,

ii there is an algebra ℱ = (F ,1′,0′,∪,∩,c′
) and a

mapping h such that h is a homomorphism from S to
ℱ preserving the partial operations and the top and
bottom elements.

For the purposes of this paper we will assume that the algebra is
Boolean
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Probability orderings for representations

Qualitative Probabilities

In keeping with the notion of an internal representation, we might
be tempted to introduce qualitative probabilities

Definition (Qualitative Probabilities)
A qualitative probability is an ordering ≾ on S such that for any
A,B,C ∈ S:

(R) Reflexivity
A ≾ A

(C) (Full) Comparability
Either A ≾ B or B ≾ A or both

(T) Transitivity
If A ≾ B and B ≾ C then A ≾ C

(N) Nontriviality
∅ ≾ A, moreover ∅ ≺ Ω

(A) Additivity (Independence of disjoint events)
If A ∩ C = ∅ = B ∩ C and A ≾ B then A ∪ C ≾ B ∪ C
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Probability orderings for representations

Partial Qualitative Probabilities

Qualitative probabilities are too strong, in that they impose a full
comparative structure on the underlying algebra

To preserve partiality we need weaker qualitative probabilities
Definition (Partial Qualitative Probabilities) A partial qualitative
probability is an ordering ≾ on S such that for any A,B,C ∈ S:

(R) Reflexivity
A ≾ A

(AC) Acyclicity For any A1, ...An such that Ai ≾ Ai+1 it is
not the case that An ≾ A1

(N) Nontriviality For any A, ∅ ≾ A, moreover ∅ ≺ Ω
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Probability orderings for representations

Partial Qualitative Probabilities Continued

Definition (Partial Qualitative Probabilities (cont.))

(PA) Preadditivity
For any A,B,C such that A ∩C = ∅ = B ∩C, if A ≾ B
then A ∪ C ≾ B ∪ C if all the operations are defined.

(QC) Ordering and complement
For each A,B ∈ E , such that Bc and Ac are defined
in S if A ≾ B then either Bc ≾ Ac or Ac and Bc are
incomparable.

(QJ) Ordering and join
For each A,B ∈ E , such that A ∪ B is defined in S
either A ≾ A ∪ B or A and A ∪ B are not comparable.

(QM) Ordering and meet
For each A,B ∈ E , such that A ∩ B is defined in S
either A ≾ A ∩ B or A and A ∩ B are not comparable.
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Representing Probabilities

Reference experiments

We need to get the internal representations out

For probabilities we need an external representation - we shall call
it reference experiment - an idealized random device, such that
subject understands its functioning.
Subject is able to compare subjective events to the ‘reference‘
events which provide a reference measure for the subjective
events.
They allow us to substitute familiar quantities like length, volume,
area, for the decidedly less familiar quantity of degree of belief.
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Representing Probabilities

Varieties of reference experiments

What sort of reference experiment?

We will use a wheel of fortune
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such that A ∼X x
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Representation Theorem

Definition (Partial probability function) A real-valued function p defined
over a partial Boolean algebra ℱ is a partial probability function if

(i) p(A) ≥ 0 for all A ∈ ℱ
(ii) p(0) = 0,p(1) = 1
(iii) p(A ∪ B) = p(A) + p(B) for A ∩ B = 0 if the operation is defined
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Representing Probabilities

Representation theorem

Let ℱ ,≾ be a partial probability structure corresponding to a reference
experiment G, l ,≾ref Then:

(i) There is a partial probability function p on ℱ that respects
the ordering ≾

(ii) G is a completion of the partial structure ℱ and there is a
probability function p‘ on G such that p‘ restricted to ℱ is
p.
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Aftermath

It may seem we’ve pulled a rabbit, or a probability, out of a hat

Is our representation theorem weaker?
No - qualitative probabilities aren’t enough, so something else is
doing the work
It’s Correspondence
Any homomorphism has to be measure preserving, which is as
strong as the assumption of a uniform distribution
What does this say about representationalism?
Only get out what you put in - so the choice of the constraints on
the reference experiment are crucial to the strength of the
uncertainty ordering
What about rationality? Our approach fairs better than
dispositionalism because we seek to explain, not to justify
And it’s more fundamental, since we can add in sanctions on top
of the reference experiment
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