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Effect of nonlinearity

Complex systems can be analyzed as networks of mutually interacting
subsystems [1]. The critical step in constructing such graphs is the choice
of a measure of dependence. Classical choice is linear (Pearson) correlation
coefficient. However nonlinear approaches uncovered network phenomena
not detectable using linear measures, e.g. in MEG brain studies [2] or in
climate systems [3]. Presented results show how the possible nonlinearity [5]
in data can influence network analysis in fMRI study [4]. Furthermore some
aspects of studying nonlinearities in climate datasets are discussed.

Functional connectivity using mutual information (MI)

I For discrete random variables X1,X2
with values X1 and X2, the MI is:

I (X1,X2) =
∑
x1∈X1

∑
x2∈X2

p(x1, x2) log
p(x1, x2)

p(x1)p(x2)

I Estimates: box-counting algorithm
based on the marginal equiquanti-
zation method with Q = 8 [6].

Considered network characteristics (unweighted)
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Neurological data

Resting-state fMRI data, 12 healthy volunteers (2 sessions each), 3T Philips Achieva MRI

scanner operating at ITAB (Chieti, Italy). After standard preprocessing 90 ROI (by

anatomical atlas AAL), 300 timepoints forming 10-min session.

Process description
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resulting progresses I Normalization step
Correct univariate non-Gaussianity

I Data branch
. Estimate MI for all pairs

. undir graphs via sequence of thresholds

I Linear surrogate branch
. Compute muvar FT surrogates

. Estimate MI for all pairs

. undir graphs via sequence of thresholds

Systematically compare network characteristics for graph from data and surrogates.

Dominances

Let s denotes session, ρ density, j index of surrogate and i index of vertex. Then for

general characteristic f there are fj(s, ρ, i) for surrogates and f D(s, ρ, i) for data.

I Vertex i is max (min) dominant if
maxj{fj(i)} < f D(i), minj{fj(i)} < f D(i)

I Max dominance indicator function

f domM (s, ρ, i) =

{
1, i is max dominant

0, otherwise.

Similarly for min dominance indicator function f domm

I Dominance function
f dom(s, ρ, i) = f domm (s, ρ, i) + f domM (s, ρ, i)

I Graph dominance function

f G ,dom(s, ρ) =
n∑

i=1

f dom(s, ρ, i),

I Overall dominance function

f T ,dom(ρ) =
1

Nsess

Nsess∑
s=1

f G ,dom(s, ρ).

I For global characteristics
Indices of vertices are excluded

Global characteristics results

Clustering coefficient for data (black lines) and
surrogates (gray lines)

Overall dominances of characteristics for data (black
dots) and surrogates (gray dots)

Local characteristics results

Overall dominances for average clustering coefficient
for data (black lines) and surrogates (gray lines)

Overall dominances of characteristics for data (black
dots) and surrogates (gray dots)

Comparing nonlinear effect with intra- and inter-session variability

I For clustering coefficient C
. ĈD is the average difference between

data and average surrogate over all
sessions with std. deviation σ̂D

(nonlinear effect)

. δ̂ is the inter-session standard deviation

of the session-averaged surrogate values,

σ̂ is the intra-session standard deviation

of the surrogate values within a session Comparing variabilities for clustering coefficient

Climatic data

Monthly mean temperatures (756 months, Jan 1948 - Dec 2010) from the NCEP/NCAR

reanalysis project [7], both poles removed. Time series were converted into temperature

anomalies by subtracting monthly means from each month. Used edge density is 0.005 [3].

Nonlinearity in climate networks

I Nonlinearity role in climate network analysis
. Observed for betweenness centrality [3]

. Goal: localize and explain the effect of nonlinear

contribution to connectivity and further to network

characteristics

. Inlin ∼ Idata − Isurr ; Isurr ∼ −1
2 log(1− r 2) [5]
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Preliminary results for climate networks
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