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#### Abstract

Using the integral equation method we study solutions of boundary value problems for the Stokes system in Sobolev space $H^{1}(G)$ in a bounded Lipschitz domain $G$ with connected boundary. A solution of the second problem with the boundary condition $\partial \mathbf{u} / \partial \mathbf{n}-p \mathbf{n}=\mathbf{g}$ is studied both by the indirect and the direct boundary integral equation method. It is shown that we can obtain a solution of the corresponding integral equation using the successive approximation method. Nevertheless, the integral equation is not uniquely solvable. To overcome this problem we modify this integral equation. We obtain a uniquely solvable integral equation on the boundary of the domain. If the second problem for the Stokes system is solvable then the solution of the modified integral equation is a solution of the original integral equation. Moreover, the modified integral equation has a form $\mathbf{f}+S \mathbf{f}=\mathbf{g}$, where $S$ is a contractive operator. So, the modified integral equation can be solved by the successive approximation. Then we study the first problem for the Stokes system by the direct integral equation method. We obtain an integral equation with an unknown $\mathbf{g}=\partial \mathbf{u} / \partial \mathbf{n}-p \mathbf{n}$. But this integral equation is not uniquely solvable. We construct another uniquely solvable integral equation such that the solution of the new eqution is a solution of the original integral equation provided the first problem has a solution. Moreover, the new integral equation has a form $\mathbf{g}+\tilde{S} \mathbf{g}=\mathbf{f}$, where $\tilde{S}$ is a contractive operator, and we can solve it by the successive approximation.
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## 1 Introduction.

The most important problems for the Stokes system are the first problem

$$
\begin{gather*}
\Delta \mathbf{u}=\nabla p \quad \text { in } \quad G, \quad \nabla \cdot \mathbf{u}=0 \quad \text { in } \quad G  \tag{1}\\
\mathbf{u}=\mathbf{g} \quad \text { on } \quad \partial G \tag{2}
\end{gather*}
$$

and the second boundary value problems. There are two relevant second boundary value problems for the Stokes system (1): One with the boundary condition

$$
\begin{equation*}
\frac{\partial \mathbf{u}}{\partial \mathbf{n}}-p \mathbf{n}=\mathbf{g} \quad \text { on } \quad \partial G \tag{3}
\end{equation*}
$$

and the second one with the boundary condition

$$
\begin{equation*}
T(\mathbf{u}, p) \mathbf{n}^{G}=\mathbf{g} \quad \text { on } \quad \partial G . \tag{4}
\end{equation*}
$$

Here $\mathbf{n}=\mathbf{n}^{G}$ is the outward unit normal vector of $G, \mathbf{u}=\left(u_{1}, \ldots, u_{m}\right)$ is a velocity field, $p$ is a pressure and

$$
\begin{equation*}
T(\mathbf{u}, p)=2 \hat{\nabla} \mathbf{u}-p I \tag{5}
\end{equation*}
$$

is the corresponding stress tensor. Here $I$ denotes the identity matrix and

$$
\begin{equation*}
\hat{\nabla} \mathbf{u}=\frac{1}{2}\left[\nabla \mathbf{u}+(\nabla \mathbf{u})^{T}\right] \tag{6}
\end{equation*}
$$

is the strain tensor, with $(\nabla \mathbf{u})^{T}$ as the matrix transposed to $\nabla \mathbf{u}=\left(\partial_{j} u_{k}\right)$, $(k, j=1, \ldots, m)$. Remark that $\nabla \cdot \mathbf{u}=\partial_{1} u_{1}+\ldots+\partial_{m} u_{m}$ is the divergence of u.

We shall suppose that $G$ is a bounded domain with connected Lipschitz boundary in $R^{m}$. Many authors have studied the second problem with the boundary condition (4) by the integral equation method. It is a starting point for the boundary element method ([7], [16]). M. Kohr studied classical solutions of this problem on domains with smooth boundary (see [8]). B. E. J. Dahlberg, C. Kenig and G. C. Verchota studied this problem with a boundary condition $\mathrm{g} \in L^{2}(\partial G)$ on domains with Lipschitz boundary ([2]). D. Medková studied in [12] a weak solution in $H^{1}(G)$. A solution was looked for in the form of a hydrodynamical potential with an unknown density from $H^{-1 / 2}(\partial G)$. It was proved that a solution of the corresponding integral equation can be approximated using the successive approximation method. Then the similar result was proved also for the direct integral equation method.

In this paper we shall prove the same results for the second problem with the boundary condition (3). Then the first problem for the Stokes system (so called Stokes problem) is studied by the direct integral equation method, i.e. a solution of the Stokes problem with the boundary condition $\mathbf{f}$ is expressed in the form

$$
\mathbf{u}(\mathbf{x})=E_{G} \mathbf{g}(\mathbf{x})+W_{G} \mathbf{f}(\mathbf{x}), \quad p(\mathbf{x})=Q_{G} \mathbf{g}(\mathbf{x})+R_{G} \mathbf{f}(\mathbf{x}) \quad \mathbf{x} \in G
$$

where $\mathbf{g}=\partial \mathbf{u} / \partial \mathbf{n}^{G}-p \mathbf{n}^{G}, E_{G} \mathbf{g}$ is the hydrodynamical single layer potential with the density $\mathbf{g}, Q_{G} \mathbf{g}$ is the corresponding pressure, $W_{G} \mathbf{f}$ is the hydrodynamical double layer potential corresponding to the boundary condition (3) and $R_{G} \mathbf{f}$ is the corresponding pressure. It is shown that $\mathbf{g}=\partial \mathbf{u} / \partial \mathbf{n}^{G}-p \mathbf{n}^{G}$ is a solution of a uniquely solvable integral equation and this equation can be solved by the successive approximation method.

## 2 Weak solution of the second problem

If $A, B \in R^{m \times m}$ are matrices with $A=\left(A_{i j}\right), B=\left(B_{i j}\right)$ denote

$$
A: B=\sum_{i, j=1}^{3} A_{i j} B_{i j}
$$

If $X(M)$ is a vector space of real functions (or distributions) on a set $M$ denote by $X(M, C)$ its complexification, i.e. $X(M, C)=\left\{v_{1}+i v_{2} ; v_{1} \in\right.$ $\left.X(M, R)=X(M), v_{2} \in X(M)\right\}$. If $K=R$ or $K=C$ and $k \in N$, we denote $X\left(M, K^{k}\right)=\left\{\mathbf{u}=\left(u_{1}, \ldots, u_{k}\right) ; u_{j} \in X(M, K)\right.$ for $\left.j=1, \ldots, k\right\}$.

In the entire article suppose that $G$ is a bounded domain with connected Lipschitz boundary in $R^{m}$. We shall study the second boundary value problem in the Sobolev space $H^{1}\left(G ; R^{m}\right)$. We denote by $H^{s}(G)$ the Sobolev-Slobodetski space of order $s$. Remark that $H^{0}(G)=L^{2}(G)$ and $H^{1}(G)=\left\{f \in L^{2}(G) ; \nabla f \in\right.$ $\left.L^{2}\left(G ; R^{m}\right)\right\}$ is equipped with the norm

$$
\|f\|_{H^{1}(G)}=\left\{\int_{G}\left[f^{2}+|\nabla f|^{2}\right] d \mathbf{x}\right\}^{1 / 2}
$$

If $\varphi$ is a Lipschitz function on $R^{m-1}$ and $S=\left\{[\mathbf{x}, \varphi(\mathbf{x})] ; \mathbf{x} \in R^{m-1}\right\}$ we say that $f \in H^{s}(S)$ if $f(\mathbf{x}, \varphi(\mathbf{x})) \in H^{s}\left(R^{m-1}\right)$. Since $G$ has Lipschitz boundary there are bounded open sets $U_{1}, \ldots, U_{k}$ and Lipschitz functions $\varphi_{1}, \ldots, \varphi_{k}$ such that $\partial G \subset U_{1} \cup \ldots \cup U_{k}$ and for each $j \in\{1, \ldots, k\}$ there is a coordinate system such that $U_{j} \cap \partial G=U_{j} \cap S_{j}$ with $S_{j}=\left\{\left[\mathbf{x}, \varphi_{j}(\mathbf{x})\right] ; \mathbf{x} \in R^{m-1}\right\}$. Choose $\omega_{j} \in C^{\infty}\left(R^{m}\right)$ supported in $U_{j}$ with $0 \leq \omega_{j} \leq 1$ for $j=1, \ldots, k$ such that $\omega_{1}+\omega_{2}+\ldots \omega_{k}=1$ on a neighborhood of $\partial G$. We say that $f \in H^{s}(\partial G)$ if $\omega_{j} f \in H^{s}\left(S_{j}\right)$ for $j=1, \ldots, k$.

Recall that $H^{1 / 2}(\partial G)$ is the space of traces of $H^{1}(G)$ endowed with the norm

$$
\begin{equation*}
\|v\|_{H^{1 / 2}(\partial G)}=\inf \left\{\|u\|_{H^{1}(G)} ; u \in H^{1}(G), v=u \mid \partial G\right\} \tag{7}
\end{equation*}
$$

and $H^{-1 / 2}(\partial G)$ is the dual space of $H^{1 / 2}(\partial G)$.
If $(\mathbf{u}, p)$ is a classical solution of the second problem for the Stokes system (1), (3) and $\mathbf{v} \in C^{2}\left(R^{m}, R^{m}\right)$, then the Green formula yields

$$
\begin{aligned}
& \int_{\partial G} \mathbf{g} \cdot \mathbf{v} d \mathbf{y}=\int_{\partial G}\left[\frac{\partial \mathbf{u}}{\partial \mathbf{n}}-p \mathbf{n}\right] \cdot \mathbf{v} d \mathbf{y}=\int_{G}[\nabla \mathbf{u}: \nabla \mathbf{v}+\mathbf{v} \cdot \Delta \mathbf{u}-\mathbf{v} \cdot \nabla p-p(\nabla \cdot \mathbf{v})] d \mathbf{y} \\
&=\int_{G}[\nabla \mathbf{u}: \nabla \mathbf{v}-p(\nabla \cdot \mathbf{v})] d \mathbf{y}
\end{aligned}
$$

We formulate a weak solution of the problem (1), (3) as follows:
Let $\mathbf{g} \in H^{-1 / 2}\left(\partial G, R^{m}\right)$. We say that $\mathbf{u} \in H^{1}\left(G, R^{m}\right), p \in L^{2}\left(G, R^{1}\right)$ is a weak solution of the problem (1), (3) if $\nabla \mathbf{u}=0$ in $G$ and

$$
\begin{equation*}
\int_{G} \nabla \mathbf{u}: \nabla \mathbf{v} d \mathbf{y}-\int_{G} p(\nabla \cdot \mathbf{v}) d \mathbf{y}=\langle\mathbf{g}, \mathbf{v}\rangle \tag{8}
\end{equation*}
$$

for each $\mathbf{v} \in H^{1}\left(G, R^{m}\right)$.
It is well known that if $\mathbf{u} \in H^{1}\left(G, R^{m}\right), p \in L^{2}\left(G, R^{1}\right), \nabla \mathbf{u}=0$ in $G$ and

$$
\int_{G} \nabla \mathbf{u}: \nabla \mathbf{v} d \mathbf{y}-\int_{G} p(\nabla \cdot \mathbf{v}) d \mathbf{y}=0
$$

for each $\mathbf{v} \in \mathcal{C}^{\infty}\left(G ; R^{m}\right)$ with compact support in $G$, then $\mathbf{u} \in \mathcal{C}^{\infty}\left(G ; R^{m}\right)$, $p \in \mathcal{C}^{\infty}\left(G ; R^{1}\right)$ satisfy Stokes system (1).

Remark that if $\mathbf{g} \in H^{-1 / 2}\left(\partial G, R^{m}\right)$ and $\mathbf{u} \in H^{1}\left(G, R^{m}\right), p \in L^{2}\left(G, R^{1}\right)$ is a weak solution of the problem (1), (3) then

$$
\begin{equation*}
\int_{G} \nabla \mathbf{u}: \nabla \mathbf{w} d \mathbf{y}=\langle\mathbf{g}, \mathbf{w}\rangle \quad \forall \mathbf{w} \in H^{1}\left(G, R^{m}\right), \nabla \cdot \mathbf{w}=0 . \tag{9}
\end{equation*}
$$

First we study the problem of uniqueness of a solution.
Lemma 2.1. If $\mathbf{g} \in H^{-1 / 2}\left(\partial G, R^{m}\right)$ and $\mathbf{u} \in H^{1}\left(G, R^{m}\right), p \in L^{2}\left(G, R^{1}\right)$ is a weak solution of the second boundary value problem (1), (3), then $\langle\mathbf{g}, \mathbf{c}\rangle=0$ for each constant vector function $\mathbf{c}$ (i.e. $\int \mathbf{g}=0$ ). If $\mathbf{v}, q$ is another weak solution of the problem (1), (3), then $p=q$ and $\mathbf{u}-\mathbf{v}$ is constant.

Proof. If $\mathbf{c}$ is a constant function then (9) gives that $\langle\mathbf{g}, \mathbf{c}\rangle=0$.
$\mathbf{u}-\mathbf{v}, p-q$ is a weak solution of the second boundary value problem for the Stokes system with zero boundary condition. Putting $\mathbf{w}=\mathbf{u}-\mathbf{v}$ we get from (9)

$$
\int_{G}|\nabla(\mathbf{u}-\mathbf{v})|^{2} d \mathbf{y}=0
$$

Thus $\mathbf{u}-\mathbf{v}$ is constant. Since $\mathbf{u}-\mathbf{v}, p-q$ is a solution of the Stokes system then $\nabla(p-q)=\Delta(\mathbf{u}-\mathbf{v})=0$. Thus there exists a constant $b$ such that $p-q=0$. From the boundary condition $0=\partial(\mathbf{u}-\mathbf{v}) / \partial \mathbf{n}-p \mathbf{n}=-b \mathbf{n}$. Hence $b=0$.

## 3 Hydrodynamical single layer potential

We shall look for a solution of the second boundary value problem for the Stokes system in the form of a hydrodynamical single layer potential. The aim of this section is to assemble some basic facts on this potential.

Let $\Omega \subset R^{m}$ be an open set with compact Lipschitz boundary $\partial \Omega$. Denote $\Omega^{e}:=R^{m} \backslash \mathrm{cl} \Omega$ its complement with $\partial \Omega^{e}=\partial \Omega$. Here $\operatorname{cl} \Omega$ denotes the closure of $\Omega$ and $\partial \Omega$ the boundary of $\Omega$.

Denote by $\omega_{m}$ the surface of the unit sphere in $R^{m}$. For $\mathbf{x} \in R^{m}$ and $j, k=1, \ldots, m$ define

$$
E_{j k}(\mathbf{x})= \begin{cases}\frac{1}{2 \omega_{m}}\left[\delta_{j k} \frac{|\mathbf{x}|^{2-m}}{m-2}+\frac{x_{j} x_{k}}{\left|| |^{m}\right.}\right], & m>2, \\ \frac{1}{4 \pi}\left[\delta_{j k} \ln \frac{1}{|\mathbf{x}|}+\frac{x_{j} x_{k}}{|\mathbf{x}|^{2}}\right], & m=2,  \tag{11}\\ Q_{k}(\mathbf{x})=\frac{x_{k}}{\omega_{m}|\mathbf{x}|^{m}}\end{cases}
$$

For $\boldsymbol{\Psi}=\left[\Psi_{1}, \ldots, \Psi_{m}\right] \in H^{-1 / 2}\left(\partial \Omega, R^{m}\right)$ define the hydrodynamical single layer potential with density $\boldsymbol{\Psi}$ by

$$
\begin{equation*}
\left(E_{\Omega} \mathbf{\Psi}\right)(\mathbf{x})=\int_{\partial \Omega} E(\mathbf{x}-\mathbf{y}) \mathbf{\Psi}(\mathbf{y}) d \mathbf{y} \tag{12}
\end{equation*}
$$

whenever it makes sense and the corresponding pressure

$$
\begin{equation*}
\left(Q_{\Omega} \mathbf{\Psi}\right)(\mathbf{x})=\int_{\partial \Omega} Q(\mathbf{x}-\mathbf{y}) \mathbf{\Psi}(\mathbf{y}) d \mathbf{y}, \quad \mathbf{x} \in R^{m} \backslash \partial \Omega \tag{13}
\end{equation*}
$$

Then $E_{\Omega} \boldsymbol{\Psi} \in C^{\infty}\left(R^{m} \backslash \partial \Omega, R^{m}\right), Q_{\Omega} \boldsymbol{\Psi} \in C^{\infty}\left(R^{m} \backslash \partial \Omega, R^{1}\right), \nabla Q_{\Omega} \boldsymbol{\Psi}-\Delta E_{\Omega} \boldsymbol{\Psi}=$ $0, \nabla \cdot E_{\Omega} \boldsymbol{\Psi}=0$ in $R^{m} \backslash \partial \Omega$. We have the following decay behavior as $|\mathbf{x}| \rightarrow \infty$ :

$$
\begin{gathered}
E_{\Omega} \boldsymbol{\Psi}(\mathbf{x})=O\left(|\mathbf{x}|^{2-m}\right), \quad m>2, \\
E_{\Omega} \boldsymbol{\Psi}(\mathbf{x})=O(\ln |\mathbf{x}|), \quad m=2, \\
Q_{\Omega} \boldsymbol{\Psi}(\mathbf{x}),\left|\left(\nabla E_{\Omega} \boldsymbol{\Psi}\right)(\mathbf{x})\right|=O\left(|\mathbf{x}|^{1-m}\right) .
\end{gathered}
$$

If $m=2$ and $\langle\boldsymbol{\Psi}, 1\rangle=0$ then

$$
E_{\Omega} \mathbf{\Psi}(\mathbf{x})=O\left(|\mathbf{x}|^{-1}\right), \quad\left|\nabla E_{\Omega} \mathbf{\Psi}(\mathbf{x})\right|=O\left(|\mathbf{x}|^{-2}\right)
$$

If $\Omega$ is bounded then $E_{\Omega}: \boldsymbol{\Psi} \mapsto E_{\Omega} \boldsymbol{\Psi}$ represents a bounded linear operator from $H^{-1 / 2}\left(\partial \Omega, R^{m}\right)$ to $H^{1}\left(\Omega, R^{m}\right)$ and $Q_{G}: \boldsymbol{\Psi} \mapsto Q_{Q} \boldsymbol{\Psi}$ is a continuous linear operator from $H^{-1 / 2}\left(\partial \Omega, R^{m}\right)$ to $L^{2}\left(\Omega, R^{1}\right)$ (see [9], Theorem 4.4). If $\boldsymbol{\Psi} \in$ $H^{-1 / 2}\left(\partial \Omega, R^{m}\right)$ then $E_{\Omega} \boldsymbol{\Psi}$ is the trace of $E_{\Omega} \boldsymbol{\Psi}$ on $\partial \Omega$. Moreover, $E_{\Omega}: \boldsymbol{\Psi} \mapsto$ $E_{\Omega} \boldsymbol{\Psi}$ is a bounded linear operator from $H^{-1 / 2}\left(\partial \Omega ; R^{m}\right)$ to $H^{1 / 2}\left(\partial \Omega ; R^{m}\right)$ (see [9], Proposition 4.5).

Fix $\mathbf{y} \in \partial \Omega$ such that there is the unit outward normal $\mathbf{n}^{\Omega}(\mathbf{y})$ of $\Omega$ at $\mathbf{y}$. For $\mathbf{x} \in R^{m} \backslash\{\mathbf{y}\}, j, k \in\{1, \ldots, m\}$ set

$$
\begin{gathered}
\tilde{K}_{j k}^{\Omega}(\mathbf{x}, \mathbf{y})=\frac{1}{2 \mathcal{H}_{m-1}(\partial B(0 ; 1))}\left[\delta_{j k} \frac{(\mathbf{y}-\mathbf{x}) \cdot \mathbf{n}^{\Omega}(\mathbf{y})}{|\mathbf{y}-\mathbf{x}|^{m}}\right. \\
\left.+m \frac{\left(y_{j}-x_{j}\right)\left(y_{k}-x_{k}\right)(\mathbf{y}-\mathbf{x}) \cdot \mathbf{n}^{\Omega}(\mathbf{y})}{|\mathbf{y}-\mathbf{x}|^{m+2}}-\frac{\left(y_{k}-x_{k}\right) n_{j}^{\Omega}(\mathbf{y})}{|\mathbf{y}-\mathbf{x}|^{m}}+\frac{\left(y_{j}-x_{j}\right) n_{k}^{\Omega}(\mathbf{y})}{|\mathbf{y}-\mathbf{x}|^{m}}\right] .
\end{gathered}
$$

Then $\tilde{K}_{j k}^{\Omega}(\mathbf{x}, \mathbf{y})=-\mathbf{n}^{\Omega}(\mathbf{y}) \cdot \nabla_{\mathbf{y}} E_{j k}(\mathbf{y}-\mathbf{x})+Q_{j}(\mathbf{y}-\mathbf{x}) n_{k}^{\Omega}(\mathbf{y})$. For $\mathbf{\Psi} \in L^{2}\left(\partial \Omega, R^{m}\right)$, $\mathbf{x} \in \partial \Omega$ define

$$
\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}(\mathbf{x})=\lim _{\delta \backslash 0} \int_{\partial \Omega \backslash B(x ; \delta)} \tilde{K}^{\Omega}(\mathbf{y}, \mathbf{x}) \boldsymbol{\Psi}(\mathbf{y}) \mathrm{d} \mathbf{y}
$$

whenever this integral exists. The operator $K_{\Omega}^{\prime}$ is a bounded linear operator on $L^{2}\left(\partial \Omega, R^{m}\right)$ (see [4], [2], [9]; compare also [1]).

If $\mathbf{x} \in \partial \Omega, a>0$ denote the non-tangential approach regions of opening $a$ at the point $\mathbf{x}$ by

$$
\Gamma_{a}(\mathbf{x}):=\{\mathbf{y} \in \Omega ;|\mathbf{x}-\mathbf{y}|<(1+a) \operatorname{dist}(\mathbf{y}, \partial \Omega)\} .
$$

Denote

$$
\Gamma_{a}^{e}(\mathbf{x}):=\left\{\mathbf{y} \in \Omega^{e} ;|\mathbf{x}-\mathbf{y}|<(1+a) \operatorname{dist}\left(\mathbf{y}, \partial \Omega^{e}\right)\right\}
$$

the non-tangential approach regions of opening $a$ at the point $\mathbf{x}$ corresponding to $\Omega^{e}=R^{m} \backslash \operatorname{cl} \Omega$. We fix $a>0$ large enough such that $\mathbf{x} \in \operatorname{cl} \Gamma_{a}(\mathbf{x}) \cap \operatorname{cl} \Gamma_{a}^{e}$ for every $\mathbf{x} \in \partial \Omega$. We shall write $\Gamma(\mathbf{x})=\Gamma_{a}(\mathbf{x}), \Gamma^{e}(\mathbf{x})=\Gamma_{a}^{e}(\mathbf{x})$. If now $\mathbf{v}$ is a vector function defined in $\Omega$ and $\mathbf{x} \in \partial \Omega$ then the non-tangential maximal function of $\mathbf{v}$ is defined by

$$
\mathbf{v}^{*}(\mathbf{x})=\sup _{\mathbf{y} \in \Gamma(\mathbf{x})}|\mathbf{v}(\mathbf{y})|
$$

and

$$
\mathbf{v}_{+}(\mathbf{x})=\lim _{\mathbf{y} \rightarrow \mathbf{x}}^{\mathbf{y} \in \Gamma(\mathbf{x})} \mathbf{v}(\mathbf{y})
$$

is the non-tangential limit of $\mathbf{v}$ at $\mathbf{x}$ with respect to $\Omega$. Similarly, if $\mathbf{v}$ is a vector function defined in $\Omega^{e}$ and $\mathbf{x} \in \partial \Omega$ then

$$
\mathbf{v}_{-}(\mathbf{x})=\lim _{\substack{\mathbf{y} \rightarrow \mathbf{x} \\ \mathbf{y} \in \Gamma^{e}(\mathbf{x})}} \mathbf{v}(\mathbf{y})
$$

If $\Omega$ is bounded and $\boldsymbol{\Psi} \in L^{2}\left(\partial \Omega, R^{m}\right)$ then $\left(\nabla E_{\Omega} \boldsymbol{\Psi}\right)^{*},\left(Q_{\Omega} \boldsymbol{\Psi}\right)^{*} \in L^{2}(\partial \Omega)$ and

$$
\begin{gather*}
{\left[\partial E_{\Omega} \boldsymbol{\Psi} / \partial \mathbf{n}-\left(Q_{\Omega} \boldsymbol{\Psi}\right) \mathbf{n}^{\Omega}\right]_{+}=\frac{1}{2} \boldsymbol{\Psi}-\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}}  \tag{14}\\
{\left[\partial E_{\Omega} \boldsymbol{\Psi} / \partial \mathbf{n}-\left(Q_{\Omega} \boldsymbol{\Psi}\right) \mathbf{n}^{\Omega}\right]_{-}=-\frac{1}{2} \boldsymbol{\Psi}-\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}} \tag{15}
\end{gather*}
$$

(see [4], [2], [9]; compare also [1]).
Lemma 3.1. If $\Omega \subset R^{m}$ is a bounded open set with Lipschitz boundary then there is a sequence of $C^{\infty}$ domains $\Omega_{j}$ with following properties:

- $\operatorname{cl} \Omega_{j} \subset \Omega$.
- There are $a>0$ and homeomorphisms $\Lambda_{j}: \partial \Omega \rightarrow \partial \Omega_{j}$, such that $\Lambda_{j}(\mathbf{y}) \in$ $\Gamma_{a}(\mathbf{y})$ for each $j$ and each $\mathbf{y} \in \partial \Omega$ and $\sup \left\{\left|\mathbf{y}-\Lambda_{j}(\mathbf{y})\right| ; \mathbf{y} \in \partial \Omega\right\} \rightarrow 0$ as $j \rightarrow \infty$.
- There are positive functions $\omega_{j}$ on $\partial \Omega$ bounded away from zero and infinity uniformly in $j$ such that for any measurable set $E \subset \partial \Omega$,

$$
\int_{E} \omega_{j} d \mathbf{y}=\int_{\Lambda_{j}(E)} 1 d \mathbf{y}
$$

and so that $\omega_{j} \rightarrow 1$ pointwise a.e. and in $L^{2}\left(\partial \Omega, R^{1}\right)$.

- The normal vectors to $\Omega_{j}, \mathbf{n}\left(\Lambda_{j}(\mathbf{y})\right)$, converge pointwise a.e. and in $L^{2}\left(\partial \Omega, R^{m}\right)$ to $\mathbf{n}(\mathbf{y})$.
(For the proof see [17], Theorem 1.12.)
Proposition 3.2. Let $\Omega \subset R^{m}$ be a bounded open set with Lipschitz boundary. Then $\tilde{K}_{\Omega}^{\prime}$ can be extended as a bounded linear operator on $H^{-1 / 2}\left(\partial \Omega, R^{m}\right)$. If $\boldsymbol{\Psi} \in H^{-1 / 2}\left(\partial \Omega, R^{m}\right)$ then $\left[\partial E_{\Omega} \boldsymbol{\Psi} / \partial \mathbf{n}-\left(Q_{\Omega} \boldsymbol{\Psi}\right) \mathbf{n}^{\Omega}\right]_{+}=\frac{1}{2} \boldsymbol{\Psi}-\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}$, i.e. $\mathbf{u}=E_{\Omega} \boldsymbol{\Psi}, p=Q_{\Omega} \boldsymbol{\Psi}$ is a weak solution of the problem (1), (3) if and only if $\frac{1}{2} \boldsymbol{\Psi}-\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}=\mathbf{g}$.

Proof. Since $E_{\Omega}$ is a bounded linear operator from $H^{-1 / 2}\left(\partial \Omega, R^{m}\right)$ into $H^{1}\left(\Omega, R^{m}\right)$ and $Q_{\Omega}$ is a bounded linear operator from $H^{-1 / 2}\left(\partial \Omega, R^{m}\right)$ into $L^{2}(\Omega)$, we infer that $\boldsymbol{\Psi} \mapsto \partial E_{\Omega} \boldsymbol{\Psi} / \partial \mathbf{n}-Q_{\Omega} \mathbf{\Psi} \mathbf{n}$ is a bounded linear operator on $H^{-1 / 2}\left(\partial \Omega, R^{m}\right)$. If $\mathbf{\Psi} \in L^{2}\left(\partial \Omega, R^{m}\right)$ and $\mathbf{v} \in \mathcal{C}^{\infty}\left(R^{m}, R^{m}\right)$ then Lemma 3.1 and Green's formula yield

$$
\left\langle\left[\partial E_{\Omega} \boldsymbol{\Psi} / \partial \mathbf{n}-\left(Q_{\Omega} \boldsymbol{\Psi}\right) \mathbf{n}^{\Omega}\right]_{+}, \mathbf{v}\right\rangle=\left\langle\frac{1}{2} \boldsymbol{\Psi}-\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}, \mathbf{v}\right\rangle=\int_{\Omega}\left[\nabla E_{\Omega} \boldsymbol{\Psi}: \nabla \mathbf{v}-Q_{\Omega} \boldsymbol{\Psi}(\nabla \cdot \mathbf{v})\right]
$$

Since $\mathcal{C}^{\infty}\left(R^{m}, R^{m}\right)$ is a dense subset of $H^{1}\left(\Omega, R^{m}\right)$, this relation holds for arbitrary $\mathbf{v} \in H^{1}\left(\Omega, R^{m}\right)$. The continuity argument gives this relation for arbitrary $\Psi \in H^{-1 / 2}\left(\partial \Omega, R^{m}\right)$.

Lemma 3.3. If $\Omega \subset R^{m}$ is a bounded domain with Lipschitz boundary and $\mathbf{n}^{\Omega}$ is the unit outward normal of $\Omega$ then $E_{\Omega} \mathbf{n}^{G}=0, Q_{G} \mathbf{n}^{G}=-1$ in $G$.
(See [12]. )
Lemma 3.4. Let $G \subset R^{m}$ be a bounded domain with connected compact Lipschitz boundary, $m \geq 2$. Let $\boldsymbol{\Psi} \in H^{-1 / 2}\left(\partial G, C^{m}\right)$. If $m=2$ suppose moreover that $\int \boldsymbol{\Psi}=0$. If $\left\langle\boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle=0$ then $E_{G} \boldsymbol{\Psi}=0$ in $R^{m}$ and there is a constant $c$ such that $\mathbf{\Psi}=c \mathbf{n}^{G}$. (Here $\overline{\mathbf{\Psi}}$ denotes the complex conjugate of $\left.\boldsymbol{\Psi}\right)$.
(See [12], Corollary 4.4.)

## 4 Spectral properties of the operator $\tilde{K}_{\Omega}^{\prime}$

We shall look for a solution of the problem (1), (3) in the form of a hydrodynamical single layer potential $\mathbf{u}=E_{G} \boldsymbol{\Psi}, p=Q_{G} \boldsymbol{\Psi}$ with a density $\boldsymbol{\Psi} \in H^{-1 / 2}(\partial G)$. For this reason we shall study the spectrum of the operator $\frac{1}{2} I-\tilde{K}_{G}^{\prime}$. We show that $\sigma\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \subset\langle 0,1\rangle$ and $\frac{1}{2} I-\tilde{K}_{G}^{\prime}$ is a Fredholm operator of index 0 . Our approach is a modification of the method used in [12] for the integral operator $K_{G}^{\prime}$ corresponding to the boundary value problem (1), (4).

Proposition 4.1. Let $\Omega \subset R^{m}$ be an open set with compact Lipschitz boundary, $m \geq 2$. Let $\boldsymbol{\Psi}_{1}, \boldsymbol{\Psi}_{2} \in H^{-1 / 2}\left(\partial \Omega, R^{m}\right)$. If $m=2$ and $\Omega$ is unbounded suppose moreover that $\int \boldsymbol{\Psi}_{1}=\int \boldsymbol{\Psi}_{2}=0$. Then

$$
\begin{equation*}
\left\langle\frac{1}{2} \boldsymbol{\Psi}_{1}-\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}_{1}, E_{\Omega} \boldsymbol{\Psi}_{2}\right\rangle=\int_{\Omega}\left(\nabla E_{G} \boldsymbol{\Psi}_{1}\right):\left(\nabla E_{\Omega} \boldsymbol{\Psi}_{2}\right) d \mathbf{y} . \tag{16}
\end{equation*}
$$

Put $\mathbf{\Psi}=\mathbf{\Psi}_{1}+i \mathbf{\Psi}_{2}$ where $i$ is the imaginary unit. Denote $\overline{\mathbf{\Psi}}=\mathbf{\Psi}_{1}-i \mathbf{\Psi}_{2}$ the conjugate of $\boldsymbol{\Psi}$. Then

$$
\begin{equation*}
\left\langle\frac{1}{2} \boldsymbol{\Psi}-\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}, E_{\Omega} \overline{\boldsymbol{\Psi}}\right\rangle=\int_{\Omega}\left(\left|\nabla E_{\Omega} \boldsymbol{\Psi}_{1}\right|^{2}+\left|\nabla E_{\Omega} \boldsymbol{\Psi}_{2}\right|^{2}\right) d \mathbf{y} \geq 0 \tag{17}
\end{equation*}
$$

Proof. We show (16). Suppose first that $\Omega$ is bounded. Proposition 2.2 gives that $\mathbf{u}=E_{\Omega} \boldsymbol{\Psi}_{1}, p=Q_{\Omega} \boldsymbol{\Psi}_{1}$ is a weak solution of the problem (1), (3) with $\mathbf{g}=\frac{1}{2} \boldsymbol{\Psi}_{1}-\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}_{1}$. Since $\mathbf{v}=E_{\Omega} \boldsymbol{\Psi}_{2} \in H^{1}\left(\Omega ; R^{m}\right)$ and $\nabla \cdot E_{\Omega} \boldsymbol{\Psi}_{2}=0$ in $\Omega$, we obtain (16) from (8).

Let now $\Omega$ be unbounded. Fix $R>0$ such that $\partial \Omega \subset B(0 ; R)$ and denote $\Omega(R)=\Omega \cap B(0 ; R)$. Put $\boldsymbol{\Psi}_{1}=0=\boldsymbol{\Psi}_{2}$ on $\partial B(0 ; R)$. Then

$$
\begin{aligned}
& \int_{\Omega(R)}\left(\nabla E_{\Omega} \boldsymbol{\Psi}_{1}\right):\left(\nabla E_{\Omega} \boldsymbol{\Psi}_{2}\right) d \mathbf{y}=\left\langle\frac{1}{2} \boldsymbol{\Psi}_{1}-\tilde{K}_{\Omega(R)}^{\prime} \boldsymbol{\Psi}_{1}, E_{\Omega} \boldsymbol{\Psi}_{2}\right\rangle \\
= & \left\langle\frac{1}{2} \boldsymbol{\Psi}_{1}-\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}_{\mathbf{1}}, E_{\Omega} \boldsymbol{\Psi}_{2}\right\rangle+\int_{\partial B(0 ; R)}\left[\frac{\partial E_{\Omega} \boldsymbol{\Psi}_{1}}{\partial \mathbf{n}}+\left(Q_{\Omega} \boldsymbol{\Psi}_{1}\right) \mathbf{n}\right] \cdot E_{\Omega} \boldsymbol{\Psi}_{2} d \mathbf{y} .
\end{aligned}
$$

If $R \rightarrow \infty$ then the decay properties of hydrodynamical potentials give (16).
Using (16) we get

$$
\begin{aligned}
& \left\langle\frac{1}{2} \boldsymbol{\Psi}-\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}, E_{\Omega} \overline{\boldsymbol{\Psi}}\right\rangle=\left\langle\frac{1}{2} \boldsymbol{\Psi}_{1}-\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}_{1}, E_{\Omega} \boldsymbol{\Psi}_{1}\right\rangle+\left\langle\frac{1}{2} \boldsymbol{\Psi}_{2}-\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}_{2}, E_{\Omega} \boldsymbol{\Psi}_{2}\right\rangle \\
& -i\left\langle\frac{1}{2} \boldsymbol{\Psi}_{1}-\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}_{1}, E_{\Omega} \boldsymbol{\Psi}_{2}\right\rangle+i\left\langle\frac{1}{2} \boldsymbol{\Psi}_{2}-\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}_{2}, E_{\Omega} \boldsymbol{\Psi}_{1}\right\rangle=\int_{\Omega}\left|\nabla E_{\Omega} \boldsymbol{\Psi}_{1}\right|^{2} d \mathbf{y} \\
& +\int_{\Omega}\left|\nabla E_{\Omega} \boldsymbol{\Psi}_{2}\right|^{2} d \mathbf{y}-i \int_{\Omega}\left(\nabla E_{\Omega} \boldsymbol{\Psi}_{1}\right):\left(\nabla E_{\Omega} \boldsymbol{\Psi}_{2}\right) d \mathbf{y} \\
& \quad+i \int_{\Omega}\left(\nabla E_{\Omega} \boldsymbol{\Psi}_{1}\right):\left(\nabla E_{\Omega} \boldsymbol{\Psi}_{2}\right) d \mathbf{y}=\int_{\Omega}\left[\left|\nabla E_{\Omega} \boldsymbol{\Psi}_{1}\right|^{2}+\left|\nabla E_{\Omega} \boldsymbol{\Psi}_{2}\right|^{2}\right] d \mathbf{y} \geq 0
\end{aligned}
$$

Corollary 4.2. Let $\Omega \subset R^{m}$ be an open set with compact Lipschitz boundary, $m \geq 2$. Let $\boldsymbol{\Psi} \in H^{-1 / 2}\left(\partial \Omega, C^{m}\right)$. If $m=2$ suppose moreover that $\int \boldsymbol{\Psi}=0$. Then

$$
\begin{equation*}
\left\langle\boldsymbol{\Psi}, E_{\Omega} \overline{\boldsymbol{\Psi}}\right\rangle=\int_{R^{m} \backslash \partial \Omega}\left|\nabla E_{\Omega} \boldsymbol{\Psi}\right|^{2} d \mathbf{y} \geq 0 . \tag{18}
\end{equation*}
$$

Proof. Put $C=R^{m} \backslash \operatorname{cl} \Omega$. Since $\tilde{K}_{\Omega}^{\prime}=-\tilde{K}_{C}^{\prime}$ we get using Proposition 4.1 $\left\langle\boldsymbol{\Psi}, E_{\Omega} \overline{\boldsymbol{\Psi}}\right\rangle=\left\langle\frac{1}{2} \boldsymbol{\Psi}-\tilde{K}_{\Omega}^{\prime} \boldsymbol{\Psi}, E_{\Omega} \overline{\boldsymbol{\Psi}}\right\rangle+\left\langle\frac{1}{2} \boldsymbol{\Psi}-K_{C}^{\prime} \boldsymbol{\Psi}, E_{\Omega} \overline{\boldsymbol{\Psi}}\right\rangle=\int_{R^{m} \backslash \partial \Omega}\left|\nabla E_{\Omega} \boldsymbol{\Psi}\right|^{2}$.

Definition 4.3. Lex $X, Y$ be Banach spaces. Denote by $I$ the identity operator on $X$. If $M$ is a subspace of $X$ denote by $\operatorname{dim} M$ the dimension of $M$. If $Z$ is a subspace of $X$ such that $X=M \bigoplus Z$, i.e. $X$ is the direct sum of $M$ and $Z$, denote by $\operatorname{codim} Z=\operatorname{dim} M$ the codimension of $Z$. If $T$ is a bounded linear operator from $X$ to $Y$, denote by $\operatorname{Ker} T=\{x \in X ; T x=0\}$ the kernel of $T, \alpha(T)=\operatorname{dim} \operatorname{Ker} T, \beta(T)=\operatorname{codim} T(X)$. We say that $T$ is upper semi-Fredholm if $T(X)$ is a closed subset of $Y$ and $\alpha(T)<\infty$. For an upper semi-Fredholm operator $T$ denote $i(T)=\alpha(T)-\beta(T)$ the index of $T$. We say that $T$ is Fredholm if $T$ is upper semi-Fredholm and $\beta(T)<\infty$. If $X$ is a complex Banach space and $T$ is a bounded linear operator on $X$, denote by $\sigma(T)$ the spectrum of $T$ and by $r(T)=\sup \{|\lambda| ; \lambda \in \sigma(T)\}$ the spectral radius of $T$.

Lemma 4.4. Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary, $m \geq 2$. Then $\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \mathbf{n}^{G}=\mathbf{n}^{G}$. Denote $H^{-1 / 2}\left(\partial G ; C^{m}\right) \cap E_{-1}\left(C^{m}\right)$ the set of all $\mathbf{\Psi} \in H^{-1 / 2}\left(\partial G ; C^{m}\right)$ such that $E_{G} \boldsymbol{\Psi}$ is constant in $G$. Then $\tilde{H}^{-1 / 2}\left(\partial G ; C^{m}\right) \cap E_{-1}\left(C^{m}\right)=\operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \bigoplus\left\{c \mathbf{n}^{G} ; c \in C\right\}$ and $\operatorname{dim} \operatorname{Ker}\left(\frac{1}{2} I-\right.$ $\left.\tilde{K}_{G}^{\prime}\right) \leq m$.

Proof. $\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \mathbf{n}^{G}=\mathbf{n}^{G}$ by Lemma 3.3 and Proposition 3.2.
If $\boldsymbol{\Psi} \in \operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)$ then $\mathbf{u}=E_{G} \boldsymbol{\Psi}, p=Q_{G} \boldsymbol{\Psi}$ is a weak solution of the Neumann problem for the Stokes system (1), (3) with the boundary condition $\mathbf{g}=0$ (see Proposition 3.2). Lemma 2.1 gives that $\mathbf{u}=E_{G} \boldsymbol{\Psi}$ is constant. Let now $\boldsymbol{\Phi} \in H^{-1 / 2}\left(\partial G ; C^{m}\right) \cap E_{-1}\left(C^{m}\right)$. Then $\nabla Q_{G} \boldsymbol{\Phi}=\Delta E_{G} \boldsymbol{\Phi}=0$ in $G$. So, there is a constant $c$ such that $Q_{G} \boldsymbol{\Phi}=c$ in $G$. Put $\boldsymbol{\Psi}=\boldsymbol{\Phi}+c \mathbf{n}^{G}$. Lemma 3.3 gives that $E_{G} \boldsymbol{\Psi}=E_{G} \boldsymbol{\Phi}$ is constant and $Q_{G} \boldsymbol{\Psi}=0$ in $G$. Thus $\boldsymbol{\Psi} \in \operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)$ by Proposition 3.2. Since $\mathbf{n}^{G} \notin \operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)$, we infer that $\operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \bigoplus\left\{c \mathbf{n}^{G} ; c \in C\right\}=H^{-1 / 2}\left(\partial G ; C^{m}\right) \cap E_{-1}\left(C^{m}\right)$.

Suppose that $\mathbf{\Psi} \in \operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right),\langle\mathbf{\Psi}, \mathbf{c}\rangle=0$ for each $\mathbf{c} \in R^{m}$. Then there exists $\mathbf{b} \in C^{m}$ such that $E_{G} \boldsymbol{\Psi}=\mathbf{b}$ on the closure of $G$. Thus $0=$ $\langle\boldsymbol{\Psi}, \overline{\mathbf{b}}\rangle=\left\langle\boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle$ and Lemma 3.4 gives that $\boldsymbol{\Psi}=d \mathbf{n}^{G}$ for some $d \in C$. Since $\mathbf{n}^{G} \notin \operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)$, we infer that $\boldsymbol{\Psi}=0$. This gives $\operatorname{dim} \operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \leq m$.

Proposition 4.5. Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary. If $\lambda \in C$ is an eigenvalue of $\frac{1}{2} I-\tilde{K}_{G}^{\prime}$ in $H^{-1 / 2}\left(\partial G, C^{m}\right)$ then $0 \leq \lambda \leq 1$.

Proof. Let $\boldsymbol{\Psi}$ be an eigenfunction corresponding to an eigenvalue $\lambda$. We can suppose that $\lambda \neq 0$. Then $\boldsymbol{\Psi}=\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \frac{1}{\lambda} \boldsymbol{\Psi}$. Proposition 3.2 and Lemma 2.1 give that $\int \boldsymbol{\Psi}=0$. If $\boldsymbol{\Psi}=b \mathbf{n}^{G}, b \in C$, then $\lambda=1$ by Lemma 4.4. Suppose now that $\boldsymbol{\Psi} \neq b \mathbf{n}^{G}$. Then

$$
\left\langle\boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle=\int_{R^{m} \backslash \partial G}\left|\nabla E_{G} \boldsymbol{\Psi}\right|^{2} d \mathbf{x}>0
$$

by Lemma 3.4 and Corollary 4.2. According to Proposition 4.1 and Corollary 4.2

$$
\int_{G}\left|\nabla E_{G} \boldsymbol{\Psi}(x)\right|^{2}=\left\langle\frac{1}{2} \boldsymbol{\Psi}-\tilde{K}_{G}^{\prime} \boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle=\left\langle\lambda \boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle=\lambda \int_{R^{m} \backslash \partial G}\left|\nabla E_{G} \boldsymbol{\Psi}\right|^{2} .
$$

Therefore

$$
0 \leq \lambda=\frac{\int_{G}\left|\hat{\nabla} E_{G} \boldsymbol{\Psi}\right|^{2} d \mathbf{x}}{\int_{R^{m} \backslash \partial G}\left|\hat{\nabla} E_{G} \boldsymbol{\Psi}\right|^{2} d \mathbf{x}} \leq 1
$$

Proposition 4.6. Let $\Omega \subset R^{m}$ be a bounded domain with Lipschitz boundary, $m \geq 2$. Then there is a closed subspace $Y$ of $H^{-1 / 2}\left(\partial \Omega, R^{m}\right)$ with finite codimension such that $\sqrt{\left\langle\boldsymbol{\Psi}, E_{\Omega} \boldsymbol{\Psi}\right\rangle},\left\|E_{\Omega} \boldsymbol{\Psi}\right\|_{H^{1 / 2}(\partial \Omega)}, \sqrt{\left\langle\left[(1 / 2) I-\tilde{K}_{\Omega}^{\prime}\right] \boldsymbol{\Psi}, E_{\Omega} \boldsymbol{\Psi}\right\rangle}$ are three norms on $Y$ which are equivalent to the original norm.

Proof. First we show that there exist a closed subspace $X$ of $H^{-1 / 2}\left(\partial \Omega, R^{m}\right)$ with finite codimension and a constant $C_{1}$ such that

$$
\begin{equation*}
\|\boldsymbol{\Psi}\|_{H^{-1 / 2}(\partial \Omega)} \leq C_{1}\left\|E_{\Omega} \boldsymbol{\Psi}\right\|_{H^{1 / 2}(\partial \Omega)} \quad \forall \boldsymbol{\Psi} \in X \tag{19}
\end{equation*}
$$

For $\partial \Omega$ connected see [12], Proposition 4.11. Denote $S_{1}, \ldots, S_{k}$ all components of $\partial \Omega$. Then $E_{\Omega}$ is an upper semi-Fredholm operator from $H^{-1 / 2}\left(S_{j}, R^{m}\right)$ to $H^{1 / 2}\left(S_{j}, R^{m}\right)$ ) for each $j$ (see [13], §16, Theorem 8). If $j \neq l$ then $E_{\Omega}$ is a compact linear operator from $H^{-1 / 2}\left(S_{j}, R^{m}\right)$ to $\left.H^{1 / 2}\left(S_{l}, R^{m}\right)\right)$. Thus $E_{\Omega}$ is an upper semi-Fredholm operator from $H^{-1 / 2}\left(\partial \Omega, R^{m}\right)$ to $H^{1 / 2}\left(\partial \Omega, R^{m}\right)$ ) (see [13], §16, Theorem 16). According to [15], Lemma 5.1 there exists a closed subspace $X$ of $H^{-1 / 2}\left(\partial \Omega, R^{m}\right)$ such that $H^{-1 / 2}\left(\partial \Omega, R^{m}\right)=X \bigoplus \operatorname{Ker} E_{\Omega}$. The relation (19) is a consequence of [13], $\S 16$, Theorem 10 and [3], Theorem 1.42.

Denote

$$
r(\mathbf{v})=\|\nabla \mathbf{v}\|_{L^{2}(\Omega)}+\left|\int_{\Omega} \mathbf{v} \mathrm{d} \mathcal{H}_{m}\right|
$$

Then $r(\mathbf{v})$ is an equivalent norm on $H^{1}\left(\Omega ; R^{m}\right)$ (see [10], Chapter 1, §1.5.4). Set

$$
V=\left\{\mathbf{v} \in H^{1}\left(\Omega, R^{m}\right) ; \int_{\partial \Omega} \mathbf{v} d \mathbf{y}=0\right\} .
$$

Then there is a positive constant $C_{2}$ such that $\|\mathbf{v}\|_{H^{1}(\Omega)} \leq C_{2}\|\nabla \mathbf{v}\|_{L^{2}(\Omega)}$ for all $\mathbf{v} \in V$. Denote $Y=\left\{\boldsymbol{\Psi} \in X ; E_{\Omega} \boldsymbol{\Psi} \in V, \int \boldsymbol{\Psi}=0\right\}$. Since $E_{\Omega}$ is a continuously invertible operator $X$ onto $E_{\Omega}(X) \subset H^{1}\left(\Omega, R^{m}\right)$ and $V$ is a closed subspace of $H^{1}\left(\Omega, R^{m}\right)$ with finite codimension, $Y$ is a closed subspace of $H^{-1,2}\left(\Omega, R^{m}\right)$ with finite codimension. Fix $\boldsymbol{\Psi} \in Y$. Since $E_{\Omega} \boldsymbol{\Psi}$ is the trace of $E_{\Omega} \boldsymbol{\Psi}$ on $\partial \Omega$ we obtain using (19), (7), Proposition 4.1 and Corollary 4.2

$$
\begin{gathered}
\|\boldsymbol{\Psi}\|_{H^{-1 / 2}\left(\partial \Omega, R^{m}\right)}^{2} \leq C_{1}\left\|E_{\Omega} \boldsymbol{\Psi}\right\|_{H^{1 / 2}\left(\partial \Omega, R^{m}\right)}^{2} \leq C_{1}\left\|E_{\Omega} \boldsymbol{\Psi}\right\|_{H^{1}\left(\Omega, R^{m}\right)}^{2} \\
\leq C_{1} C_{2} \int_{\Omega}\left|\nabla E_{\Omega} \boldsymbol{\Psi}\right|^{2} d \mathbf{y}=C_{1} C_{2}\left\langle\left[(1 / 2) I-\tilde{K}_{\Omega}^{\prime}\right] \boldsymbol{\Psi}, E_{\Omega} \boldsymbol{\Psi}\right\rangle \\
\leq C_{1} C_{2} \int_{R^{m} \backslash \partial \Omega}\left|\nabla E_{\Omega} \boldsymbol{\Psi}\right|^{2} d \mathbf{y}=C_{1} C_{2}\left\langle\boldsymbol{\Psi}, E_{\Omega} \boldsymbol{\Psi}\right\rangle .
\end{gathered}
$$

Theorem 4.7. Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary, $m \geq 2$. Then $\sigma\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \subset\langle 0,1\rangle$ in $H^{-1 / 2}\left(\partial G, C^{m}\right)$ and $\frac{1}{2} I-\tilde{K}_{G}^{\prime}$ is a Fredholm operator with index 0.

Proof. Proposition 4.6 yields that there is a closed subspace $Y$ of finite codimension and a positive constant $L$ such that $\|\boldsymbol{\Psi}\|_{H^{-1 / 2}(\partial G)}^{2} \leq L\left\langle\left(\boldsymbol{\Psi}, E_{G} \boldsymbol{\Psi}\right\rangle\right.$, $\|\boldsymbol{\Psi}\|_{H^{-1 / 2}(\partial G)}^{2} \leq L\left\langle\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \boldsymbol{\Psi}, E_{G} \boldsymbol{\Psi}\right\rangle$ for each $\boldsymbol{\Psi} \in Y$. Put $Z=\left\{\boldsymbol{\Psi}=\boldsymbol{\Psi}_{1}+\right.$ $i \boldsymbol{\Psi}_{2} ; \boldsymbol{\Psi}_{1}, \boldsymbol{\Psi}_{2} \in Y$ and $\left.\int \boldsymbol{\Psi}=0\right\}$. Then $Z$ is a closed subspace of $H^{-1 / 2}\left(\partial G, C^{m}\right)$ with finite codimension. Proposition 4.1 and Corollary 4.2 give

$$
\begin{equation*}
\|\boldsymbol{\Psi}\|_{H^{-1 / 2}}^{2} \leq L\left\langle\boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle, \quad\|\boldsymbol{\Psi}\|_{H^{-1 / 2}}^{2} \leq L\left\langle\left[(1 / 2) I-\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle \tag{20}
\end{equation*}
$$

for each $\boldsymbol{\Psi} \in Z$.
If $\lambda \in R$ then (20) gives

$$
\begin{equation*}
\left\langle\left[(1 / 2-\lambda) I-\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle=\left\langle\left[(1 / 2) I-\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle-\lambda\left\langle\left(\boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle \in R .\right. \tag{21}
\end{equation*}
$$

If $\lambda<0$ then (20) and (21) give

$$
L\left\langle\left[(1 / 2-\lambda) I-\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle \geq L\left\langle\left[(1 / 2) I-\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}, E_{G} \overline{\mathbf{\Psi}}\right\rangle \geq\|\boldsymbol{\Psi}\|_{H^{-1 / 2}(\partial G)}^{2}
$$

If $\lambda>1$ then Corollary 4.2, Proposition 4.1 and (20) give

$$
\begin{gathered}
L\left|\left\langle\left[(1 / 2-\lambda) I-\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle\right| \geq L\left\{\lambda\left\langle\boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle-\left\langle\left[(1 / 2) I-\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle\right\} \\
=L \lambda \int_{R^{m} \backslash \partial G}\left|\nabla E_{G} \boldsymbol{\Psi}\right|^{2} \mathrm{~d} \mathbf{y}-L \int_{G}\left|\nabla E_{G} \boldsymbol{\Psi}\right|^{2} \mathrm{~d} \mathbf{y} \geq L(\lambda-1) \int_{R^{m} \backslash \partial G}\left|\nabla E_{G} \boldsymbol{\Psi}\right|^{2} \mathrm{~d} \mathbf{y} \\
=L(\lambda-1)\left\langle\boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle \geq(\lambda-1)\|\boldsymbol{\Psi}\|_{H^{-1 / 2}(\partial G)}^{2} .
\end{gathered}
$$

If $\lambda=\lambda_{1}+i \lambda_{2} \in C, \lambda_{2} \neq 0$ and $\boldsymbol{\Psi} \in Z$ then (20) and (21) give

$$
\begin{gathered}
\left|\left\langle\left[(1 / 2-\lambda) I-\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle\right|=\left|\left\langle\left[\left(1 / 2-\lambda_{1}\right) I-\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle-i \lambda_{2}\left\langle\boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle\right| \\
\geq\left|\lambda_{2}\right|\left\langle\boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle\left|\geq\left|\lambda_{2}\right| L^{-1}\|\boldsymbol{\Psi}\|_{H^{-1 / 2}(\partial G)}^{2} .\right.
\end{gathered}
$$

Fix $\lambda \in C \backslash(0,1\rangle$. We have proved that there is a positive constant $M$ such that

$$
\|\boldsymbol{\Psi}\|_{H^{-1 / 2}(\partial G)}^{2} \leq M\left\langle\left[(1 / 2-\lambda) I-\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle
$$

for each $\boldsymbol{\Psi} \in Z$. If $\boldsymbol{\Psi} \in Z \backslash\{0\}$ then

$$
\begin{aligned}
& \|\boldsymbol{\Psi}\|_{H^{-1 / 2}(\partial G)} \leq M\left\langle\left[(1 / 2-\lambda) I-\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle /\|\boldsymbol{\Psi}\|_{H^{-1 / 2}(\partial G)} \\
& \leq M\left\|E_{G}\right\|_{H^{-1 / 2}(\partial G) \rightarrow H^{-1 / 2}(\partial G)}\left\|\left[(1 / 2-\lambda) I-\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}\right\|_{H^{-1 / 2}(\partial G)}
\end{aligned}
$$

So, the operator $\frac{1}{2} I-\tilde{K}_{G}^{\prime}-\lambda I$ is upper semi-Fredholm by [13], $\S 16$, Theorem 8. Since the index $i\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}-\mu I\right)$ is constant on $C \backslash(0,1\rangle$ (see [13],§ 18, Corollary 3) and $\frac{1}{2} I-\tilde{K}_{G}^{\prime}-\mu I$ is invertible for $|\mu|>\left\|\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right\|$ (see [15], Lemma 6.5), we infer that $i\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}-\lambda I\right)=0$. Thus $\frac{1}{2} I-\tilde{K}_{G}^{\prime}-\lambda I$ is a Fredholm operator with index 0 . If $\lambda \neq 0$ then $\alpha\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}-\lambda I\right)=0$ by Proposition 4.5 and $i\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}-\lambda I\right)=0$ forces that the operator $\frac{1}{2} I-\tilde{K}_{G}^{\prime}-\lambda I$ is onto. Therefore $\frac{1}{2} I-\tilde{K}_{G}^{\prime}-\lambda I$ is a continuously invertible operator (see [3], Theorem 1.42).

## 5 Indirect BEM

In this section we shall study the problem (1), (3) for a bounded domain $G$ with connected Lipschitz boundary using the indirect boundary integral equation method. We shall look for a solution in the form of a hydrodynamical single layer potential $\mathbf{u}=E_{G} \boldsymbol{\Psi}, p=Q_{G} \boldsymbol{\Psi}$ with a density $\boldsymbol{\Psi} \in H^{-1 / 2}(\partial G)$. We have proved that $\mathbf{u}=E_{G} \boldsymbol{\Psi}, p=Q_{G} \boldsymbol{\Psi}$ is a solution of the problem if and only if $\frac{1}{2} \boldsymbol{\Psi}-\tilde{K}_{G}^{\prime} \boldsymbol{\Psi}=\mathbf{g}$ (see Proposition 3.2). We determine the necessary and sufficient condition for the solvability of the problem. Moreover, we prove that the integral equation $\frac{1}{2} \boldsymbol{\Psi}-\tilde{K}_{G}^{\prime} \boldsymbol{\Psi}=\mathbf{g}$ can be solved by the successive approximation.

In the numerical practice we approximate $\mathbf{g}$, so we solve the equation $\frac{1}{2} \tilde{\mathbf{\Psi}}-$ $\tilde{K}_{G}^{\prime} \tilde{\mathbf{\Psi}}=\tilde{\mathbf{g}}$ where $\tilde{\mathbf{g}}$ is close to $\mathbf{g}$. Since the operator $\frac{1}{2} I-\tilde{K}_{G}^{\prime}$ is not invertible this equation might not be solvable. To overcome this difficulty we define a modified operator

$$
\begin{equation*}
M^{\prime} \mathbf{\Psi}=\tilde{K}_{G}^{\prime} \psi-\frac{1}{c} \int_{\partial G} \boldsymbol{\Psi} \mathrm{~d} \mathbf{y}, \quad c=\int_{\partial G} 1 \mathrm{~d} \mathbf{y} \tag{22}
\end{equation*}
$$

We show that the integral equation $\frac{1}{2} \boldsymbol{\Psi}-M^{\prime} \boldsymbol{\Psi}=\mathrm{g}$ is uniquely solvable and if the problem (1), (3) is solvable and $\boldsymbol{\Psi}$ is a solution of the equation $\frac{1}{2} \boldsymbol{\Psi}-M^{\prime} \boldsymbol{\Psi}=\mathbf{g}$ then $\frac{1}{2} \boldsymbol{\Psi}-\tilde{K}_{G}^{\prime} \boldsymbol{\Psi}=\mathbf{g}$. We show that the modified equation $\frac{1}{2} \boldsymbol{\Psi}-M^{\prime} \boldsymbol{\Psi}=\mathbf{g}$ can be solved by the successive approximation.

Proposition 5.1. Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary. Then $H^{-1 / 2}\left(\partial G, C^{m}\right)$ is the direct sum of $\operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)$ and $\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right)=\left\{\boldsymbol{\Psi} \in H^{-1 / 2}\left(\partial G, C^{m}\right) ; \int \boldsymbol{\Psi}=0\right\}$. If we denote by $L_{G}^{\prime}$ the restriction of $\tilde{K}_{G}^{\prime}$ onto $\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right)$, then $\sigma\left(\frac{1}{2} I-L_{G}^{\prime}\right) \subset(0,1\rangle$.

Proof. If $\boldsymbol{\Psi} \in H^{-1 / 2}\left(\partial G, C^{m}\right)$, then $\mathbf{u}=E_{G} \boldsymbol{\Psi}, p=Q_{G} \boldsymbol{\Psi}$ is a solution of the problem (1), (3) with the boundary condition $\mathbf{g}=\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \mathbf{\Psi}$ by Proposition 3.2. Lemma 2.1 gives that $\int \boldsymbol{\Psi}=0$. Thus $\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right) \subset$ $\left\{\boldsymbol{\Psi} \in H^{-1 / 2}\left(\partial G, C^{m}\right) ; \int \boldsymbol{\Psi}=0\right\}$ and $\operatorname{codim}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right) \geq m$. Lemma 4.4 gives dim $\operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \leq m$. So $\operatorname{codim}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right)=$ $\operatorname{dim} \operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)=m$ by Theorem 4.7. Hence $\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right)=$ $\left\{\boldsymbol{\Psi} \in H^{-1 / 2}\left(\partial G, C^{m}\right) ; \int \boldsymbol{\Psi}=0\right\}$.

Let now $\boldsymbol{\Psi} \in \operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \cap\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right)$. Then $\int \boldsymbol{\Psi}=$ 0 . Since $E_{G} \boldsymbol{\Psi}$ is constant on $\bar{G}$ by Lemma 4.4, we obtain $\left\langle\boldsymbol{\Psi}, E_{G} \overline{\boldsymbol{\Psi}}\right\rangle=0$. Since $\int \boldsymbol{\Psi}=0$, Lemma 3.4 gives that $\mathbf{\Psi}=b \mathbf{n}^{G}$ for some $b \in C$. Since $\mathbf{n}^{G} \notin$ $\operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)$ by Lemma 4.4, we infer that $b=0$. Since $\operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \cap$ $\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right)=\{0\}$ and $\operatorname{codim}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right)=$ $\operatorname{dim} \operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)$, we deduce that $H^{-1 / 2}\left(\partial G, C^{m}\right)=\operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \bigoplus\left(\frac{1}{2} I-\right.$ $\left.\tilde{K}_{G}^{\prime}\right)\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right)$.

Since $H^{-1 / 2}\left(\partial G, C^{m}\right)=\operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \bigoplus\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right)$, we have $\sigma\left(\frac{1}{2} I-L_{G}^{\prime}\right) \subset \sigma\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \subset\langle 0,1\rangle$. Moreover, the operator $\left(\frac{1}{2} I-L_{G}^{\prime}\right)$ is one-to-one and onto. Thus $0 \notin \sigma\left(\frac{1}{2} I-L_{G}^{\prime}\right)$ (see [3], Theorem 1.42.)

Proposition 5.2. Let $X$ be a Banach space, $T$ be a bounded linear operator on $X$. Suppose that $X$ is the direct sum of $\operatorname{Ker}(I-T)$ and $(I-T)(X)$. Denote by $\tilde{T}$ the restriction of $T$ onto $(I-T)(X)$. Suppose that

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\|\tilde{T}^{j}\right\|^{1 / j}<1 \tag{23}
\end{equation*}
$$

Fix now $y \in(I-T)(X), x_{0} \in X$. Put

$$
\begin{equation*}
x_{j+1}=T x_{j}+y \tag{24}
\end{equation*}
$$

for a nonnegative integer $j$. Then there exists

$$
x=\lim _{j \rightarrow \infty} x_{j}
$$

and

$$
\begin{equation*}
\left\|x-x_{j}\right\| \leq C q^{j}\left(\|y\|+\left\|x_{0}\right\|\right) \tag{25}
\end{equation*}
$$

for arbitrary $j$, where $C>0,0<q<1$ are constants depending only on $T$.
(For the proof see ([11]), Proposition 3.)
Theorem 5.3. Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary, $m \geq 2$. Fix $\mathbf{g} \in H^{-1 / 2}\left(\partial G, R^{m}\right)$. Then there is a weak solution of the problem (1), (3) if and only if $\int \mathbf{g}=0$. Suppose now that $\int \mathbf{g}=0$ and $\Psi_{0} \in H^{-1 / 2}\left(\partial G, R^{m}\right)$. For a nonnegative integer $k$ put

$$
\begin{equation*}
\boldsymbol{\Psi}_{k+1}=\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}_{k}+\mathbf{g} \tag{26}
\end{equation*}
$$

Then there is $\boldsymbol{\Psi} \in H^{-1 / 2}\left(\partial G, R^{m}\right)$ such that $\boldsymbol{\Psi}_{k} \rightarrow \boldsymbol{\Psi}$ in $H^{-1 / 2}\left(\partial G, R^{m}\right)$ as $k \rightarrow \infty$. Moreover, there are constants $0<q<1, C>0$ depending only on $G$ such that

$$
\begin{equation*}
\left\|\mathbf{\Psi}_{k}-\boldsymbol{\Psi}\right\|_{H^{-1 / 2}\left(\partial G, R^{m}\right)} \leq C q^{k}\left(\|\mathbf{g}\|_{H^{-1 / 2}\left(\partial G, R^{m}\right)}+\left\|\boldsymbol{\Psi}_{0}\right\|_{H^{-1 / 2}\left(\partial G, R^{m}\right)}\right) \tag{27}
\end{equation*}
$$

If we put $\mathbf{u}=E_{G} \boldsymbol{\Psi}, p=Q_{G} \boldsymbol{\Psi}$ then $\mathbf{u}, p$ is a weak solution of the problem (1), (3).

Proof. Suppose first that there is a weak solution of the problem (1), (3). Lemma 2.1 gives that $\int \mathbf{g}=0$.

Suppose now that $\int \mathbf{g}=0$. Set $T=(1 / 2) I+\tilde{K}_{G}^{\prime}, \tilde{T}$ the restriction of $T$ onto $\left[(1 / 2) I-\tilde{K}_{G}^{\prime}\right]\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right)$. Proposition 5.1 gives that $H^{-1 / 2}\left(\partial G, R^{m}\right)=$ $\operatorname{Ker}(I-T) \bigoplus(I-T)\left(H^{-1 / 2}\left(\partial G, R^{m}\right)\right)$ and $\sigma(I-\tilde{T}) \subset(-1,1)$. Since $r(\tilde{T})<1$, [18], Chapter VIII, $\S 2$ gives (23). According to Proposition 5.2 there exists $\boldsymbol{\Psi} \in H^{-1 / 2}\left(\partial G, R^{m}\right)$ such that $\boldsymbol{\Psi}_{k} \rightarrow \boldsymbol{\Psi}$ as $k \rightarrow \infty$ in $H^{-1 / 2}\left(\partial G, R^{m}\right)$ and (27) holds with constants $0<q<1, C>0$ depending only on $G$.

Put $\mathbf{u}=E_{G} \boldsymbol{\Psi}, p=Q_{G} \boldsymbol{\Psi}$. Letting $k \rightarrow \infty$ in (26) we get $\boldsymbol{\Psi}=[(1 / 2) I+$ $\left.\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}+\mathbf{g}$. Proposition 3.2 forces that $\mathbf{u}, p$ is a weak solution of the problem (1), (3).

Proposition 5.4. Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary, $m \geq 2$. Then the operator $\frac{1}{2} I-M^{\prime}$ is continuously invertible in the space $H^{-1 / 2}\left(\partial G, R^{m}\right)$. If $\boldsymbol{\Psi} \in H^{-1 / 2}\left(\partial G, R^{m}\right), \frac{1}{2} \boldsymbol{\Psi}-M^{\prime} \boldsymbol{\Psi}=\mathbf{g}$ and $\int \mathbf{g}=0$, then $\int \boldsymbol{\Psi}=0$ and $\frac{1}{2} \boldsymbol{\Psi}-\tilde{K}_{G}^{\prime} \boldsymbol{\Psi}=\mathbf{g}$.

Proof. Suppose first that $\frac{1}{2} \boldsymbol{\Psi}-M^{\prime} \mathbf{\Psi}=\mathbf{g}$ and $\int \mathbf{g}=0$. By virtue of Proposition 5.1

$$
0=\int_{\partial G} \mathbf{g} \mathrm{~d} \mathbf{y}=\int_{\partial G}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right) \boldsymbol{\Psi} \mathrm{d} \mathbf{y}+\frac{1}{c} \int_{\partial G} \boldsymbol{\Psi} \mathrm{~d} \mathbf{y}=\frac{1}{c} \int_{\partial G} \boldsymbol{\Psi} \mathrm{~d} \mathbf{y} .
$$

Therefore $\frac{1}{2} \boldsymbol{\Psi}-K_{G}^{\prime} \boldsymbol{\Psi}=\frac{1}{2} \boldsymbol{\Psi}-M^{\prime} \boldsymbol{\Psi}=\mathbf{g}$.
Now we prove that $\frac{1}{2} I-M^{\prime}$ is one-to-one. Suppose $\left(\frac{1}{2} I-M^{\prime}\right) \Psi=0$. Then $\int \boldsymbol{\Psi}=0$ and $\frac{1}{2} \boldsymbol{\Psi}-\tilde{K}_{G}^{\prime} \boldsymbol{\Psi}=\frac{1}{2} \boldsymbol{\Psi}-M^{\prime} \boldsymbol{\Psi}=0$. Since $\frac{1}{2} I-\tilde{K}_{G}^{\prime}$ is injective on $\left\{\mathbf{f} \in H^{-1 / 2}\left(\partial G, R^{m}\right) ; \int \mathbf{f}=0\right\}$ by Proposition 5.1, we infer that $\mathbf{\Psi}=0$.

The operator $M^{\prime}-\tilde{K}_{G}^{\prime}$ is a finite rank operator and therefore compact (see [15], p. 88). Since $\frac{1}{2} I-\tilde{K}_{G}^{\prime}$ is a Fredholm operator with index 0 by Theorem 4.7, the operator $\frac{1}{2} I-M^{\prime}$ is a Fredholm operator with index 0 , too (see [13], § 16 , Theorem 16). Since $\frac{1}{2} I-M^{\prime}$ is one-to-one, it is also onto and therefore continuously invertible (see [3], Theorem 1.42).

Proposition 5.5. Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary, $m \geq 2$. Then there is an equivalent norm on $H^{-1 / 2}\left(\partial G, C^{m}\right)$ such that $\left\|\frac{1}{2} I+M^{\prime}\right\| \leq q<1$. Let now $\mathbf{g} \in H^{-1 / 2}\left(\partial G, C^{m}\right), \int \mathbf{g}=0$. Fix $\mathbf{\Psi}_{0} \in H^{-1 / 2}\left(\partial G, C^{m}\right)$. For a nonnegative integer $k$ put

$$
\boldsymbol{\Psi}_{k+1}=\left(\frac{1}{2} I+M^{\prime}\right) \boldsymbol{\Psi}_{k}+\mathbf{g} .
$$

Then $\boldsymbol{\Psi}_{k} \rightarrow \boldsymbol{\Psi}$ in $H^{-1 / 2}\left(\partial G, C^{m}\right), \frac{1}{2} \boldsymbol{\Psi}-M^{\prime} \boldsymbol{\Psi}=\mathbf{g}$ and $\left\|\boldsymbol{\Psi}-\boldsymbol{\Psi}_{j}\right\| \leq q^{j}[\|\mathbf{g}\|+$ $\left.\left\|\boldsymbol{\Psi}_{0}\right\|\right]$ for arbitrary $j$.

Proof. Let $\lambda$ be an eigenvalue of $\frac{1}{2} I-M^{\prime}$ and $\boldsymbol{\Psi}$ be a corresponding eigenvector. Then $\mathbf{\Psi}=\mathbf{f}+\mathbf{g}$, where $\mathbf{g}$ is constant and $\int \mathbf{f}=0$. We have

$$
\lambda \mathbf{f}+\lambda \mathbf{g}=\left(\frac{1}{2} I-M^{\prime}\right) \boldsymbol{\Psi}=\left(\frac{1}{2} I-K_{G}^{\prime}\right) \boldsymbol{\Psi}+\mathbf{g}
$$

By virtue of Proposition 5.1

$$
\lambda \int \mathbf{g}=\int \lambda \mathbf{f}+\int \lambda \mathbf{g}=\int\left(\frac{1}{2} I-K_{G}^{\prime}\right) \mathbf{\Psi}+\int \mathbf{g}=\int \mathbf{g} .
$$

If $\mathbf{g} \neq 0$ then $\lambda=1$. If $\mathbf{g}=0$ then $\mathbf{\Psi}=\mathbf{f} \in\left[(1 / 2) I-\tilde{K}_{G}^{\prime}\right]\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right)$ by Proposition 5.1. Since $\lambda$ is an eigenvalue of $\left[(1 / 2) I-L_{G}^{\prime}\right]$, Proposition 5.1 gives that $0<\lambda \leq 1$.

Fix $\lambda \in C \backslash(0,1\rangle$. The operator $\frac{1}{2} I-\tilde{K}_{G}^{\prime}-\lambda I$ is a Fredholm operator with index 0 by Theorem 4.7. Since $M^{\prime}-\tilde{K}_{G}^{\prime}$ is a finite rank operator and so
compact (see [15], p. 88), the operator $\frac{1}{2} I-M^{\prime}-\lambda I$ is a Fredholm operator with index 0 (see [13], $\S 16$, Theorem 16). If $\lambda \in \sigma\left(\frac{1}{2} I-M^{\prime}\right)$ then $\lambda$ is an eigenvalue of $\frac{1}{2} I-M^{\prime}$. We have proved that $\lambda$ is not an eigenvalue of $\frac{1}{2} I-M^{\prime}$. Thus $\sigma\left(\frac{1}{2} I-M^{\prime}\right) \subset(0,1\rangle$. Since $\sigma\left(\frac{1}{2} I+M^{\prime}\right) \subset\langle 0,1)$ we have $r\left(\frac{1}{2} I+M^{\prime}\right)<1$. If we fix $r\left(\frac{1}{2} I+M^{\prime}\right)<q<1$ then there exists an equivalent norm $\|\cdot\|$ on $H^{-1 / 2}\left(\partial G, C^{m}\right)$ such that $\left\|\frac{1}{2} I+M^{\prime}\right\| \leq q$ (see [6]). The rest is a consequence of Proposition 5.2.

## 6 Double layer potentials

Now we define a hydrodynamical double layer potential corresponding to the boundary condition (3). Let $\Omega \subset R^{m}$ be an open set with compact Lipschitz boundary. Fix $\mathbf{y} \in \partial \Omega$ such that there is the unit outward normal $\mathbf{n}^{\Omega}(\mathbf{y})$ of $\Omega$ at $\mathbf{y}$. For $\mathbf{x} \in R^{m} \backslash\{\mathbf{y}\}, j, k \in\{1, \ldots, m\}$ set

$$
R_{k}^{\Omega}(\mathbf{x}, \mathbf{y})=\frac{1}{\mathcal{H}_{m-1}(\partial B(0 ; 1))}\left[\frac{n_{k}^{\Omega}(\mathbf{y})}{|\mathbf{x}-\mathbf{y}|^{m}}-\frac{m\left(y_{k}-x_{k}\right)(\mathbf{y}-\mathbf{x}) \cdot \mathbf{n}^{\Omega}(\mathbf{y})}{|\mathbf{x}-\mathbf{y}|^{m+2}}\right] .
$$

Then $R_{k}^{\Omega}(\mathbf{x}, \mathbf{y})=\mathbf{n}^{\Omega}(\mathbf{y}) \cdot \nabla_{\mathbf{y}} Q_{k}(\mathbf{y}-\mathbf{x})$.
For $\boldsymbol{\Psi}=\left[\Psi_{1}, \ldots, \Psi_{m}\right] \in L^{2}\left(\partial \Omega, R^{m}\right)$ define the corresponding hydrodynamical double layer potential with density $\Psi$ by

$$
\begin{equation*}
\left(W_{\Omega} \mathbf{\Psi}\right)(\mathbf{x})=\int_{\partial \Omega} \tilde{K}^{\Omega}(\mathbf{x}, \mathbf{y}) \mathbf{\Psi}(\mathbf{y}) \mathrm{d} \mathcal{H}_{m-1}(\mathbf{y}) \tag{28}
\end{equation*}
$$

and the corresponding pressure

$$
\left(R_{\Omega} \mathbf{\Psi}\right)(\mathbf{x})=\int_{\partial \Omega} R^{\Omega}(\mathbf{x}, \mathbf{y}) \mathbf{\Psi}(\mathbf{y}) \mathrm{d} \mathcal{H}_{m-1}(\mathbf{y})
$$

in $R^{m} \backslash \partial \Omega$. Then $\left(W_{\Omega} \boldsymbol{\Psi}, R_{\Omega} \boldsymbol{\Psi}\right) \in C^{\infty}\left(R^{m} \backslash \partial \Omega, R^{m+1}\right)$ solve the Stokes system

$$
\nabla R_{\Omega} \boldsymbol{\Psi}-\Delta W_{\Omega} \boldsymbol{\Psi}=0, \quad \nabla \cdot W_{\Omega} \boldsymbol{\Psi}=0 \quad \text { in } R^{m} \backslash \partial \Omega
$$

We have the following decay behavior as $|\mathbf{x}| \rightarrow \infty$ :

$$
\left(W_{\Omega} \mathbf{\Psi}\right)(\mathbf{x})=O\left(|\mathbf{x}|^{1-m}\right)
$$

$$
\left|\left(\nabla W_{\Omega} \mathbf{\Psi}\right)(\mathbf{x})\right|, R_{\Omega} \mathbf{\Psi}(\mathbf{x})=O\left(|\mathbf{x}|^{-m}\right)
$$

Since $\tilde{K}_{j k}^{\Omega}(\mathbf{x}, \mathbf{y})=-\mathbf{n}^{\Omega}(\mathbf{y}) \cdot \nabla_{\mathbf{y}} E_{j k}(\mathbf{y}-\mathbf{x})+Q_{j}(\mathbf{y}-\mathbf{x}) n_{k}^{\Omega}(\mathbf{y})$, we have $\left(W_{\Omega} f\right)^{*} \leq$ $\left(\left|\nabla E_{\Omega} f\right|\right)^{*}+\left(Q_{\Omega} f\right)^{*} \in L^{2}(\partial \Omega)$.

If $\mathbf{x} \in \partial \Omega$ define

$$
\tilde{K}_{\Omega} \boldsymbol{\Psi}(\mathbf{x})=\lim _{\epsilon \searrow 0} \int_{\partial \Omega \backslash B(\mathbf{x} ; \epsilon)} \tilde{K}^{\Omega}(\mathbf{x}, \mathbf{y}) \boldsymbol{\Psi}(\mathbf{y}) d \mathbf{y} .
$$

whenever this limit exists. Clearly, $\tilde{K}_{\Omega}$ is the adjoint operator of $\tilde{K}_{\Omega}^{\prime}$. Thus $\tilde{K}_{\Omega}$ is a bounded linear operator on $L^{2}\left(\partial \Omega, R^{m}\right)$ and on $H^{1 / 2}\left(\partial \Omega, R^{m}\right)$. Moreover,

$$
\begin{equation*}
\left[W_{\Omega} \boldsymbol{\Psi}\right]_{+}(\mathbf{x})=\frac{1}{2} \boldsymbol{\Psi}(\mathbf{z})+\tilde{K}_{\Omega} \boldsymbol{\Psi}(\mathbf{z}), \quad\left[W_{\Omega} \boldsymbol{\Psi}\right]_{-}(\mathbf{x})=-\frac{1}{2} \mathbf{\Psi}(\mathbf{z})+\tilde{K}_{\Omega} \boldsymbol{\Psi}(\mathbf{z}) \tag{29}
\end{equation*}
$$

for almost all $\mathbf{x} \in \partial \Omega$ (see [9], Proposition 3.2). If $\boldsymbol{\Psi} \in H^{1 / 2}(\partial \Omega)$ then $W_{\Omega} \boldsymbol{\Psi} \in$ $H^{1}\left(\Omega, R^{m}\right)$ (see [9], Theorem 4.4) and $\frac{1}{2} \Psi+\tilde{K}_{\Omega} \Psi$ is the trace of $W_{\Omega} \Psi$.

Proposition 6.1. Let $G \subset R^{m}$ be a bounded open set with connected Lipschitz boundary, $m \geq 2$. Let $\mathbf{u}, p$ be a weak solution of the problem (1), (3) with $\mathbf{g} \in H^{-1 / 2}\left(\partial G, R^{m}\right)$. Then

$$
\begin{array}{r}
\mathbf{u}(\mathbf{x})=E_{G} \mathbf{g}(\mathbf{x})+W_{G} \mathbf{u}(\mathbf{x}), \quad p(\mathbf{x})=Q_{G} \mathbf{g}(\mathbf{x})+R_{G} \mathbf{u}(\mathbf{x}) \\
E_{G} \mathbf{g}(\mathbf{x})+W_{G} \mathbf{u}(\mathbf{x})=0, \quad Q_{G} \mathbf{g}(\mathbf{x})+R_{G} \mathbf{u}(\mathbf{x})=0 \quad \mathbf{x} \notin \mathrm{cl} G . \tag{31}
\end{array}
$$

Proof. If $\mathbf{u} \in \mathcal{C}^{2}\left(\bar{G}, R^{m}\right), p \in \mathcal{C}^{1}(\bar{G})$ then this result is well-known (see [14], p. 29).

Suppose now that $\mathbf{g} \in L^{2}\left(\partial G, R^{m}\right)$. Then $\mathbf{u}^{*}+p^{*} \in L^{2}(\partial G)$ and $\mathbf{g}$ is the nontangential limit $\partial \mathbf{u} / \partial \mathbf{n}-p \mathbf{n}$ at almost all points of $\partial G$ (see [4], Theorem 2.9). Let $\Omega_{j}$ be domains from Lemma 3.1. Then (30), (31) hold true for $\Omega_{n}$. Using Lebesgue lemma we obtain these equalities for $G$.

Let now $\mathbf{g}$ be general. According to Theorem 5.3 and Lemma 2.1 there exists $\boldsymbol{\Psi} \in H^{-1 / 2}\left(\partial G, R^{m}\right)$ and $\mathbf{c} \in R^{m}$ such that $\mathbf{u}=E_{G} \boldsymbol{\Psi}+\mathbf{c}, p=Q_{G} \boldsymbol{\Psi}$. Choose $\boldsymbol{\Psi}_{k} \in L^{2}\left(\partial G, R^{m}\right)$ such that $\boldsymbol{\Psi}_{k} \rightarrow \boldsymbol{\Psi}$ in $H^{-1 / 2}\left(\partial G, R^{m}\right)$. Put $\mathbf{u}_{\mathbf{k}}=E_{G} \boldsymbol{\Psi}_{k}+\mathbf{c}$, $p_{k}=Q_{G} \boldsymbol{\Psi}_{k}, \mathbf{g}_{k}=\partial \mathbf{u}_{k} / \partial \mathbf{n}-p_{k} \mathbf{n}$. Then $\mathbf{g}_{k} \in L^{2}\left(\partial G, R^{m}\right)$ by [4]. So, (30), (31) hold for $\mathbf{u}_{k}, p_{k}$ and $\mathbf{g}_{k}$. If $k \rightarrow \infty$ we get (30), (31).

Corollary 6.2. Let $G \subset R^{m}$ be a bounded open set with connected Lipschitz boundary, $m \geq 2$. Then $E_{G} \mathbf{n}^{G} \equiv 0, Q_{G} \mathbf{n}^{G}=0$ in $R^{m} \backslash \operatorname{cl} G$.

Proof. We use Proposition 6.1 for $\mathbf{u} \equiv 0, p=1$.

## 7 Direct BEM

Let now $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary, $m \geq 2, \mathbf{g} \in H^{-1 / 2}\left(\partial G, R^{m}\right)$ be such that $\int \mathbf{g}=0$. According to Theorem 5.3 there is a weak solution $\mathbf{u}, p$ of the problem (1), (3). Denote by $\tilde{\mathbf{u}}$ the trace of u. Since

$$
\begin{align*}
\mathbf{u}(\mathbf{x}) & =E_{G} \mathbf{g}(\mathbf{x})+W_{G} \tilde{\mathbf{u}}(\mathbf{x})  \tag{32}\\
p(\mathbf{x}) & =Q_{G} \mathbf{g}(\mathbf{x})+R_{G} \tilde{\mathbf{u}}(\mathbf{x}) \tag{33}
\end{align*}
$$

in $G$ it is enough to determine $\tilde{\mathbf{u}}$. Using boundary behavior of hydrodynamical potentials we get

$$
\begin{equation*}
\frac{1}{2} \tilde{\mathbf{u}}-\tilde{K}_{G} \tilde{\mathbf{u}}=E_{G} \mathbf{g} \quad \text { on } \partial G \tag{34}
\end{equation*}
$$

Proposition 7.1. Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary, $m \geq 2$. Then $\frac{1}{2} I-\tilde{K}_{G}$ is a Fredholm operator with index 0 in $H^{1 / 2}\left(\partial G, C^{m}\right), H^{1 / 2}\left(\partial G, C^{m}\right)=\operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}\right) \bigoplus\left(\frac{1}{2} I-\tilde{K}_{G}\right)\left(H^{1 / 2}\left(\partial G, C^{m}\right)\right)$ and $\operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}\right)=C^{m}$. If we denote by $L_{G}$ the restriction of $\tilde{K}_{G}$ onto $\left(\frac{1}{2} I-\tilde{K}_{G}\right)\left(H^{1 / 2}\left(\partial G, C^{m}\right)\right)$ then $\sigma\left(\frac{1}{2} I-L_{G}\right) \subset(0,1\rangle$.

Proof. Since $\frac{1}{2} I-\tilde{K}_{G}$ and $\frac{1}{2} I-\tilde{K}_{G}^{\prime}$ are adjoint operators, $\frac{1}{2} I-\tilde{K}_{G}$ is a Fredholm operator with index 0 and $\sigma\left(\frac{1}{2} I-\tilde{K}_{G}\right) \subset\langle 0,1\rangle$ by Theorem 4.7, [15], Theorem 5.15, and [15], Theorem 6.24. According to Proposition 5.1 and [15], Chapter 3 , $\S 3.3$, we have $\left(\frac{1}{2} I-\tilde{K}_{G}\right)\left(H^{1 / 2}\left(\partial G, C^{m}\right)\right)=\left\{\mathbf{w} \in H^{1 / 2}\left(\partial G, C^{m}\right) ;\langle\mathbf{\Psi}, \mathbf{w}\rangle=\right.$ $\left.0 \forall \mathbf{\Psi} \in \operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)\right\}$ and $\operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}\right)=\left\{\mathbf{w} \in H^{1 / 2}\left(\partial G, C^{m}\right) ;\langle\mathbf{\Psi}, \mathbf{w}\rangle=\right.$ $\left.0 \forall \boldsymbol{\Psi} \in\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right)\right\}=C^{m}$. Since $H^{-1 / 2}\left(\partial G, C^{m}\right)$ is the direct sum of $\operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)$ and $\left(\frac{1}{2} I-\tilde{K}_{G}^{\prime}\right)\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right)$ we deduce $H^{1 / 2}\left(\partial G, C^{m}\right)=$ $\operatorname{Ker}\left(\frac{1}{2} I-\tilde{K}_{G}\right) \bigoplus\left(\frac{1}{2} I-\tilde{K}_{G}\right)\left(H^{1 / 2}\left(\partial G, C^{m}\right)\right)$. This forces $\sigma\left(\frac{1}{2} I-L_{G}\right) \subset(0,1\rangle$.

Theorem 7.2. Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary, $m \geq 2, \mathbf{g} \in H^{-1 / 2}\left(\partial G, R^{m}\right)$, $\int \mathbf{g}=0$. Fix $\tilde{\mathbf{u}}_{0} \in H^{1 / 2}\left(\partial G, R^{m}\right)$. For a nonnegative integer $k$ put

$$
\begin{equation*}
\tilde{\mathbf{u}}_{k+1}=\left[(1 / 2) I+\tilde{K}_{G}\right] \tilde{\mathbf{u}}_{k}+E_{G} \mathbf{g} . \tag{35}
\end{equation*}
$$

Then there is $\tilde{\mathbf{u}} \in H^{1 / 2}\left(\partial G, R^{m}\right)$ such that $\tilde{\mathbf{u}}_{k} \rightarrow \tilde{\mathbf{u}}$ in $H^{1 / 2}\left(\partial G, R^{m}\right)$ as $k \rightarrow \infty$. Moreover, there are constants $0<q<1, C>0$ depending only on $G$ such that

$$
\begin{equation*}
\left\|\tilde{\mathbf{u}}_{k}-\tilde{\mathbf{u}}\right\|_{H^{1 / 2}\left(\partial G, R^{m}\right)} \leq C q^{k}\left(\|\mathbf{g}\|_{H^{-1 / 2}\left(\partial G, R^{m}\right)}+\left\|\tilde{\mathbf{u}}_{0}\right\|_{H^{1 / 2}\left(\partial G, R^{m}\right)}\right) \tag{36}
\end{equation*}
$$

The function $\tilde{\mathbf{u}}$ is a solution of the equation (34). If $\mathbf{u}, p$ are given by (32), (33) in $G$, then $\mathbf{u}, p$ is a weak solution of the problem (1), (3) and $\tilde{\mathbf{u}}$ is the trace of $\mathbf{u}$ on $\partial G$.

Proof. Put $T=(1 / 2) I+\tilde{K}_{G}$ and denote by $\tilde{T}$ the restriction of $T$ onto $\left[(1 / 2) I-\tilde{K}_{G}\right]\left(H^{1 / 2}\left(\partial G, C^{m}\right)\right)$. Proposition 7.1 gives that $H^{1 / 2}\left(\partial G, R^{m}\right)=$ $\operatorname{Ker}(I-T) \bigoplus(I-T)\left(H^{1 / 2}\left(\partial G, R^{m}\right)\right)$ and $\sigma(I-\tilde{T}) \subset(-1,1)$. Since $r(\tilde{T})<1$, [18], Chapter VIII, $\S 2$ gives (23). According to Theorem 5.3 there is a weak solution $\mathbf{v}, q$ of the problem (1), (3). By virtue of (32), (33) and (34) we receive that $E_{G} \mathbf{g} \in(I-T)\left(H^{1 / 2}\left(\partial G, R^{m}\right)\right)$. Proposition 5.2 gives that there is $\tilde{\mathbf{u}} \in H^{1 / 2}\left(\partial G, R^{m}\right)$ such that $\tilde{\mathbf{u}}_{k} \rightarrow \tilde{\mathbf{u}}$ as $k \rightarrow \infty$ in $H^{1 / 2}\left(\partial G, R^{m}\right)$ and

$$
\left\|\tilde{\mathbf{u}}_{k}-\tilde{\mathbf{u}}\right\|_{H^{1 / 2}\left(\partial G, R^{m}\right)} \leq \tilde{C} q^{k}\left(\left\|E_{G} \mathbf{g}\right\|_{H^{1 / 2}\left(\partial G, R^{m}\right)}+\left\|\tilde{\mathbf{u}}_{0}\right\|_{H^{1 / 2}\left(\partial G, R^{m}\right)}\right)
$$

holds with constants $0<q<1, \tilde{C}>0$ depending only on $G$. So, (36) holds with $C=\tilde{C}\left(1+\left\|E_{G}\right\|\right)$.

Letting $k \rightarrow \infty$ we get that $\tilde{\mathbf{u}}$ is a solution of the equation (34). Since $\mathbf{v}$ is also a solution of the equation (34), Proposition 2.1 forces that $\mathbf{w}=\tilde{\mathbf{u}}-\mathbf{v} \in R^{m}$. Since $\mathbf{v}, q$ is a solution of the problem (1), (3), we have $\mathbf{v}=E_{G} \mathbf{g}+W_{G} \mathbf{v}$, $q=Q_{G} \mathbf{g}+R_{G} \mathbf{v}$ in $G$. Since $\mathbf{v}+\mathbf{w}, q$ is a solution of the problem (1), (3), we
have also $\mathbf{v}+\mathbf{w}=E_{G} \mathbf{g}+W_{G}(\mathbf{v}+\mathbf{w})=\mathbf{u}, q=Q_{G} \mathbf{g}+R_{G}(\mathbf{v}+\mathbf{w})=p$ in $G$. Thus $\tilde{\mathbf{u}}=\mathbf{v}+\mathbf{w}$ is the trace of $\mathbf{u}=\mathbf{v}+\mathbf{w}$ on $\partial G$.

Proposition 7.3. Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary, $m \geq 2$. Put

$$
M \mathbf{\Psi}=\tilde{K}_{G} \psi-\frac{1}{c} \int_{\partial G} \mathbf{\Psi} \mathrm{~d} \mathbf{y}, \quad c=\int_{\partial G} 1 \mathrm{~d} \mathbf{y} .
$$

The operator $\frac{1}{2} I-M$ is continuously invertible in $H^{1 / 2}\left(\partial G, C^{m}\right)$. If $\mathbf{f} \in$ $H^{1 / 2}\left(\partial G, C^{m}\right), \mathbf{h} \in\left(\frac{1}{2} I-\tilde{K}_{G}\right)\left(H^{1 / 2}\left(\partial G, C^{m}\right)\right)$ and $\frac{1}{2} \mathbf{f}-M \mathbf{f}=\mathbf{h}$, then $\frac{1}{2} \mathbf{f}-$ $\tilde{K}_{G} \mathbf{f}=\mathbf{h}$.

Proof. Since $\frac{1}{2} I-M^{\prime}$ is continuously invertible by Proposition 5.4, its adjoint operator $\frac{1}{2} I-M$ is also continuously invertible (see [15], Theorem 6.24). We have $H^{1 / 2}\left(\partial G, C^{m}\right)=C^{m} \bigoplus\left(\frac{1}{2} I-\tilde{K}_{G}\right)\left(H^{1 / 2}\left(\partial G, C^{m}\right)\right)$ by Proposition 5.1. Since $\frac{1}{2} \mathbf{f}-\tilde{K}_{G} \mathbf{f} \in\left(\frac{1}{2} I-\tilde{K}_{G}\right)\left(H^{1 / 2}\left(\partial G, C^{m}\right)\right),\left(\tilde{K}_{G}-M\right) \mathbf{f} \in C^{m}$ and $\mathbf{h}=\left[\frac{1}{2} \mathbf{f}-\right.$ $\left.\tilde{K}_{G} \mathbf{f}\right]+\left(\tilde{K}_{G}-M\right) \mathbf{f} \in\left(\frac{1}{2} I-\tilde{K}_{G}\right)\left(H^{1 / 2}\left(\partial G, C^{m}\right)\right)$, we infer that $\left(\tilde{K}_{G}-M\right) \mathbf{f}=0$.

Theorem 7.4. Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary, $m \geq 2$. Then there is an equivalent norm on $H^{1 / 2}\left(\partial G, R^{m}\right)$ such that $\left\|\frac{1}{2} I+M\right\| \leq q<1$. Let now $\mathbf{h} \in H^{1 / 2}\left(\partial G, R^{m}\right)$. Fix $\mathbf{f}_{0} \in H^{1 / 2}\left(\partial G, R^{m}\right)$. For a nonnegative integer $k$ put

$$
\mathbf{f}_{k+1}=\left(\frac{1}{2} I+M\right) \mathbf{f}_{k}+\mathbf{h} .
$$

Then $\mathbf{f}_{k} \rightarrow \mathbf{f}$ in $H^{1 / 2}\left(\partial G, R^{m}\right), \frac{1}{2} \mathbf{f}-M \mathbf{f}=\mathbf{h}$ and $\left\|\mathbf{f}-\mathbf{f}_{j}\right\| \leq q^{j}\left[\|\mathbf{h}\|+\left\|\mathbf{f}_{0}\right\|\right]$ for arbitrary $j$.

Proof. Since there is an equivalent norm on $H^{-1 / 2}\left(\partial G, C^{m}\right)$ such that $\| \frac{1}{2} I+$ $M^{\prime} \| \leq q<1$ (see Proposition 5.5), we have $\left\|\frac{1}{2} I+M\right\|=\left\|\frac{1}{2} I+M^{\prime}\right\| \leq q<1$ (see [15], Theorem 3.3). The rest is a consequence of Proposition 5.2.

## 8 BEM for the Stokes problem

Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary. We would like to construct a solution of the Stokes problem, i.e. $\mathbf{u} \in H^{1}\left(G, R^{m}\right)$, $p \in L^{2}(G)$ such that (1) holds and $\mathbf{u}=\mathbf{f}$ on $\partial G$, where $\mathbf{f} \in H^{1 / 2}\left(\partial G, R^{m}\right)$ be given. It is well-known that this problem is solvable if and only if

$$
\begin{equation*}
\int_{\partial G} \mathbf{f} \cdot \mathbf{n}^{G} \mathrm{~d} \mathbf{y}=0 \tag{37}
\end{equation*}
$$

a velocity $\mathbf{u}$ is unique and a pressure $p$ is unique up to an additive constant (see [5]). Denote

$$
\begin{equation*}
\mathbf{g}=\partial \mathbf{u} / \partial \mathbf{n}^{G}-p \mathbf{n}^{G} \tag{38}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathbf{u}(\mathbf{x})=E_{G} \mathbf{g}(\mathbf{x})+W_{G} \mathbf{f}(\mathbf{x}), \quad p(\mathbf{x})=Q_{G} \mathbf{g}(\mathbf{x})+R_{G} \mathbf{f}(\mathbf{x}) \quad \mathbf{x} \in G \tag{39}
\end{equation*}
$$

by Proposition 6.1. In this section we calculate $\mathbf{g}$ by the successive approximation. Set

$$
\begin{equation*}
\mathbf{h}=\partial\left(W_{G} \mathbf{f}\right) / \partial \mathbf{n}^{G}-\left(R_{G} \mathbf{f}\right) \mathbf{n}^{G} \tag{40}
\end{equation*}
$$

(39) and Proposition 3.2 give $\mathbf{g}=\mathbf{g} / 2-\tilde{K}_{G}^{\prime} \mathbf{g}+\mathbf{h}$, i.e

$$
\begin{equation*}
\left(\frac{1}{2} I+K_{G}^{\prime}\right) \mathbf{g}=\mathbf{h} . \tag{41}
\end{equation*}
$$

Proposition 8.1. Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary. Then $\frac{1}{2} I+\tilde{K}_{G}^{\prime}$ is a Fredholm operator with index 0 in the space $H^{-1 / 2}\left(\partial G, C^{m}\right)$.

Proof. Fix $R>0$ such that $\bar{G} \subset B(0 ; R)$ and put $\Omega=B(0 ; R) \backslash \bar{G}$. According to Proposition 4.6 there exists a closed subspace $Y$ of $H^{-1 / 2}\left(\partial \Omega, C^{m}\right)$ with finite codimension such that $\frac{1}{2} I-\tilde{K}_{\Omega}^{\prime}$ is a continuously invertible operator from $Y$ onto a Banach space $\left(\frac{1}{2} I-\tilde{K}_{\Omega}^{\prime}\right)(Y)$. Thus $\frac{1}{2} I-\tilde{K}_{\Omega}^{\prime}$ is an upper semi-Fredholm operator on $H^{-1 / 2}\left(\partial \Omega, C^{m}\right)$ by [13], $\S 16$, Theorem 8 . Moreover, $\frac{1}{2} I-\tilde{K}_{\Omega}^{\prime}$ is an upper semi-Fredholm operator from $H^{-1 / 2}\left(\partial G, C^{m}\right)$ to $H^{-1 / 2}\left(\partial \Omega, C^{m}\right)$ by [13], $\S 16$, Theorem 10. If $\boldsymbol{\Psi} \in H^{-1 / 2}\left(\partial G, C^{m}\right)$, then $\left(\frac{1}{2} I-\tilde{K}_{\Omega}^{\prime}\right) \boldsymbol{\Psi}-\left(\frac{1}{2} I+\tilde{K}_{G}^{\prime}\right) \boldsymbol{\Psi}=$ $\left[\partial\left(E_{G} \boldsymbol{\Psi}\right) / \partial \mathbf{n}-\left(R_{G} \boldsymbol{\Psi}\right) \mathbf{n}\right] \mid \partial B(0 ; R)$ and thus $\left(\frac{1}{2} I-\tilde{K}_{\Omega}^{\prime}\right)-\left(\frac{1}{2} I+\tilde{K}_{G}^{\prime}\right)$ is a compact linear operator from $H^{-1 / 2}\left(\partial G, C^{m}\right)$ to $H^{-1 / 2}\left(\partial \Omega, C^{m}\right)$. So, $\frac{1}{2} I+\tilde{K}_{G}^{\prime}$ is an upper semi-Fredholm operator from $H^{-1 / 2}\left(\partial G, C^{m}\right)$ to $H^{-1 / 2}\left(\partial \Omega, C^{m}\right)$ by [13], $\S 16$, Theorem 16. Clearly, $\frac{1}{2} I+\tilde{K}_{G}^{\prime}$ is an upper semi-Fredholm operator on $H^{-1 / 2}\left(\partial G, C^{m}\right)$. If $\lambda>1 / 2$ then $\lambda I+\tilde{K}_{G}^{\prime}$ is a Fredholm operator with index 0 on $H^{-1 / 2}\left(\partial G, C^{m}\right)$ by Proposition 4.7. Since the index is constant on each component of semi-Fredholmness by [13], $\S 18$, Corollary 3, we infer that $\frac{1}{2} I+\tilde{K}_{G}^{\prime}$ is a Fredholm operator with index 0 on $H^{-1 / 2}\left(\partial G, C^{m}\right)$.

Proposition 8.2. Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary. Then $\operatorname{Ker}\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right]=\left\{\mathrm{cn}^{G} ; c \in R\right\}$ and $H^{-1 / 2}\left(\partial G, R^{m}\right)=$ $\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right]\left(H^{-1 / 2}\left(\partial G, R^{m}\right)\right) \bigoplus \operatorname{Ker}\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right]$.

Proof. $\mathbf{n}^{G} \in \operatorname{Ker}\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right]$ by Lemma 4.4..
Suppose that $\boldsymbol{\Psi} \in H^{-1 / 2}\left(\partial G, R^{m}\right),\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}=c \mathbf{n}^{G}, c \in R$. Then $\int \boldsymbol{\Psi}=\int\left\{\mathrm{c}^{G}+\left[(1 / 2) I-\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}\right\}=0$ by Proposition 5.1. Put $\Omega=R^{m} \backslash \operatorname{cl} G$. According to (37) and Proposition 4.1

$$
0=\int_{\partial G} c \mathbf{n}^{G} \cdot E_{G} \boldsymbol{\Psi} \mathrm{~d} \mathbf{y}=\int_{\partial G}\left\{\left[(1 / 2) I-\tilde{K}_{\Omega}^{\prime}\right] \boldsymbol{\Psi}\right\} \cdot E_{G} \boldsymbol{\Psi} \mathrm{~d} \mathbf{y}=\int_{\Omega}\left|\nabla E_{G} \boldsymbol{\Psi}\right|^{2} \mathrm{~d} \mathbf{y} .
$$

So, $E_{G} \boldsymbol{\Psi}$ is constant in $\Omega$. Since $E_{G} \boldsymbol{\Psi}(\mathbf{x}) \rightarrow 0$ as $|\mathbf{x}| \rightarrow \infty$, we infer that $E_{G} \boldsymbol{\Psi}=0$ in $\Omega$. Lemma 3.4 gives that there exists $\alpha \in R$ such that $\boldsymbol{\Psi}=$ $\alpha \mathbf{n}^{G}$. Thus $c=0, \operatorname{Ker}\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right]=\left\{\beta \mathbf{n}^{G} ; \beta \in R\right\}$ and $\left\{\beta \mathbf{n}^{G} ; \beta \in R\right\} \cap$ $\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right]\left(H^{-1 / 2}\left(\partial G, R^{m}\right)\right)=\{0\}$. Since $\operatorname{dim} \operatorname{Ker}\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right]=1$ and
$(1 / 2) I+\tilde{K}_{G}^{\prime}$ is a Fredholm operator with index 0 by Proposition 8.1, we deduce that $H^{-1 / 2}\left(\partial G, R^{m}\right)=\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right]\left(H^{-1 / 2}\left(\partial G, R^{m}\right)\right) \bigoplus \operatorname{Ker}\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right]$.

Proposition 8.3. Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary. Define

$$
\begin{equation*}
\hat{M} \boldsymbol{\Psi}=\frac{1}{2} \boldsymbol{\Psi}+\tilde{K}_{G}^{\prime} \boldsymbol{\Psi}+\frac{1}{c} \mathbf{n}^{G} \int_{\partial G} \mathbf{n}^{G} \cdot \boldsymbol{\Psi}, \quad c=\int_{\partial \Omega} 1 \mathrm{~d} \mathbf{y} . \tag{42}
\end{equation*}
$$

Then $\hat{M}$ is a continuously invertible operator in $H^{-1 / 2}\left(\partial G, R^{m}\right)$.
Proof. Let $\hat{M} \Psi=0$. Since $H^{-1 / 2}\left(\partial G, R^{m}\right)=\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right]\left(H^{-1 / 2}\left(\partial G, R^{m}\right)\right)$ $\bigoplus\left\{\alpha \mathbf{n}^{G} ; \alpha \in R\right\}$ by Proposition 8.2, we have $\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Psi}=0$. According Proposition 8.2 there exists $\alpha \in R$ such that $\mathbf{\Psi}=\alpha \mathbf{n}^{G}$. Thus $0=\hat{M} \boldsymbol{\Psi}=\alpha \mathbf{n}^{G}$ and $\alpha=0$. The operator $\hat{M}$ is one to one. $\hat{M}$ is a finite dimensional perturbation of the Fredholm operator with index 0 by Proposition 8.1. So, $\hat{M}$ is a Fredholm operator with index 0 (see [13], $\S 16$, Theorem 16). Since the operator $\hat{M}$ is injective, it is continuously invertible (see [3], Theorem 1.42).

Theorem 8.4. Let $G \subset R^{m}$ be a bounded domain with connected Lipschitz boundary, $m \geq 2$. Then there is an equivalent norm on $H^{-1 / 2}\left(\partial G, R^{m}\right)$ such that $\|I-\hat{M}\| \leq q<1$. Let $\mathbf{f} \in H^{1 / 2}\left(\partial G ; R^{m}\right), \int \mathbf{f} \cdot \mathbf{n}^{G} \mathrm{~d} \mathbf{y}=0$. Let $\mathbf{h}$ be given by (40). Fix $\mathbf{g}_{0} \in H^{-1 / 2}\left(\partial G, R^{m}\right)$. For a nonnegative integer $k$ put

$$
\mathbf{g}_{k+1}=(I-\hat{M}) \mathbf{g}_{k}+\mathbf{h}
$$

Then $\mathbf{g}_{k} \rightarrow \mathbf{g}$ in $H^{-1 / 2}\left(\partial G, R^{m}\right), \hat{M} \mathbf{g}=\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right] \mathbf{g}=\mathbf{h}$ and $\left\|\mathbf{g}-\mathbf{g}_{j}\right\| \leq$ $q^{j}\left[\|\mathbf{h}\|+\left\|\mathbf{g}_{0}\right\|\right]$ for arbitrary $j$. If $\mathbf{u}, p$ are given by (39) then $\mathbf{u}, p$ is a solution of the Stokes problem with the boundary condition $\mathbf{f}$ and $\mathbf{g}=\partial \mathbf{u} / \partial \mathbf{n}^{G}-p \mathbf{n}^{G}$.

Proof. First we show that $\sigma(I-\hat{M}) \subset\langle 0,1)$. Let $\lambda \in \sigma(I-\hat{M})$. If $\lambda$ is not an eigenvalue then $\lambda \in(0,1)$ by Theorem 4.7, Theorem 8.1 and [13], $\S 16$, Theorem 16. Let now $\lambda$ be an eigenvalue with an eigenfunction $\boldsymbol{\Psi}$. Since $H^{-1 / 2}\left(\partial G, C^{m}\right)=\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right]\left(H^{-1 / 2}\left(\partial G, C^{m}\right)\right) \bigoplus\left\{\alpha \mathbf{n}^{G} ; \alpha \in R\right\}$ by Proposition 8.2, there exist $\boldsymbol{\Phi} \in\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right]\left(H^{-1 / 2}\left(\partial G, C_{\tilde{K}^{m}}^{m}\right)\right)$ and $\alpha \in C$ such that $\boldsymbol{\Psi}=\boldsymbol{\Phi}+\alpha \mathbf{n}^{G}$. Proposition 8.2 gives $\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right] \mathbf{n}^{G}=0$ and thus $0=\lambda \boldsymbol{\Psi}-(I-\hat{M}) \boldsymbol{\Psi}=\left[(1 / 2) I+\tilde{K}_{G}^{\prime}\right] \boldsymbol{\Phi}+(\lambda-1) \boldsymbol{\Phi}+\beta \mathbf{n}^{G}$ with $\beta \in C$. Hence $\left[(1 / 2) I+\widetilde{K}_{G}^{\prime}\right] \boldsymbol{\Phi}=(1-\lambda) \boldsymbol{\Phi}$. If $\boldsymbol{\Phi} \neq 0$ then $0 \leq \lambda \leq 1$ by Proposition 4.5. If $\boldsymbol{\Phi}=0$ then $\alpha \neq 0$ and $0=\lambda \boldsymbol{\Psi}-(I-\hat{M}) \boldsymbol{\Psi}=\alpha \lambda \mathbf{n}^{G}$ and $\lambda=0$. This and Proposition 8.3 gives that $\sigma(I-\hat{M}) \subset\langle 0,1)$. Thus $r(I-\hat{M})<1$. If we fix $r(I-\hat{M})<q<1$ then there exists an equivalent norm $\|\cdot\|$ on $H^{-1 / 2}\left(\partial G, C^{m}\right)$ such that $\|I-\hat{M}\| \leq q$ (see [6]).

Since $\int \mathbf{f} \cdot \mathbf{n}^{G} \mathrm{~d} \mathbf{y}=0$ there exist $\mathbf{u} \in H^{1}\left(G, R^{m}\right), \tilde{p} \in L^{2}\left(G, R^{m}\right)$ solving the Stokes system in $G$ such that $\mathbf{v}=\mathbf{f}$ on $\partial G$. Fix $\alpha \in R$. Put $p=\tilde{p}+\alpha$. Then $\mathbf{u}, p$ is a solution of the Stokes problem with the boundary condition $\mathbf{f}$. Put $\mathbf{g}=\partial \mathbf{u} / \partial \mathbf{n}-p \mathbf{n}^{G}$. We can choose $\alpha$ in a such way that $\int \mathbf{g} \cdot \mathbf{n}^{G}=0$. Then $\hat{M} \mathbf{g}=\left[(1 / 2) I+K_{G}^{\prime}\right] \mathbf{g}=\mathbf{h}$. The rest is a consequence of Proposition 8.3 and Proposition 5.2.
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