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Abstract Phase coherence between geomagnetic activity and temperature vari-7

ability from stratosphere to troposphere is quantified and statistically tested in8

the oscillatory mode with the period 7–8 years using the ERA-40/ERA-Interim9

and NCEP/NCAR reanalysis monthly air temperature data. Conditional phase10

coherence is used to identify the North Atlantic Oscillation (NAO) as a mediator11

transferring the geomagnetic influence from the stratosphere to the troposphere12

and near-surface air temperature. Cross-frequency phase–amplitude causal cou-13

pling is evaluated in daily surface air temperature using the conditional mutual14

information in order to understand the role of the 7–8 year cycle in the climate15

variability. Statistically significant causal influence of the phase of the 7–8 year16

cycle on temperature variability with temporal scales shorter than 12 months is17

observed. Within a large area of Europe, yearly conditional means of surface air18

temperature change within the 7–8 year cycle in the range 1.2–1.6 K.19

Keywords Climate variability · Geomagnetic activity · Phase synchronization ·20

Conditional dependence · North Atlantic Oscillation · Cross-scale causality21

1 Introduction22

In order to understand complex processes in atmospheric dynamics and climate23

evolution, a number of methods for identification of dynamical mechanisms un-24

derlying experimental data have recently been developed. In successful attempts25

to identify trends, oscillatory processes or other deterministic signals in a noisy26

environment, singular system analysis (SSA) has been applied in analysis of noisy27

time series such as long-term records of meteorological variables (Ghil et al., 2002).28
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Allen and Smith (1996) introduced the Monte Carlo SSA (MCSSA), a statistical29

method in which eigenvalues (variance) of the SSA modes are tested using a nu-30

merical model reflecting a null hypothesis describing background noise in the ana-31

lyzed data. Paluš and Novotná (2004) proposed enhanced MCSSA (EMCSSA) as a32

method for discerning weak dynamical modes with higher regularity or dynamical33

memory from false oscillatory modes obtained from band-pass SSA-filtered noise.34

Using the EMCSSA for analysis of solar, geomagnetic and climate-related data,35

Paluš and Novotná (2007) detected and statistically confirmed existence of several36

oscillatory modes with different periods. In particular, the oscillatory modes with37

the period 7–8 years have been found in climate (NAO index, near-surface air tem-38

perature from mid-latitude European stations), as well as in solar and geomagnetic39

data.40

Statistical evidence for the presence of oscillatory modes with close periods41

in solar/geomagnetic and climate data opens a possibility to apply methods of42

phase synchronization analysis (Pikovsky et al., 2001; Paluš and Novotná, 2006)43

as a novel tool for inferring interactions from noisy and nonstationary data and44

to contribute to the renewed interest in the field of Sun–climate relations (Haigh,45

2003; De Jager, 2005; Lu et al., 2007; Rind et al., 2008; Lockwood, 2009; Gray et46

al., 2010; Lockwood et al., 2010; Lockwood, 2012). In order to detect and under-47

stand responses to solar forcing, many authors search for relationships between48

temperature data and solar activity, or quantities closely related to the solar ac-49

tivity. Besides the well-known sunspot numbers, the aa index characterizing the50

geomagnetic activity provides the longest data set of solar proxies which goes back51

to 1868 (Mayaud, 1972). Relevance of geomagnetic activity in investigation of cli-52

mate response to solar activity is noticed by several authors, e.g. Usoskin et al.53

(2005); De Jager and Usoskin (2006).54

Indeed, Paluš and Novotná (2009) observed statistically significant phase co-55

herence, beginning from the 1950’s, among oscillatory modes with the period of56

approximately 7–8 years extracted from the monthly time series of sunspot num-57

bers, geomagnetic activity aa index, North Atlantic Oscillation (NAO) index and58

near-surface air temperature from several mid-latitude European stations.59

Empirical evidence suggests that the response to solar signal is not homoge-60

nously distributed over the atmosphere, but it shows latitudinal, longitudinal and61

altitudinal dependence. While the influence of the solar signal in the stratosphere is62

documented (Labitzke, 2003; Gray et al., 2010), observations of the tropospheric63

responses to the solar variability are more ambiguous. Besides the geographical64

complexity, the dynamical coupling between the stratosphere and troposphere re-65

mains poorly understood (Rind et al., 2008; Simpson et al., 2009).66

Using the ERA-40/ERA-Interim and NCEP/NCAR reanalysis monthly tem-67

perature data, in this study we evaluate phase coherence in the oscillatory mode68

with the period 7–8 years between geomagnetic activity and temperature variabil-69

ity from the stratosphere to the troposphere. Conditional phase coherence is used70

to identify the NAO as a mediator transferring the geomagnetic influence from71

the stratosphere to the troposphere and near-surface air temperature. In order to72

understand the role of the 7–8 year cycle in the climate variability, cross-frequency73

phase–amplitude causal coupling is evaluated using the conditional mutual infor-74

mation and a statistically significant influence of the phase of the 7–8 year cycle75

on variability with temporal scales shorter than 12 months is observed in daily76

surface air temperature data. Within a large area of Europe, yearly conditional77
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means of surface air temperature change within the 7–8 year cycle in the range78

1.2–1.6 K.79

2 Methods80

2.1 Phase dynamics and phase synchronization81

Oscillatory modes extracted from climate variability and geomagnetic activity can82

be considered as recordings of evolution of dynamical systems. Suppose that evo-83

lution of a system is dominated by (quasi-)oscillatory dynamics, then its state can84

be described by its instantaneous phase ϕ (Pikovsky et al., 2001). For an experi-85

mental time series such as long-term recording of air temperature, NAO index or86

aa index, the phase ϕ can be obtained using the analytic signal concept of Ga-87

bor (1946). For an arbitrary time series s(t) the analytic signal ψ(t) is a complex88

function of time defined as89

ψ(t) = s(t) + iŝ(t) = A(t)eiϕ(t). (1)

The instantaneous phase ϕ(t) of the signal s(t) is then90

ϕ(t) = arctan
ŝ(t)

s(t)
, (2)

and its analytic amplitude is91

A(t) =
√
s(t)2 + ŝ(t)2. (3)

There are several ways how to determine the imaginary part ŝ(t) of the analytic92

signal ψ(t). In the standard approach of Gabor (1946), ŝ(t) is given by (discrete)93

Hilbert transform of s(t) (Rosenblum et al., 1996; Paluš, 1997; Pikovsky et al.,94

2001). Since the Hilbert transform is a unit gain filter at each frequency, broad-95

band signals should be pre-filtered to the frequency band of interest. The approach96

used in this study is based on wavelet transform (Torrence and Compo, 1998).97

Applying a continuous complex wavelet transform (CCWT thereafter) directly98

to time series s(t), the complex coefficients related to the scale (frequency) of the99

studied oscillatory process can directly be used in Eq. (2) and (3) for the estimation100

of the phase ϕ(t) and the amplitude A(t), respectively. The CCWT provides both101

the band-pass filtering of the signal and the estimation of the instantaneous phase102

and amplitude.103

Since the instantaneous phase ϕ of an oscillatory system describes its states,104

phases ϕ1 and ϕ2 of two systems can be used to infer their interactions. The105

form of interaction of two systems depends on the strength of coupling between106

the two systems. From some coupling strength two dynamical systems become107

synchronized, i.e., their states are equivalent (Pikovsky et al., 2001).108

The simplest case of oscillatory processes are periodic self-sustained oscillators.109

In such a case synchronization appears as phase locking, i.e., the phase difference110

∆ϕ(t) = ϕ1(t) − ϕ2(t) is constant. Real-world phenomena are more complex and111

their observation is corrupted by noise. In the case of complex and noisy oscil-112

latory processes fluctuations of the phase difference typically occur even in their113
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synchronized state. Therefore, the phenomenon of phase synchronization is de-114

fined by the criterion that the absolute values of ∆ϕ are bounded (Rosenblum et115

al., 1996). If the instantaneous phases are not represented as cyclic functions in116

the interval [0, 2π) or [−π, π), but as monotonously increasing functions on the117

whole real line, then also the instantaneous phase difference ∆ϕ(t) is defined on118

the real line and is an unbounded (increasing or decreasing) function of time for119

asynchronous (independent) systems. In this representation epochs of phase syn-120

chronization (or coherence) appear as plateaus in ∆ϕ(t) vs. time plots. In order121

to obtain statistical evidence that such a plateau did not occur by chance, but122

due to phase synchronized dynamics of the observed systems, we need a quanti-123

tative characterization of dependence of the phases. In this study we follow Paluš124

(1997) and use a dependence measure defined in information theory: The mutual125

information I(X;Y ) of two random variables X and Y is given by126

I(X;Y ) = H(X) +H(Y )−H(X,Y ), (4)

where the entropies H(X), H(Y ), H(X,Y ) are defined in the standard way ac-
cording to Shannon (Cover and Thomas, 1991). The involved variables are the
instantaneous phases ϕ1 and ϕ2, now considered as the cyclic functions on the
interval [0, 2π). Their mutual information is defined as

I(ϕ1, ϕ2) =
127 ∫ 2π

0

∫ 2π

0

p1,2(ϕ1, ϕ2) log
p1,2(ϕ1, ϕ2)

p1(ϕ1)p2(ϕ2)
dϕ1dϕ2, (5)

where p1(ϕ1) and p2(ϕ2) are probability distributions of the phases ϕ1 and ϕ2,128

respectively, and p1,2(ϕ1, ϕ2) is their joint distribution.129

Mutual information I(ϕ1, ϕ2) is equal to zero if and only if the variables ϕ1130

and ϕ2 are statistically independent, i.e., p1,2(ϕ1, ϕ2) = p1(ϕ1)p2(ϕ2). If there is no131

interaction between the two oscillatory systems, the independent phases generate a132

homogeneous distribution of the points (ϕ1, ϕ2) in the phase plane (0, 2π)× (0, 2π)133

and I(ϕ1, ϕ2) = 0; while for the phase synchronization, i.e., a mutual dependence134

of the phases, I(ϕ1, ϕ2) > 0 holds. Estimates of information-theoretic functionals135

from empirical distributions always give non-zero values. Therefore for reliable136

detection of phase synchronization in experimental data it is necessary to establish137

that I(ϕ1, ϕ2) > 0 with a statistical significance.138

2.2 Statistical testing139

We follow Paluš and Novotná (2006) and apply a statistical testing approach using140

numerically generated surrogate data that have the same frequency spectra (am-141

plitudes of Fourier coefficients) as the original data, but their Fourier phases are142

randomized independently for each time series. Thus any dependence between the143

series, present in the original tested data, is removed in the surrogate data. How-144

ever, the autocorrelations (serial correlations) of individual series are preserved.145

Ebisuzaki (1997) advocates an equivalent approach to test crosscorrelations in se-146

rially correlated data. Paluš (2007) presents a more general discussion regarding147

the hypothesis testing procedures using the surrogate data techniques and demon-148

strates that the famous correlation between the sunspot numbers and the number149
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of the Republican members of the US senate is not statistically significant, just a150

correct testing approach should be applied.151

In this testing approach a pair of time series underwent the CCWT yielding152

the instantaneous phases ϕ1 and ϕ2 and their mutual information I(ϕ1, ϕ2), re-153

ferred to in the following as I0, is computed. The original time series are used as154

the input into the surrogate data randomization procedure and a number of inde-155

pendent realizations of the surrogate time series is produced. Each surrogate pair156

undergoes the CCWT yielding the instantaneous phases ϕ1 and ϕ2 and the mutual157

information I(ϕ1, ϕ2). The latter are summarized as the mean surrogate mutual158

information Īs and the standard deviation σs. The statistical significance of the159

original value I0 can be inferred using the z-score z = (Io − Īs)/σs. If we are able160

to generate a large number of surrogate replications (e.g. 1000), we can estimate161

empirical distribution of the surrogate I(ϕ1, ϕ2) values, compute the cumulative162

histogram and the distribution percentiles. Then, if we find, e.g., that the I0 value163

is greater than the value for the 95th percentile, we directly have the statistical164

significance p < 0.05 for the tested I0 value.165

2.3 Conditional dependence166

Considering three random variables X, Y and Z we can extend the definition (4)167

and define the conditional mutual information168

I(X;Y |Z) = H(X|Z) +H(Y |Z)−H(X,Y |Z), (6)

where H(X|Z) = H(X,Z) −H(Z) is the conditional entropy of X given Z; other169

two terms are analogously defined. For Z independent of X and Y the equality170

I(X;Y |Z) = I(X;Y ) (7)

holds. By a simple manipulation we obtain171

I(X;Y |Z) = I(X;Y ;Z)− I(X;Z)− I(Y ;Z). (8)

The conditional mutual information I(X;Y |Z) characterizes the “net” dependence172

between X and Y without a possible influence of another variable, Z. In full173

analogy we can extend the definition (5) using the phases ϕi, i = 1, 2, 3 and use174

the conditional mutual information in order to discern phase coherence due to a175

direct interactions of two systems from a phase coherence mediated by another176

dynamical phenomenon.177

2.4 Cross-frequency phase–amplitude causality178

Let {x(t)} and {y(t)} be time series considered as realizations of stationary, ergodic179

stochastic processes {X(t)} and {Y (t)}, respectively, t = 1, 2, 3, . . .. The mutual in-180

formation I(y(t);x(t+τ)) measures the average amount of information contained in181

the process {Y } about the process {X} in its future τ time units ahead (τ -future182

thereafter). It is possible, however, that this measure also contains information183

about the τ -future of the process {X} contained in this process itself. This is184

the case if the processes {X} and {Y } are not independent, i.e., if I(X;Y ) > 0.185
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The conditional mutual information I(Y ;Xτ |X), where Xτ refers to process {X}186

shifted τ time units ahead, estimates the “net” information about the τ -future of187

the process {X} contained in the process {Y }. Paluš (2007) discusses the prob-188

lem of causality detection in detail, and show that in time series representation189

the functional I(y(t);x(t+ τ)|x(t), x(t− η), . . . x(t−mη)) can be used for inference190

of causal influence of {Y } on {X}. The conditioning variables depend on mem-191

ory/dimensionality of the process {X}. Hlaváčková-Schindler et al. (2007) discuss192

the causality detection problem in detail, and describe a number of methods for193

estimation of related information-theoretic functionals. Molini et al. (2010) use the194

equivalent information-theoretic approach in order to infer causality across rainfall195

time scales.196

Here we study possible influence of the phase ϕ1 of slow oscillations on am-197

plitude A2 of higher-frequency variability of the same process/time series, using198

the functional I(ϕ1(t);A2(t + τ)|A2(t), A2(t − η), . . . , A2(t − mη)). For statistical199

evaluation the surrogate data strategy (Sec. 2.2) is used.200

3 Data201

As an example of station data we use daily and monthly mean values of surface202

air temperature (SAT) from Prague–Klementinum (longitude 14◦ 25’E, latitude203

50◦ 05’N), from the period 1900–2007. The main focus of the analyses is on the204

gridded monthly air temperature from the reanalysis sets; we use the term “ERA”205

for the concatenation of the period 1958–1988 from the ERA-40 data (Uppala et206

al., 2005), and the period 1989–2008 from the ERA-Interim set (Dee et al., 2011).207

The monthly air temperature data from the NCEP/NCAR (Kalnay et al., 1996)208

reanalysis are also used from the period 1958–2008, for comparability of the two209

data sets. For both the sets the grid of 2.5◦ x 2.5◦ is used.210

The monthly NAO index was obtained from http://www.cru.uea.ac.uk/cru/data/.211

The geomagnetic aa-index was obtained fromWorld Data Centre for Solar-Terrestrial212

Physics, Chilton, http://www.ukssdc.ac.uk/data/wdcc1/wdc menu.html.213

4 Results214

4.1 Phase difference plateaus from 1950’s to 1990’s215

Exploring the instantaneous phases of the oscillatory mode obtained using the216

CCWT with the central wavelet frequency, related to the period of 96 months,217

Paluš and Novotná (2009) demonstrated that the instantaneous phase difference218

∆ϕ(t) between the geomagnetic aa index and SAT from several European stations219

forms a plateau starting in the 1950’s. The filtered sunspot numbers brought the220

same result. Here we focus on the aa index and present ∆ϕ(t) between the aa221

index and the SAT from the Prague-Klementinum station (Fig. 1, the longest,222

black curve) together with the SAT from the closest reanalysis grid point (15◦223

00’E, 50◦ 00’N) from the NCEP/NCAR (Fig. 1, the red curve) and ERA (Fig. 1,224

the shortest, blue curve) data. The presentation of Fig. 1 is not only a remainder225

of the previous results, but, with the help of the recent data extension, it gives226

us the possibility to discern the end of the phase-coherence epoch from possible227



Coherent climate variability and geomagnetic activity 7

1900 1920 1940 1960 1980 2000
-5

0

5

10

1900 1920 1940 1960 1980 2000
-5

0

5

10

1900 1920 1940 1960 1980 2000
-5

0

5

10

P
H

A
S

E
 D

IF
FE

R
E

N
C

E
 [R

A
D

]

TIME [YEAR]

Fig. 1 The instantaneous phase differences between the aa index and SAT from the Prague-
Klementinum station (14◦ 25’E, 50◦ 05’N) (the longest, black curve), NCEP/NCAR (the red
curve) and ERA (the shortest, blue curve) grid point (15◦ 00’E, 50◦ 00’N). The oscillatory
modes and their phases were obtained using CCWT with the central wavelet period 96 months.

edge effect of the CCWT. Unlike Paluš and Novotná (2009), due to the extended228

data, we can clearly see that the phase coherence between the climate variability229

and the geomagnetic activity ends around 1995. Therefore, in all the subsequent230

analyses, the phase coherence is evaluated in the period 1958–1994.231

4.2 Northern Hemisphere SAT phase coherence patterns232

Using the Northern Hemisphere near-surface air temperature data from NCEP/NCAR233

and ERA reanalyses, Paluš and Novotná (2011) observed consistent patterns of234

areas with marked phase coupling between solar/geomagnetic activity and cli-235

mate variability in continuous monthly data, independent of the season, however,236

confined to the temporal scale related to the oscillatory periods about 7–8 years.237

In this study we quantify the phase coherence using the mutual information (5)238

in the period 1958–1994, while Paluš and Novotná (2011) used a different measure239

and a slightly longer period. Comparable examples of the phase coherence patterns240

are presented in Fig. 2. Significance levels, based on 1000 realizations of surrogate241

data, for I(ϕ1, ϕ2) reflecting the phase coherence of the geomagnetic aa index and242

NCEP/NCAR SAT are illustrated in Fig. 2a. The corresponding significance levels243

for phase coherence between the NAO index and NCEP/NCAR SAT are mapped244

in Fig. 2b, for the NAO index and ERA SAT in Fig. 2c.245

The areas with the significant phase coherence between SAT and the aa index,246

in particular, the European areas north of 44◦ N (Fig. 2a) are confined within247

the area of the significant phase coherence between SAT and the NAO index248

(see Fig. 2b for NCEP/NCAR SAT; and Fig. 2c for ERA SAT). This coincidence249

opens a question about a possible role of the NAO phenomenon in transferring250

the geomagnetic (and possibly solar) influence to the troposphere close to the251

Earth surface. We can test such a hypothesis by evaluating the conditional mutual252

information (8). Note that we always consider the part of climate/geomagnetic253
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Fig. 2 The significance levels for phase coherence between (a) the geomagnetic aa index and
NCEP/NCAR SAT; (b) the NAO index and NCEP/NCAR SAT; and (c) the NAO index and
ERA SAT, for the oscillatory modes obtained using CCWT with the central wavelet period
96 months. The color code illustrates the surrogate distribution percentile crossed by the I0
values, e.g. for 0.96–0.98 (orange) the phase coherence is significant with p < 0.04; for 0.98–1.00
(red) with p < 0.02.

variability related to the oscillatory modes with the period about 7–8 years, there-254

fore we compute the conditional mutual information I(ϕ1, ϕ2|ϕ3) using the phases255

of the three variables: the aa index, the NAO index and SAT in each reanalysis256

gridpoint.257

The significance levels for the conditional phase coherence between the geo-258

magnetic aa index and ERA SAT, conditioned on the NAO index are illustrated259

in Fig. 3a. The phase coherence in the formerly significant European areas al-260

most disappeared due to conditioning on the NAO index. This is a quantitative261

evidence that the interactions between (a part of) the SAT variability and the262

geomagnetic activity, extended over Europe, is mediated by the NAO variability.263

The SAT variability in an area in the Atlantic Ocean and in Northern Asia and264

Arctic areas either directly interacts with the geomagnetic activity, or a different265

mediator exists.266

In order to check whether the effect of conditioning is not symmetric, in Fig. 3b267

the significance levels are plotted for the conditional phase coherence between the268

NAO index and ERA SAT, conditioned on the geomagnetic aa index. The condi-269

tioning on the aa index apparently does not change the SAT–NAO coherence, thus270

the primary character of the interactions between the SAT and NAO variability271

in the European areas is confirmed.272
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Fig. 3 The significance levels for conditional phase coherence (a) between the geomagnetic
aa index and ERA SAT, conditioned on the NAO index; and (b) between the NAO index and
ERA SAT, conditioned on the aa index, for the oscillatory modes obtained using CCWT with
the central wavelet period 96 months.

4.3 Phase coherence between climate variability and geomagnetic activity from273

stratosphere to troposphere274

In the following we study altitudinal dependence of the patterns of the phase coher-275

ence between the air temperature and the geomagnetic activity. Figure 4a presents276

the significance levels for the phase coherence between the geomagnetic aa index277

and the air temperature T30 on the isobaric level 30 hPa. In the stratosphere the278

areas of interactions of the temperature variability and the geomagnetic activity279

are quite more extended then near the Earth surface.280

The significance levels for conditional phase coherence between the geomag-281

netic aa index and temperature T30, conditioned on the NAO index, are mapped282

in Fig. 4b. The decrease, comparing to Fig. 4a, is practically negligible. These283

results support the possibility of direct interactions between temperature/climate284

variability and the geomagnetic activity in the stratosphere.285

The same experiment as in Fig. 4, but for interactions between the stratospheric286

temperature T30 and the NAO index, with the aa index as the conditioning vari-287

able, is presented in Fig. 5. Unlike in the near-surface air temperature, the areas of288

the significant coherence between the stratospheric air temperature T30 and the289

NAO index are less extended than the areas of the significant coherence between290

the aa index and T30. Conditioning on the aa index decreases the NAO–T30 co-291

herence only in some areas. Considering these results we can conclude that in the292
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Fig. 4 The significance levels for (a) phase coherence between the geomagnetic aa index and
ERA temperature T30 on the isobaric level 30 hPa; (b) conditional phase coherence between
the geomagnetic aa index and ERA temperature T30 on the isobaric level 30 hPa, conditioned
on the NAO index, for the oscillatory modes obtained using CCWT with the central wavelet
period 96 months.

stratosphere there are globally extended areas where the geomagnetic activity and293

NAO interact with the air temperature independently of each other.294

Examples of the patterns of altitudinal dependence of the phase coherence and295

the conditional phase coherence are illustrated in Figs. 6 and 7 where the slices for296

the latitude 52.5◦N and the longitude 75◦E, respectively, are presented. While the297

most significant areas of the temperature–NAO coherence are almost unaffected298

by the conditioning on the aa index, the areas of the significant coherence between299

temperature and the aa index are considerably reduced by conditioning on the300

NAO index in the tropospheric and near-surface areas. Thus the NAO variability301

is probably not the sole, but the most important mediator of the geomagnetic302

and possibly solar influence on the tropospheric and near-surface air temperature303

variability in the areas under the NAO influence.304

4.4 Cross-frequency phase–amplitude coupling in air temperature305

All the results presented in the previous sections were obtained for the part of306

the geomagnetic activity, NAO and air temperature variability related to the os-307

cillatory mode with the period about 7–8 years. This oscillatory phenomenon has308

been detected by many authors in various climate-related records (see the refer-309

ences in Sec. 5), yet its importance in climate variability is not understood. The310

simplest, “linear” approach would be to estimate amplitude of this cycle, say, in311
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Fig. 5 The significance levels for (a) phase coherence between the NAO index and ERA
temperature T30 on the isobaric level 30 hPa; (b) conditional phase coherence between the
NAO index and ERA temperature T30 on the isobaric level 30 hPa, conditioned on geomagnetic
aa index, for the oscillatory modes obtained using CCWT with the central wavelet period 96
months.

air temperature variability. Technically, however, this is a complicated problem,312

since the amplitude of cycles extracted by methods such as SSA or wavelet trans-313

form depends on particular parameters of the used extraction method. Moreover,314

Paluš and Novotná (2004) stress that the enhanced MCSSA, used to detect this315

oscillatory mode, is able to discern from a colored noise background an oscillatory316

mode which is weak in its variance, but its dynamical regularity and predictabil-317

ity is significantly greater than these properties obtained from band-pass filtered318

colored noise. Although the broad-band dependence structures in temporal evo-319

lution of long-term near-surface air temperature records are well-explained by a320

linear stochastic model (Paluš and Novotná, 1994), the increased regularity of321

the dynamics of the 7–8 year mode suggests its nonlinear deterministic origin,322

stemming probably from nonlinear ocean-atmosphere interactions. These consid-323

erations, however, are beyond the scope of this article. For better understanding324

of the role that the 7–8 year mode may play in the climate variability, we will325

study possible cross-frequency interactions in the daily near-surface air tempera-326

ture record from the Prague-Klementinum station.327

The cross-frequency coupling, in particular, the cross-frequency phase–amplitude328

interaction is a phenomenon occurring in complex, multiscale oscillatory processes329

such as the brain electrical activity (Canolty and Knight, 2010). Typically, the330

phase of slower oscillations can influence the amplitude and variance of faster os-331

cillations. In order to infer possible causal cross-frequency phase–amplitude influ-332
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Fig. 6 The significance levels for (a, c) phase coherence and (b,d) for conditional phase co-
herence between (a) the geomagnetic aa index and temperature; (b) the geomagnetic aa index
and temperature conditioned on the aa index; (c) the NAO index and temperature; and (d)
the NAO index and temperature conditioned on the aa index, for the oscillatory modes ob-
tained using CCWT with the central wavelet period 96 months, for the latitude 52.5◦N, ERA
temperature data.

ence, we apply the conditional mutual information I(ϕ1(t);A2(t+ τ)|A2(t), A2(t−333

η), . . . , A2(t − mη)), introduced in Sec. 2.4. This functional is averaged for for-334

ward lags τ from 1 to 750 days, while the three-dimensional conditioning variable335

A2(t), A2(t − η), A2(t − 2η)) is used, where the backward lag η is always equal to336

1/4 of the period of the slower oscillations characterized by the phase ϕ1. The337

results, in the form of z-scores (Sec. 2.2) obtained using 100 surrogate data real-338

izations, are presented in Fig. 8. Considering a normal distribution for conditional339

mutual information of the surrogate data, we color-code the z-scores for the val-340

ues greater than two standard deviations (SD) of the surrogate distribution. We341

can see that phases of oscillatory modes with periods from 6 to 11 years influ-342

ence variability characterized by the periods around 1 year. There is also some343

influence of the periods 6–7 years on variability with the periods under 6 months,344

and of the periods 8–10 years on variability with the periods slightly under 2.5345

years. However, the most significant influence (z-scores over 7–9 SD’s, colored in346

orange and red in Fig. 8) is exerted by the cycles with the periods about 7–8 years347

on the variability characterized by the oscillatory periods under one year (about348

0.8 – 0.9 year). This result is a strong quantitative evidence for cross-frequency349

coupling in temperature records from central Europe in which a particular role is350

played by the cycle with the period about 7–8 years, influencing the variability on351

the temporal scales under 12 months. Yet this result does not give us the size of352
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Fig. 7 The significance levels for (a, c) phase coherence and (b,d) for conditional phase co-
herence between (a) the geomagnetic aa index and temperature; (b) the geomagnetic aa index
and temperature conditioned on the aa index; (c) the NAO index and temperature; and (d)
the NAO index and temperature conditioned on the aa index, for the oscillatory modes ob-
tained using CCWT with the central wavelet period 96 months, for the longitude 75◦E, ERA
temperature data.
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Fig. 9 Conditional means for the Prague-Klementinum (a) daily SAT, (b) daily SAT anoma-
lies, and (c) monthly SAT anomalies, conditioned on the phase of the 7–8 year cycle, obtained
for 8 bins equidistantly dividing the interval [−π, π) of the cyclic phase.

the effect. In order to estimate the latter, we compute conditional means of the353

daily SAT, conditioned on the phase of the oscillatory mode obtained from the354

SAT data by using CCWT with the central frequency 8 years. Each SAT sample355

has assigned a value of the cyclic phase ϕ1(t) ∈ [−π, π) of the 7–8 year oscillatory356

mode. The interval [−π, π) of the cyclic phase is divided into eight equidistant bins357

and the conditional SAT means are obtained by averaging the raw SAT values in358

each of the phase bins. Note that due to the 8 bins for the phase of the 7–8 year359

cycle, each phase-bin-conditioned mean is also approximately a yearly mean, for360

each of the 8 different parts of the cycle. In this way we estimate the influence361

of the 7–8 year cycle on the overall SAT variability. In Fig. 9a we can see that362

the conditional SAT means range from 9.48 to 11.05◦C, i.e. the difference of the363

conditional SAT means within the 7–8 year cycle is 1.57 K (Prague-Klementinum364

station). The result in Fig. 9a is obtained from the raw SAT data, including the365

annual cycle. Since the strongest influence of the 7–8 year cycle is not directly on366

the annual cycle, but on periods slightly below, let us repeat the computation for367

the daily SAT anomalies. Now the values in the extremum phase bins are -0.35368

and 1.29◦C (Fig. 9b). The conditional mean temperature difference within the 7–8369

year cycle, without the influence of the annual temperature cycle, is 1.62 K. Using370

the Prague-Klementinum monthly SAT anomalies (Fig. 9c), the difference is 1.36371

K, i.e., the monthly averaging partially attenuates the effect.372

Computing in the same way the SAT conditional means and their differ-373

ence between the bins starting at −π and 0 radians (Fig. 9c), now using the374

monthly reanalysis data we map the SAT conditional mean differences within the375

7–8 year cycle for the extratropical Northern Hemisphere (ERA in Fig. 10a, and376

NCEP/NCAR in Fig. 10b). In agreement with the above station data, these differ-377

ences are within the 1.2–1.6 K range within a large area of Europe, with a smaller378

subset with the differences up to 2 K. The effect is apparent also in other areas of379

the Northern Hemisphere, with a few extrema around 3K.380
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Fig. 10 The maximum conditional mean temperature difference (color-coded in degrees K)
within the 7–8 year cycle obtained from monthly (a) ERA, and (b) NCEP/NCAR SAT anoma-
lies in the extratropical Northern Hemisphere.

5 Discussion and conclusion381

The pattern of the statistically significant phase coherence between the geomag-382

netic activity and climate variability in the stratosphere (30 hPa) spans a large383

area between 30◦S and 30◦N, in some areas of the Northern Hemisphere expanding384

over 50◦N, or even over 60◦N (Fig. 4a). This area is comparable with the pattern385

of correlation between T30 and the solar activity presented by Gray et al. (2010)386

and Labitzke (2003). Labitzke (2003) observed a similar extent of areas where387

the stratospheric temperature and the solar activity interact after restriction to a388

particular month and a particular phase of the quasibiennial oscillations (QBO),389

while our results in Fig. 4a have been obtained from continuous monthly data,390

independently of the season or the QBO phase, however, confined to the temporal391

scale related to the oscillatory periods about 7–8 years.392

In the troposphere and near the surface the geomagnetic influence on the air393

temperature is apparently weaker. Moreover, the areas with the significant phase394

coherence between SAT and the aa index, in particular, the European areas north395

of 44◦ N (Fig. 2a) are confined within the area of the significant phase coherence396

between SAT and the NAO index (see Fig. 2b for NCEP/NCAR SAT; and Fig. 2c397

for ERA SAT). The fact that the response to external (solar, geomagnetic) forcing398

often has the same spatial structure as, and involves similar eddy mean flow feed-399

backs to, the dominant pattern of variability, e.g., the annular mode (NAO/AO)400

signal at middle to high latitudes and the El Niño Southern Oscillation (ENSO)401

signal at tropical latitudes, is stated by Gray et al. (2010) in their review pa-402
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per where also references to observations and modeling of the phenomenon are403

provided. Also, Ruzmaikin and Feynman (2002) suggest that a mechanism of so-404

lar influence on climate operates through the excitation of the North Annular405

Mode. Using the concept of conditional phase coherence, in this study we pro-406

vide a quantitative evidence that the geomagnetic, and possibly, solar influence407

on tropospheric and near-surface climate variability is mediated by the dominant408

pattern of atmospheric variability in the affected areas - the North Atlantic Os-409

cillation. Note that we study the variability in the temporal scales related to the410

oscillatory periods 7–8 years. According to Feliks et al. (2010) the 7–8 year cycle411

might be induced by an oscillation of similar period in the position and strength412

of the Gulf Stream’s sea surface temperature front in the North Atlantic. The 7–8413

year variability in the Gulf Stream, in turn, has been attributed to an oscillatory414

gyre mode of the North Atlantics wind-driven circulation. Thus the 7–8 year cycle415

influences climate variability in areas influenced by, or teleconnected to NAO. In416

these areas, NAO is also the mediator transferring the solar/geomagnetic influ-417

ence from the stratosphere to the troposphere and the surface air temperature. It418

is possible that studying variability in temporal scales typical for a different dom-419

inant mode of atmospheric variability, say ENSO (periods 4–6 years), equivalent420

results for ENSO and the areas affected by ENSO could be found.421

The temporal scale related to the oscillatory periods 7–8 years, used in the422

analyses of this study, was not chosen arbitrarily but resulted from the long-term423

study of Paluš and Novotná (2004, 2006, 2009, 2011) who detected the 7–8 year424

oscillatory cycle in solar and geomagnetic activity and climate variability. The425

observations of Paluš and Novotná (2004, 2006, 2009, 2011) are not isolated in the426

scientific literature. Gámiz-Fortis and Sutton (2007) obtained a quasi-periodic,427

similar to 7-year signal in sea surface temperature and sea surface salinity using428

a control integration of the HadCM3 coupled climate model. Plaut et al. (1995)429

detected an oscillatory component with the period 7.7 years in 335 years long430

central England temperature record. Using global sea-surface temperature fields,431

Moron et al. (1998) observed 7–8 year oscillations involving the entire double-gyre432

circulation of the North Atlantic. Gámiz-Fortis et al. (2002) detected oscillations433

with the period 7.7 years in the winter NAO index. Jevrejeva and Moore (2001)434

report the oscillatory mode with the period of 7.8 years in the NAO, in the Arctic435

Oscillation, in the Uppsala winter near-surface air temperature, as well as in the436

Baltic Sea ice annual maximum extent. Unal and Ghil (1995) and Jevrejeva et437

al. (2006) observed oscillations with periods of 7 – 8.5 years in a number of sea438

level records. Da Costa and Colin de Verdiere (2002) detected oscillations with the439

period 7.7 years in interactions of the sea surface temperature and the sea level440

pressure. Feliks et al. (2010) report the significant oscillatory mode with the 7.8441

year period in the Nile River record, the Jerusalem precipitation, tree rings and442

in the NAO index.443

In spite of all these results the actual role of the 7–8 year mode in climate444

variability was not adequately quantified yet. Using the information-theoretic ap-445

proach to cross-frequency causality we demonstrated that the phase of the 7–8446

year cycle influences variability on temporal scales shorter than 12 months. The447

influence of the 7–8 year cycle on the overall SAT variability is quantified by448

changes in the conditional yearly means within the range 1.2–1.6K in large areas449

of Europe and the Northern Hemisphere. There are also smaller areas where this450

difference reaches over 3K, however these extremum values should be taken with451
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cautions and a possible influence of data errors and instrumental nonstationari-452

ties should be assessed. In any case the oscillatory phenomena with the period453

7–8 years represent an important part of climate variability and should be taken454

into account in understanding and modeling climate change in large areas of the455

Northern Hemisphere.456
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