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ABSTRACT. This paper is concerned with an optimal control problem for a sys-
tem of ordinary differential equations with rate independent hysteresis mod-
elled as a rate independent evolution variational inequality with a closed convex
constraint Z C R™. We prove existence of optimal solutions as well as neces-
sary optimality conditions of first order. In particular, under certain regularity
assumptions we completely characterize the jump behaviour of the adjoint.

1. Introduction. A main ingredient of the control problem to be considered is the
evolution variational inequality (EVI)
(2—0,2—() <0 forall (e Z, ae. in[0,T], .
z2(t)ye Z forallte[0,T], 2(0)=z20€Z, L
on a fixed time interval [0,7]. It involves an input function v : [0,7] — R™,
an output function z : [0,7] — R™ and a closed convex constraint Z C R™.
It was introduced, in an equivalent formulation as a differential inclusion termed
sweeping process (processus du rafle), by Moreau in [1, 2]. Its solution operator
z = W]v; z0] is rate independent and has the Volterra property; such operators are
called hysteresis operators. The properties of 1 have been studied to a large extent,
see e.g. [3, 4] and, for the rather general class of regulated input functions, [5, 6].
We consider the following control problem (P).

T
1
Minimize  J(y, 2, u) = / (L), 20) + Ju@TBu)) dr ()
0
subject to the dynamics defined by 1 coupled to
y:f(t7y72’)+BU7 y(O)zyo,
v=79 3)
- y 9
and subject to the control constraint
u(t) € Q, (4)
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where Q C R? is a given set. The state functions y and v,z take values in R"
and R™ | respectively. The matrices B, F and S are constant and of appropriate
dimension, f and L are given functions. Throughout the text, we work with
functions of time ¢ € [0, 7] with values in vector spaces of different dimensions. For
simplicity, we denote the Lebesgue and Sobolev spaces of such functions LP(0,T)
and W*P(0,T) without specifying the dimension, or, if no confusion can occur,
simply LP and WkP.

For the vectorial case m > 1 of the EVI, we are not aware of any publication
where necessary optimality conditions are derived for the control problem above.
For the scalar case m = 1, necessary optimality conditions have been obtained in [7,
8, 9] for hysteresis operators more general than the one represented by 1, including
the Preisach operator. Those proofs used time discretization and smoothing of the
hysteresis within the general setting presented in the monograph [10, 11] of Mark
Krasnosel’skii and Alexei Pokrovskii, they were not based on variational inequalities.
Reference [7] has been translated in [12, 13]. Recently, the case m =1 of the EVI
coupled to the harmonic oscillator was treated in [14] with variational techniques.

The main difficulty in the derivation of optimality conditions for such problems
stems from the apparent lack of differentiability of the solution operator (v, zg) — z
of the EVI. One way to overcome this, and this is what we do here, is to regularize
the variational inequality by replacing it with an equation which includes an addi-
tional term in order to drive the state towards the constraint Z if it is outside of
Z . In contrast to [14] where a non-smooth penalization has been used, we use a
more standard smooth penalization in order to avoid complications which otherwise
appear when trying to linearize the regularized problem. The optimality conditions
for the original problem are then obtained by a limit process from those of the reg-
ularized problem. This is the difficult part, because a priori estimates are required
which reflect the loss of regularity of the adjoint (as compared to the unconstrained
case) and which are not an immediate consequence of the underlying monotonicity
properties of the EVI.

In the present paper, we deal with the case of a smooth strictly convex constraint
Z . The polyhedral case appears to require a different proof. But this phenomenon
again and again occurs in the analysis of rate-independent situations, compare [3].

Let us also mention the recent paper [15], where the optimal control of the
EVI itself (not coupled to another evolution) is treated. Optimality conditions are
obtained for the case of a half-space Z, the control being position and direction
of the hyperplane 0Z. There, a time discretization is employed, on the other
hand techniques of variational analysis and generalized derivatives are used on the
inequality directly, without regularization.

Instead of characterizing optimal controls and states explicitly, one might also
use the dynamic programming approach in order to derive an HJB equation resp.
inequality for the optimal value function V(yo,20) = inf, J(y(u), z(w),u) of prob-
lem (P) parametrized by the initial conditions (yo,z0), and prove that V is its
unique viscosity solution; properties of the optimal control and state should follow
from this. This line of research started with [16], where a problem with a rate inde-
pendent delayed relay was treated, and so far seems to be concerned with infinite
horizon problems (T = +00) for various types of rate independent nonlinearities,
see [17],[18] and the references therein.

Finally, let us remark that we concentrate on the interaction of the EVI and the
ODE system and restrict ourselves to the specific form of the control problem given
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above. Standard techniques from optimal control in order to treat different cost
functionals or more general right hand sides, or to obtain the “maximum” form of
the optimality condition could be used as well. Additional terminal constraints or
pointwise state constraints would raise the issue of controllability and of regularity
of the corresponding multipliers which we do not discuss here.

2. Existence of solutions of (P).

2.1. Wellposedness of the dynamics. It is well known that the EVI 1 has a
unique solution z € W11(0,T) for any given v € WH(0,T) and zy € Z. A proof
can be found in [3]. Nevertheless let us recall the basic stability estimate; it shows in
a nutshell the relevance of the total variation and of the maximum norm (both are
“rate independent” in the sense that they are invariant under time transformation).

Lemma 2.1. Let z1 = Wvi;20,1], 22 = Wva;20,2]. Then

21(8) — 22(8)] < |20 — 202 +/O li1(s) — oo(s)|ds,  for all t€[0,T].  (5)

Proof. Testing the variational inequality for z; with 2o and vice versa, we obtain
pointwise a.e. in ¢

o1 = 2l = 22l = oLy — f? = (3 — ) < (i — i )

21— 20| =21 — 2| = =z — 2| = (31— 22,21 — 2 V] — Vg, 21 — 2

1 - 2alglf — 2l = ols — 2 1= 22,21 —22) S (U1 — U2, 21— 22 (6)
< o — D| |21 — 22|

Dividing by |21 — 22| where nonzero and integrating yields the assertion. O

Thus, W/, 20] viewed as an operator from WH(0,T) to C[0,T] is Lipschitz
continuous with Lipschitz constant 1.
Hypothesis 2.2. The right-hand side f in 3 has the following properties:

(i) f is measurable with respect to t and locally Lipschitz with respect to (y, z)
in the sense that there exist A € L'(0,T) and G : (0,00) — (0,00) such that
for all |y;| < R,|zil <R, i=1,2, and a.e. t € (0,T) we have

|f(t7y17zl) - f(t7y27 22)| < )\(t)G(R)(|y1 - y2‘ + |Zl - 22|)7 (7)
(ii) f satisfies a linear growth condition
[f(t,y, 2)| < ao(t) + aa(lyl +[2]) (8)

for some ag € L*(0,T) and some oy > 0.

Under Hypothesis 2.2, the standard contraction argument applied to

y) =+ [ (Flsa(s) OVISID() + Buls)) ds

in the space W11(0, ) for small enough § > 0 shows that the coupled dynamics has
a unique local solution for any given control u € L'. Since |Z| < |0] holds pointwise
a.e. for the EVI z = W]u; 29, any solution (y, z) of the coupled dynamics satisfies,
for any ¢ within its interval of existence,

[+ 12()] < elao(®) + [y(@)] + [2(E)] + |u(?)]),  for some ¢>0.  (9)
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From Gronwall’s lemma we now conclude that 1, 3 has a unique global solution
(y,2) € WhP(0,T) if ap,u € LP(0,T) and p € [l,00], which we denote as
(y(u), z(u)). Moreover,

ly(u)lloo + 12(w)loo < C(1+ Jlull1), (10)

where C' does not depend on w. In addition, if ag,u € LP(0,T), we get by virtue
of 9 and 10 that

[9()llp + [12(w)llp < c(lleolly + ly(wllp +[l2()llp + llullp)

< O+ [lull). (1D

where again C' does not depend on wu.

Lemma 2.3. If ux — u weakly in L?> and oo € L?, then y(ux) — y(u) and
z(uk) = z(u) uniformly.

Proof. Let yi, = y(ur), 2z = z(ug). By 11, (&, 2x) — (p,q) weakly in L? for some
subsequence. Since the embedding H'(0,T) — C[0, T is compact, (yk, zx) — (7, 2)
uniformly with (9, 2) = (p, q). We therefore may pass to the limit in 3 as well as in
the integral form

T
/0 (Ga(s) — 0k(s) 2k(s) — () ds <0, (€ L*(0,T),

of the EVI, and thus also in its pointwise form. Since moreover Z(t) € Z for all ¢,
because Z is closed, we conclude that § = y(u) and Z = z(u) and that the whole
sequence converges. O

2.2. Existence of an optimal control. Let the integrand L in the cost functional
2 satisfy a Carathéodory condition as well as the growth condition

|L(t>yaz)| < ﬂO(t) : 61(%2) (12)

for some By € L' and some continuous function S3;, let E be symmetric and
positive semidefinite, let Q C R? be closed and convex. Assume further that L, F
and € are such that that

every minimizing sequence of controls uy, € L> (0,T) satisfies (13)
lugll2 < C for some constant C' not depending on k.
This is true if e.g.  is bounded, or if L is bounded from below by some constant
and E is positive definite, that is, u” Eu > Ba|u|? for some By > 0.

Theorem 2.4. Let 8 and 15 hold, let L*(0,T) be the admissible set of controls.
Then there exists an optimal control u, € L*(0,T) for problem (P).

Proof. Under the assumptions stated above, any weak limit w, in L? of a subse-
quence of any minimizing sequence {uy} provides an optimal control for (P), due
to Lemma 2.3. O

When u, € L?, the corresponding state y. = y(u.) satisfies y. € H', moreover
vy = Sy, € H'. The function £ = v, — z, is called the play of v,. We have (see
3, Proposition 4.1]) |2, < |0.| and |¢] < |0.| pointwise a.e., thus z, € H' and
¢ € H'. The optimal trajectory in general will consist of pieces on int(Z) and on
0Z . Accordingly, we introduce the decomposition [0, 7] = Iy U Iy into the disjoint
sets

Ip={t:z.(t) eint(2)}, Io={t:z(t)€0Z}. (14)
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Note that I is open and Iy is closed in [0,7]. We have £€=0 ae. on Iy and

(t) = [€@)In(t),  ae. on Iy, (15)
where n(t) denotes the outer unit normal to 07 in z.(t).

3. The regularized problem.

3.1. Regularized dynamics. We approximate the variational inequality 1 by the
differential equation, for any € > 0,

. 1
Z—0= —EV\IJ(Z), (16)

where ¥ : R™ — R is convex and twice continuously differentiable, ¥ =0 on Z
and ¥ > 0 outside of Z. In Subsection 3.4 below, ¥ will be constructed explicitly.
Together with 3 this gives the initial value problem

y:f(t,y,z)+Bu, y(O):y07 (17)
2=5(f(t,y,z) + Bu) — %V\I/(z) , 2(0)=z. (18)

Let u € L'(0,T) be given, let (y,2) € Wl be the corresponding solution with
maximal existence interval I C [0,7]. We have

=01~ laol = [ ablelas= [ (E20) .

note that the first integrand as well as Z are zero a.e. on {z = 0} because z is
absolutely continuous. We insert Z from 18, use 8 as well as the monotonicity of
V¥ (note that V¥(0) = 0 since 0 € Z, and therefore (V¥(()),¢) > 0 for all
¢ € R™) and obtain

|2(8)] < co + 61/0 ly(s) + [2()] + [u(s)[ ds, (19)

where the constants ¢y and ¢; do not depend upon ¢ and u. A corresponding
estimate, with |y(¢)| instead of |z(¢)| in 19, follows from 17 and 8. Therefore, using
Gronwall’s lemma we conclude as above that I = [0,7] and (y°(u), 2¢(u)) := (y, 2)
satisfies

197 (Wlleo < O+ Jlull) s [[25(u)lloo < O+ luflr), (20)

with a constant C' independent from ¢ and u.

Lemma 3.1. If up — u weakly in L? and ag € L?, then y*(ux) — v°(u) and
2% (ug) — 2°(u) uniformly, for any given £ > 0.

Proof. Using 20 instead of 10, an estimate analogous to 11 is obtained for p = 2, and
the proof proceeds along the same lines as that of Lemma 2.3. The z-component
of the system is treated in the same manner as the y-component. O

Let ag € LP. From 17 we get as above in 11, due to 8 and 20, that
197 (w)llp < CQ+ lullp) (21)
where C' is independent from ¢ and u.
In the following we consider the case p = 2 and assume g € L?. Testing 18
with z we get, for any ¢t € [0, 7]

%|z(t)|2—%|z0|2=/0 (3, 2) ds=/0 (53, 2) ds—é/o (VU(2), 2) ds.
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Using 20, 21 and the monotonicity of VU yields
1 t
0< sup 7/ (VU(2),2) ds < C(1+ ||lu]l2), (22)
te[0,7] € Jo

where C' is independent from ¢ and u. Testing 18 with Z gives, for any t € [0,T7],

/Ot (2,2) ds=/0t (S5, ) ds—i/ot (V(2), 2) ds,

[l as <5 [P s+ 00+ fulla)? - Z¥G0) - 9.

and therefore, since ¥(zy) =0,

T
/ 2°(u)|* ds + sup 1‘If(zg(u)(t))SC(lJrIIqu)Q» (23)
0 tel0,T) €

where C' is independent from ¢ and u.

Lemma 3.2. For any sequence u. € L*(0,T) with u. — u weakly in L*(0,T), we
have y&(u.) — y(u) and 2% (ue) — z(u) weakly in H*(0,T) as well as uniformly in
Clo,T].

Proof. Let y. = y°(u.) and z. = 2°(u.). Since . and 2. are bounded in L? by
21 and 23, for some (§,Z) we have (y.,z:) — (y,2) weakly in H'(0,7) and thus
uniformly in C[0,T], for some subsequence. By 23, U(z.(t)) — 0 pointwise in ¢,
thus ¥(2(t)) =0 and Z(t) € Z for all t. Moreover, for any ¢ € Z we have

(22(0) = 83e(0) %:(0) = ) = =2 (VU (0),2:() — ) <0

due to the monotonicity of VU, since V¥ (¢) = 0. Letting € — 0 we see that (7, 2)
solves 1 and 3. Therefore § = y(u), Z = z(u) and the whole sequence converges. [

3.2. The regularized control problem. The regularized control problem (P.)
is defined by equations 16 — 17, with the cost functional

T
T (Y, zyu5us) = J(y, z,u) + %/0 lu(t) — ua(t)]*dt . (24)

Here, u, is an optimal control for problem (P) with corresponding state (y.,zx)
and admissible control space L?, according to Theorem 2.4. In this manner, we
will enforce convergence of the optimal controls for the regularized problem towards
any specifically chosen optimal control for (P); note that the solution of (P) might
be nonunique.

Theorem 3.3. For any € > 0, there exists a solution u. of problem (P.) with
corresponding states y. = y=(u.), z. = 25(uc). Moreover, u. — u, strongly in L>
and (Ye, ze) = (Ys, 2«) uniformly for e — 0.

Proof. Due to Lemma 3.1 and because F is positive semidefinite and and 2 is
convex, any weak limit u. of a subsequence of a minimizing sequence of controls
furnishes a solution of (P.). We have

Ty (ua); 27 () ua) = Ty (us), 2° (), 1 1)

1
> J*(yaaZ€7ue;U*) = J(yazaaus) + 5””5 - U*”% > J(y*yz*au*) .
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Since y®(ux) — y« and z°(us) — 2. by Lemma 3.2 when ¢ — 0, the assertions
follow, once more applying Lemma 3.2. O

Problem (P.) is a standard optimal control problem for an ODE system.

3.3. Necessary optimality conditions for the regularized problem. Let
(Ye, 2e, ue) be a solution of (P.). For any admissible control @, that is @ € L?(0,T)
with @(t) € Q a.e. in (0,7, the derivative of J, in the direction w = @& — u. must
be nonnegative,

1
l}gr(} E(J*(y(ug + hw), z(ue + hw), ue + hw; uy) — Ju(Ye, 2e, s ux)) > 0. (25)

The standard way to evaluate 25 involves the linearization of 17, 18 — which we do
not write down since we will not need it later — and its adjoint system given by

p=—A(t)"p— A (t)"STq—t¥(t), p(T)=0,  (26)
i=~D(0)"p~ Do) STq + DM ()~ L), o(T)=0,  (20)
where

Ae(t) = aijf(tvya(t)v Zs(t)) , Da(t) = azf(t’ya(t)7ze(t)) s
CL(t) = OyL(t,ye(t), 2e(t)) ,  L2(t) = O-L(t,ye(t), z(t)) -

Hypothesis 3.4. In addition to Hypothesis 2.2 and 12, we assume that the partial
derivatives of f and L satisfy a Carathéodory condition and

[0yt y, )| + 0= (2, y, 2) | < az(t) - as(lyl, [2]) (28)
for some as € L™ and some continuous function ag, and
|0y L(t,y, 2)| + |0:L(t, y, 2)| < B3(t) - Ballyl, [2]) (29)

for some B3 € L? and some continuous function Bs. Note that 28 and 29 are
satisfied if f and L are C' with respect to all arguments.

Under Hypothesis 3.4, A., D, are bounded in L* and ¢¥, ¢Z are bounded in
L? independently of . Moreover, the operator defined by u + (y°(u), 2°(u)) is
Fréchet-differentiable from L' to C x C, and the functional defined by (y, z) +
fOT L(t,y(t), z(t)) dt is Fréchet-differentiable from C' x C' to R. (Here, “C” stands
for the space of continuous functions on [0,7] with range R™ resp. R™.) As
a consequence, the usual computations from optimal control theory are formally
justified and yield the necessary optimality conditions for the regularized problem.

Theorem 3.5. Let (p.,q.) solve the adjoint system 26, 27. Then a.e. in t we
have

(BTp(t) + BTSTq.(t) + Buc(t) + (uc(t) — ua(t)), w —uc(t)) >0, Ywe gz )
30

3.4. The penalty function. Let P : R™ — Z denote the projection onto the
closed convex set Z, let d(z) = |x — Px| denote the distance from z to Z. It is
well known that P
x— Px
Vd(z) = ————, Z. 31
@)= ¥ (31)
Lemma 3.6. Assume that the boundary 0Z is a manifold of dimension m—1 and
reqularity C%. Then P is C! in R™\ Z, and consequently d is C? in R™\ Z.
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Proof. See [19], Theorem 2, and [20], Theorem 3.9. O

Let dg(x) denote the signed distance (or oriented distance) which is defined
as the negative distance from z to the complement of Z if z € Z, and as d(x)
otherwise.

Lemma 3.7. Assume that the boundary 0Z is a manifold of dimension m—1 and
reqularity C%. Then dg is C? in some neighbourhood of 0Z .

Proof. See [21], Theorem V.4.3 (ii). O

In the situation of Lemmas 3.6 and 3.7, Vd and D?d can be extended continu-
ously from the complement of Z to 0Z, setting Vd(z) = Vdg(x) and D?*d(x) =
D?dg(z) for x € 0Z, and Vd(z) gives the unit outer normal for z € 8Z. We now
define

P(z) = %(d(x) +1)% + % , x ¢int(2), (32)

and extend 1 to int(Z) such that 1 is C? in some neighbourhood V of Z and
1 <1 on int(Z). (This is possible due to Lemma 3.7.) Furthermore, we define
U(z) = p(¢(2)), (33)
where p € C*°(R) is a function which vanishes on (—o0,1] such that p” is nonde-
creasing and satisfies p” > 0 on (1,00). Note that this implies p'(1) =0 = p"(1)
as well as p’ > 0 and p > 0 on (1,00). As a consequence of these definitions and
of Lemma 3.7, ¥ =0 on Z, ¥ >0 outside Z, ¥ is C? in R™, and v as well as
U are convex on R™ since d is convex on R™.
Below we will need more information about the derivatives of ¢ and V.

Lemma 3.8. We have D*d(x)Vd(xz) = 0 for all z € R™\ Z, and thus also for
x€0Z.

Proof. One easily checks that d grows linearly in the normal direction, that is,
d(z +tVd(z)) =d(x) +t (34)
holds for any « € R™ \ Z. Differentiating 34 twice with respect to ¢ and setting
t = 0 gives Vd(z)TD?d(z)Vd(z) = 0. Since D?d(z) is symmetric and positive
semidefinite, the assertion follows. O

For z ¢ int(Z), the first two derivatives of v are given by

Vi (z) = (d(z) + 1)Vd(z) (35)
Dy (x)h = (Vd(z), h) Vd(z) + (d(z) + 1) D?d(z)h . (36)

Note that 35 implies that |Vi(x)| > 1 for x ¢ Z and that Vi(z) = Vd(z) is the
unit outer normal for x € 0Z. Moreover, for x € 9Z let us denote by

T(z) = {h:(Vd(z),h) =0}
the space tangent to Z at x. Note that by virtue of 36
D*y(z)h = D*d(x)h, VY€ dZ heT(x). (37)
We will assume that Z is uniformly convex in the sense that
370 > 0 such that (D?d(z)h,h) > ylh|*, Va€0Z, heT(z). (38)
Lemma 3.9. Condition 38 is equivalent to
35 > 0 such that (D*y(z)h,h) >~|h|*, Yz €0Z heR™. (39)
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Making the constants smaller if necessary we see that by continuity, 38 (resp.
39) remain true in a small outer neighbourhood of 0Z.

Proof. Due to 37, 39 implies 38. For the converse, let € 07, let h = hyVd(z)+hr
be the orthogonal decomposition of h € R™. Since |Vd(x)| = 1 and D?d(z)Vd(z) =
0 by virtue of Lemma 3.8, we get from 36 that

(D*¢(x)h, h) = h3 + (d(z) + 1) (D*d(z)hy, hr) > h3 + Yolhr|* > min{1,vo}|A[*.
The assertion now follows from the continuity of D?1. O

Note that, for example, D?i(x) = I for x € Z if Z is the unit ball.
The derivatives of ¥(xz) = p(¢(z)) are given by

V() = p'(1h(x)) Vi) (x) (40)
D*W(x)h = p" ((x)) (Vi (@), h) V(@) + o ($(2)) D*(a)h. (41)

3.5. Estimates for the adjoints in the regularized problem. Testing 26 with
p/|p| and 27 with q/|q|, respectively, we get, writing D?W(t) instead of D2V (z.(t)),

T
] < (14 [ o) + la(o)]ds) (42)
t
1 (T (D*U(s)q(s), q(s)) T
o)+ 2 [ ds<e(te [ s+ la(o)lds), (43)
e Ji la(s)] ( ¢ )
and thus, since D2V is positive semidefinite, the solutions p., ¢. of 26, 27 satisfy
[Pelloc <€ lgelloe < C. (44)

This implies, using the equation 27 for p,.,
[Pellr < CA+ (1), 1<r<o0. (45)

The estimate for ¢. is more involved. Let us abbreviate the values of p, ¢, ¥ and
their derivatives along the e-trajectory as p(t) = p(¢(2:(t))), Vi (t) = Vp(z:(t))
and so on. We rewrite 27 as

— = =2 DU +rl0) (16)

where
re(t) = De(t)"p(t) + De(t)" S q(t) + ¢2(1) . (47)
From 41 we get

0 () (VI (0),0) V() + 0 (D0 = re(6). (18)

Note that the terms involving 1/ can be nonzero only where z.(t) ¢ Z. Multipli-
cation with ¢/|q| yields

d Loy 1, <D21/’(t)q,(J> _(re(t),q)
—gilal+ 2P O V0,0 + A (O =

The second term on the left is nonnegative, and <D21/)(t)q, q> > 7]q|?> by Lemma
3.9. Integration over any interval [s,t] C [0,7] yields

@ =lawl+1 [ Folerlar< [n@ar<e, @)



340 MARTIN BROKATE AND PAVEL KREJCI

and thus we obtain the first a priori estimate
1T,
— [ P(Dlge(r)]dr < C. (50)
0

3

We now introduce the projection of g. onto the “approximate” normal direction,
Qév(t) = (q=(t), Vi(2c(1))) -
Its derivative becomes (again, we abbreviate)
62" = (4, VO (1)) + (e, D*0(1) ) -

We insert ¢. from 48 and 2. from 18 and obtain, after some computation

— Y + 2O VOO = 7.(0), QY

where

7e(t) = = (ge(t), D*¥()S(f(t) + Bus(1))) + (r=(t), V(1)) -
From the previous estimates we know that ||7.||; < C uniformly in e. We test 51
over any interval [s,t] C [0, 7] with the sign of ¢¥ and obtain

@@=+ 2 [ PO OIVemPdr [rmldar<o. 62

Since ¢N¥(T) =0 and |Vi(r)| > 1 whenever p”(7) # 0, we get the second a priori
estimate

£

! / O IV < O (53)
0

Because of 50 and 53, all terms in 48 are bounded in L' uniformly in . Therefore

T
| wia<c (54)
0
uniformly in €.

4. Passage to the limit. From Theorem 3.3 we know already that u. — wu.
strongly in L? and (e, ze) — (Y«, 2+) uniformly, where u, is a given optimal control
and (yx, z«) is the corresponding solution of the dynamics 1 and 3 of problem (P).
Moreover, the a priori bounds 21 and 23 imply that for some subsequence

Ue = Us, Fe — 2y, weakly in L. (55)
Due to the a priori bound 44 and 45, for some subsequence and some p € H*(0,7),
p. — p weakly in L?, p. — p uniformly. (56)

Due to the a priori bound 54, for some subsequence and some ¢ € BV[0,T7],
¢: — q pointwise, Var(q) < ligélf Var(q.) . (57)
Alternatively we may interpret ¢. € L' as an element of the dual of C[0,7T]. The

a priori bound 54 implies by Alaoglu’s compactness theorem that

g. — dg weak star (58)

for some subsequence and some dq € C[0,T]* which we interpret as a signed regular
Borel measure. It is an exercise in real analysis to show that the function ¢ is related
to the measure dg by the formulas

q(t=) —q(s+) = dg((s, 1)), q(t+) — q(s—) = dg([s t]), (59)
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valid for [s,t] C [0,1]. Here, by ¢q(t+) and g(t—) we denote the right and left hand
limits of ¢ at ¢, respectively, with the convention ¢(T+) = ¢(T) and ¢(0—) = ¢(0).

Due to the convergence properties above, we may pass to the limit in the maxi-
mum condition 30 to obtain a.e. in ¢t

(BTp(t) + BTSTq(t) + OuL(t, (1), 2. (1)), w — u,(1)) =0, VweQ,  (60)
and in the adjoint equation for p., so p solves
—p=A)"p+ AW STq+¥(t), p(T)=0, (61)

where A(t) = 9, f(t,y.(t), 2.(8)) and 9(8) = 9, L(t, y. (£), 2 (£), u, (1))
We now discuss the properties of the limit ¢ of ¢.. For convenience, let us repeat
the equation for q.,

— e+ 20 (VU0 ) V) + 2 OD O = (0. (62)

First, we consider the part Iy of [0,7] where z, lies in the interior of Z. As z, is
continuous, Iy is open and thus can be represented as a disjoint union of at most
countably many open intervals. Let (a,b) be such an interval. On any compact
subinterval [s,t] of (a,b) the functions p/'(¢(z:(:))) and p”(¢(z:(-))) vanish for
small e, due to the uniform convergence of z. to z.. Therefore,

o)~ 1e0)= [ rer)ar = [ D)) + D) k) + ) 0
whenever ¢ is small enough. Letting € — 0, the following lemma is proved.
Lemma 4.1. We have q € H'(a,b) for any open subinterval (a,b) of Iy, and

—4¢=D#)"'p+D)TSTq+(*(¢), (63)

where D(t) = 0, f(t, y«(t), z«(t)) and £%(t) = O, L(t,yx(t), 2. (t), ux(t)). In particu-
lar, q is absolutely continuous on I .

Next, we analyze the behaviour of the penalty terms on Iy. Since

. . 1 1
0c(t) = Z(t) = VU (z(t) = o' (¥(z(8)) Vi(z(1))
and since |V (z)| > 1 whenever p/(z) # 0, we obtain from 15 the following result.

Lemma 4.2. For ¢ — 0, we have that
tor S () (elt)  converges to b, — 2= € = [éln,
b LA WOV )P converges to (€n) = I,
tor 2l (e (1) converges to  [€]

weakly in L2(0,T). Moreover, for any interval [s,t] C [0,T],

! / P (W2 (7)) D2 (2 (7)) g () dr = / €MD (e (r)a(r)dr.  (64)

3

Recall that § =0 on I.
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Let us define
gV (t) = (q(t), Ve (z.(t))) , te0,T]. (65)
gV

On boundary parts of the optimal trajectory, is just the projection of ¢ onto

the normal direction
gV (t) = (q(t),n(t)), tely. (66)

For the approximate normal projection ¢ (t) = (g.(t), Vi(2-(t))) considered above
we have

¥ — ¢~ pointwise on [0,7T7]. (67)

From the a priori estimate for ¢V, we obtain a complementarity condition.

Lemma 4.3. We have
<q,é>:qN|f|:0 a.e. on Iy. (68)

Proof. Since p” is nondecreasing and p'(1) = 0, we have p/'(z) < (z — 1)p"(z) for
all x € R. We get

0< 2 / P (W2 () |V (2 (1) Pla (1) dt

3 I
= %/ (Y(2: (1)) — 1)p" (P (2 (1)) | Vb (2 ()] g ()] dt
I
< Csup |9 (2(t)) — 1],

where the latter inequality follows from the a priori estimate 53. Since (z.(t)) =1
on Iy, the integrals converge to zero as € — 0. As ¢ — ¢V pointwise and the ¢¥
are uniformly bounded, we conclude from Lemma 4.2 that

| e ora—o
Ip
which proves the assertion. O

We now investigate the jumps of the adjoint. While the component p € H! does
not jump, the component g does in general. It turns out that the absolute values
lg| and |¢"V| can only jump downward, in reverse time.

Lemma 4.4. For any t € [0,7] we have |q(t—)| < |q(t+)| and |¢V(t—)| <
lgN (t+)|. In particular, ¢(T—) =0 and ¢"(T—) =0.

Proof. From 49 and 52 we see that, for any s <t < o,
1g:()] — |ge(o)] < / re()ldr, 16 ()] - g (0)] < / (7.(7) dr

As |lre]l2 < C and ||7e|l2 < C uniformly in e, letting e — 0 gives

@)~ la@) < [ m)ar. 6] =¥ @)l < [ ar

for some functions m,m € L?. Letting s Tt and o | ¢t we obtain the assertion,
with the corresponding modifications for the case ¢ = 0 and ¢t = T, noting that
q(T) =0. O
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‘We now turn to the limit behaviour of the term
1
pe(t) = gp"(zb(zs(t)))Q§V(t)V1/)(Zs(t)) (69)
in 62. Since ||pe|l1 < C by virtue of 53,

T T
| e ats [ o) forat e clom, (70)
0 0

holds for some measure du, a weak star limit point of {u.} in the dual of C[0,T].
Since for all ¢ with compact support in Iy the integral on the left vanishes for
small €,

supp(dp) C I . (71)

In addition, the form of p. suggests that du is concentrated on the normal direction.

Lemma 4.5. Let ¢ be continuous on [0,T] such that (p(t),n(t)) = 0 for all
tely. Then

0= T<<p,du>= (p,du) . (72)
e =f,

Consequently,
dp = (n,dp) n. (73)

Proof. We have, due to the a priori estimate 53,

|<<P»Hs>|dt:/ ép”(t)\qg(t)ll<Vw(ze(t))*Viﬁ(z*(t)),w(t))\df

Ip Iy
< Cllglloollze = 2ulloo -

Set Iy = {t : t € Iy,dist(t,Ip) < n}. Then, for any n > 0, I\ I, is a compact
subset of Iy, and therefore p. =0 on Iy \ I,, whenever ¢ is small enough. Finally,
for I,, we observe that, for any fixed ¢,

sup | (V35 (22 (1), (8} | < aln) + Clfec — 2
n
for some function «(n) which tends to 0 as n — 0. Thus,

[ 1euned 1t < Clatn) + Jz = 1)

I,
Therefore
T
timsup [ | (pupc) |t < Calr).
e—0 0
Letting n — 0 we obtain 72. Applying 72 to ¢ — (¢, n) n we obtain 73. O

In the equation for ¢. we may pass to the limit in the dual space of C[0,T] as
follows.

Lemma 4.6. For any ¢ € C[0,T] we have

T T
/0 v da) + / ) o) = / (o(), () dt (74)
where

9(t) = =€) D* (= (1)a(t) + D) p(t) + D) STq(t) + £2(t) . (75)
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Moreover, for any ¢ € C(ly), we have

/I ~lpda)+ / ) () = / (o (), g () dt (76)

Is

Note that since ¢ = 0 on Iy, Lemma 4.1 is recovered if in 74 we choose test
functions with compact support in Ij.

Proof. Testing 62, the equation for ¢., with ¢ € C[0,T] we get

T . T T 1, )
| =ty ats [ o) [ (o0 20000000 )

T
- / ((t), re(t)) dt.

We pass to the limit ¢ — 0, taking into account 64, 47, 63 and Lemma 4.5. Thus
74 is proved. To prove 76 for a given ¢ € C(Iy), let ¢ € C[0,T] be an extension
of ¢ and set yi(x) = max{0,1 — kd(z,Iy)}@(z). Inserting ¢y, into 74 and letting
k — oo we obtain 76, since ¢i(x) — 0 for all € Iy and ||prllee < C, so the
integrals over Iy vanish in the limit k£ — co. O

Lemma 4.7. For any ¢ € C[0,T] we have
—/I <<p—<<ﬂ,n>n,dq>:/l (¢ = (p,n)n, g)dt, (77)
] a

where g is given in 75.

Proof. Setting ¢ = xn in 76 with scalar-valued x € C(Iy), we obtain

—/ x<n7dQ>+/ x<n7du>=/ x (n,g) dt,

Is Is Is
so we have (n,du) = (n,dq) + (n,g) dt for the measures on Iy. Replacing (n,du)
in 76 accordingly yields the assertion. O

A nonzero jump ¢(t+) — g(t—) of the adjoint at some point ¢ € Iy corresponds
to a Dirac contribution (g(t+) — ¢(t—))d; in the measure dg. As an immediate
consequence of the previous lemma, we see that such jumps can occur only in the
normal direction.

Lemma 4.8. For all t € Iy we have
q(t=) = q(t+) = (¢" (t=) = ¢ (tH)n(t) - (78)
Proof. Let t € Iy be given. By 77 we have, for any test function ¢,

(p(t) = (p(t),n(t)) n(t),q(t=) — q(t+)) = 0.
Choosing ¢(t) = ¢ with arbitrary cLln(t) we see that ¢(t—) — q(t+) = an(t) for
some scalar a, therefore ¢V (t—) — ¢ (t4) = o and 78 follows. O

Up to now, we have not made any structural assumption concerning the optimal
trajectory. To proceed further, we assume the regularity condition

E(t)#0 ae. in Iy. (79)
Since 0, (t) = 2.(t) + £(t) represents the unique decomposition of o, (t) w.r.t the
tangent cone (here a half-space) and the normal cone (here the outer normal half-
line) to Z at z.(t), 79 is equivalent to saying that the optimal input v.(¢) points
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into the open outer half-space (the set-theoretic complement of the tangent cone)
at z.(t), so the set Z actually restricts the movement at almost all times ¢ € Iy.
In this case, the complementarity condition of Lemma 4.3 can be sharpened.

Lemma 4.9. Let the regularity condition 79 hold. Then we have
V() = (q(t),n(t)) =0, forae tely. (80)

In particular, ¢™(t+) = 0 if (t,t +1) C Iy for some n > 0, and ¢~ (t—) = 0 if
(t —mn,t) C Iy for some n>0.

Lemma 4.10. Let the regularity condition 79 hold. Then q € H'(a,b) for any
open subinterval (a,b) of Iy, and solves, a.e. in (a,b),

— 4= {(g,n(t)) n(t) + g(t) — (g(t),n(t)) n(t), (81)
where
g(t) = =€) | D?d(z.(t))q(t) + D) p(t) + D(t)"STq(t) + (). (82)

Proof. Note first that, due to 80 and 37, |£()|D?d(z.(t))q(t) = [£(t)| D% (2. (t))q(t)
a.e. in (0,7), so 82 and 75 coincide if 79 holds. Due to Lemma 4.9, partial

integration yields
t t
[ g+ [ (aiy ar=o

for all [s,t] C (a,b), therefore — (n,dq) = (¢,n) as measures on (a,b). For ¢ €
C[0,T] with compact support in (a,b), Lemma 4.7 now gives

/:_@,dq) :/ab@,m (0. 7) dt+/ab<<p—<<ﬁ,7l>n79> dt.

Since ¢ is arbitrary, the assertion follows. O

Lemma 4.11. Let t € Iy. If ¢N(t+) = 0, then q is continuous at t. If ¢V (t—) =
0, then q(t—) = q(t+) — {q(t+), n(t)) n(t).

Proof. Both assertions follow from Lemma 4.8, in the first case because ¢~ (t—) = 0
by Lemma 4.4. O

5. Optimality conditions for problem (P). In this section, we summarize the
optimality conditions proved so far in the form of a theorem. We consider an
optimal control u, € L?(0,T;R?) with corresponding states y. € H'(0,7;R") and
Vs, 22 € HY0,T;R™), let € = v, — 2.. Let

Io={t:z.(t) eint(2)}, Io={t:z(t) €07}

denote the interior resp. the boundary part of the optimal trajectory. A time
t € (0,T) is called a (0, @)-switching time if (t —¢,t) C Iy and (t,t+¢) C Iy
for some € > 0, and it is called a (8,0)-switching time if (t —¢,t) C Iy and
(t,t+¢) C Iy for some € > 0. The optimal trajectory is called regular if

) #0 ae in Ip. (83)

For convenience of the reader, we summarize the assumptions made throughout the
paper.
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Hypothesis 5.1. (i) The set Z C R™ is closed, convex, has nonempty interior
and moreover is uniformly convexr according to
370 > 0 such that (D*d(z)h,h) > vo|h|*, Vz €0Z, heT(z), (84)

where d(x) denotes the distance of © to Z and T(x) the hyperplane tangent

to Z at x.
(ii) The functions f,0yf, 0.f as well as L, 0,L, 0.L satisfy a Carathéodory
condition.
(iii) We have
[f(t,y, 2)| < ao(t) + aa(lyl +[2]) (85)
for some ag € L' and some constant oy > 0, and
[L(£,0,0)| < Ba(t) (86)
for some By € L.
(iv) We have
[0y f(t,y, 2)[ + 0= f(t,y, 2)[| < az(t) - as((yl, |2]) (87)
for some as € L™ and some continuous function as, and
0y L(t,y, 2)| + |0:L(t,y, )| < Bs(t) - Ballyl, |2]) (88)

for some B3 € L? and some continuous function By .

(v) The matriz E € R(&D s symmetric and positive semidefinite. The set Q C
R? is closed and convex, and either it is bounded, or E is positive definite
and L is bounded from below by a constant.

Note that these assumptions in particular imply those of Hypothesis 2.2, and
that (ii) — (iv) except possibly 85 are satisfied whenever f and L are C*.

Theorem 5.2 (Main result).

Let u, € L?(0,T;R?) be a solution of (P). Then there exists adjoints p € H'(0,T;
R™) and g € BV(0,T;R™) with the following properties. There holds the mazimum
condition

(BTp(t) + BTSTq(t) + Eu.(t),w —u.(t)) >0, YweQ, (89)
for a.e. t€(0,T). On (0,T), the adjoint p satisfies
=9 =0y f(t,y.(t), (1)) (p + ST q) + Oy L(t, ys (1), 2 (1), wi(t)),  p(T) = 0. (90)
On Iy, the adjoint q is absolutely continuous and satisfies
== 0.ty (1), 2 (1)) (0 + STq) + 0o L(t, ys (1), 2 (2), us (1)) - (91)
On Iy, the adjoint q satisfies <q,é> =0 a.e. and
—/ (¢ = (p,n)n,dg) = / (¢ —(p.n)n,g)dt (92)

Ip Is
for any ¢ € C([0, T);R™), where dg denotes the measure associated with q and
g(t) = = [EO)D*P(2(£)q + 0= f (t,y=(8), (1)) (0 + 5T q)

At the end point we have q(T) = 0. At every discontinuity point t € Iy of q, it
holds

(93)

q(t=) — q(t+) = (" (t=) — ¢V t+H)n(t), ¢ ={(gn) . (94)
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Let moreover the regularity condition 83 hold. Then ¢~ = {g,n) =0 a.e. on Ip.
On every subinterval (a,b) C Iy, q is in H'(a,b;R™) and satisfies

—q=(q,n(t)) n(t) + g(t) — (g(t),n(t)) n(t), (95)
where

g(t) = = |£(1)| D*d(2(t))q + 0= f (£, y+ (1), 2 (1)) (0 + STq)

+ 0 L(t, ys(t), 24 (), us(t)) -

At a (0,0) -switching point, q is continuous. At a (9,0)-switching point t, we have
q(t=) = q(t+) — {a(t+),n(t)) n(t). (97)

Proof. We list the references for the individual statements. For 89 refer to 60, for
90 to 61, for 91 to Lemma 4.1, for 92 to Lemma 4.7, for 94 to Lemma 4.8, for 95 to
Lemma 4.10, for 97 to Lemma 4.11. O

(96)

In the case where the optimal trajectory consists of a finite succession of interior
and boundary arcs and moreover the regularity condition 83 holds, Theorem 5.2
shows that the adjoint ¢ is piecewise absolutely continuous and provides explicit
jump relations. In other cases, a more general behaviour of ¢ is expected to occur.
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