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Abstract We consider the problem of motion of a rigid body in an incom-
pressible viscous fluid, filling a bounded domain. This problem was studied by
many authors. They considered classical non-slip boundary conditions, which
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gave them very paradoxical result of no collisions of the body with the boundary
of the domain.

In this work we study the case where the Navier slip conditions are prescribed
on the boundary of the body (instead of classical non-slip conditions). We prove
for this model the global existence of weak solution, which permit collisions with
the boundary of the domain.

Keywords rigid body, global weak solution, collisions in finite time

MSC: 35Q30

1 Introduction

The problem of motion of one or several rigid bodies in viscous fluids filling
a bounded domain was studied by several authors see [7, 8], [20], [25]. They
consider non-slip boundary condition, which give them very paradoxical result
of no collisions with boundary, see work of Hesla [16], Hillairet [17]. This result
was extended to the three dimensional situation by Hillairet, Takahashi [18].
The relation between the regularity of velocity fields given by motion of bodies
and the regularity of boundaries, which can give us answer to the problem of
existence and no existence of collision was done by Starovoitov [26]. From his
theorem it was proved that in the case of very viscous fluids (for instance Non-
Newtonian fluids) if the initial distance between bodies is positive then in a
finite time the distance continuous to be positive (see [26]). Also we would
like to mention work of Gerard-Varet, [19]. They considered the regularity of
boundary C1,λ and on the dependency of λ they showed the collision of bodies
or existence of strong solution. Aim of this paper is to study the case, when
Navier boundary conditions are prescribed on the boundary of the body, and to
show the global solvability result. To our knowledge there is a particular result
done by Neustupa, Penel [23], [24], where they consider the Navier boundary
conditions and the motion of body with the collision of the boundary of the
domain is prescribed. Recently Gérard-Varet, Hillairet [12] has shown a local-
in-time existence result: up to collisions.

We will investigate the motion of a rigid body inside of a viscous incom-
pressible fluid. We assume the fluid and the body occupy a bounded domain
Ω ⊂ RN , (N = 2 or N = 3), such that the boundary ∂Ω ∈ C2. Let the body
be an open simply-connected set S0 ⊂ Ω, having the boundary ∂S0 ∈ C2, at
the initial time t = 0. The fluid fills the domain F0 = Ω\S0 at t = 0.

The Cartesian coordinates y of points of the body at t = 0 are called La-
grangian coordinates. The motion of any material point y = (y1, .., yN )T ∈ S0

is described by two functions

t→ q(t) ∈ RN and t 7→ Q(t) ∈ SO(N) for t ∈ [0, T ],

where q = q(t) is the position of the body mass center at a time t and SO(N) is
the rotation group in RN , i.e. the Q = Q(t) is a matrix, satisfying Q(t)Q(t)T =
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I, Q(0) = I with I being the identity matrix. Therefore, the trajectories of all
points of the body are described by a preserving orientation isometry

A(t,y) = q(t) + Q(t)(y − q(0)) for any y ∈ S0 (1.1)

and at any time t the body occupies the set

S(t) = {x ∈ RN : x = A(t,y), y ∈ S0} = A(t, S0). (1.2)

The velocity of the body is a rigid function

us = a(t) + P(t)(x− q(t)) for all x ∈ S(t), (1.3)

where a = a(t) ∈ RN is the translation velocity and P = P(t) -the angular
velocity. The velocity us has to be compatible with A in the sense

dq

dt
= a and

dQ
dt

QT = P in [0, T ]. (1.4)

The angular velocity P is a skew-symmetric matrix, i.e. there exists a vector
ω = ω(t) ∈ RN , such that

P(t)x = ω(t)× x, ∀x ∈ RN . (1.5)

The full system of equations modelling the motion of the body and of the fluid
can be written as

m
da

dt
=

d

dt

∫
S(t)

ρsus dx =−
∫
∂S(t)

Pfn dx +

∫
S(t)

ρsg dx for x ∈ S(t),

ρs
d(Jω)

dt
=

d

dt

∫
S(t)

ρs(x− q(t))× us dx

= −
∫
∂S(t)

(x− q(t))× Pfn dx +

∫
S(t)

ρs(x− q(t))× g dx, (1.6)

∂tρf + (uf · ∇)ρf = 0, divuf = 0 for x ∈ F (t) = Ω\S(t),

ρf (∂tuf + (uf · ∇)uf ) = divP + ρfg. (1.7)

ρf and ρs are densities of the fluid and the body; m =
∫
S(t)

ρs dx− the mass of

the body; Pf− the value of the stress tensor P of the fluid on ∂S(t); n(x)− the
unit interior normal at x ∈ ∂S(t), i.e. the vector n is directed inside of S(t);
g−the external force;

J =

∫
S(t)

(|x− q(t)|2I− (x− q(t))⊗ (x− q(t))) dx

-the matrix of the inertia moments of the body S(t) related to its mass center.
In (1.7) uf is the fluid velocity;

P = −pI + 2µf Duf and Duf =
1

2

(
∇uf + (∇uf )

T
)
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-the stress tensor and the deformation-rate tensor; p is the fluid pressure; µf > 0
is the constant viscosity of the fluid. In the sequel we will define common velocity
and density for the body and the fluid in the whole domain ΩT = (0, T )×Ω as

(u, ρ) =

{
(us, ρs), x ∈ S(t);
(uf , ρf ), x ∈ F (t).

In addition to the coupled system (1.6)-(1.7) the following initial-boundary
conditions are prescribed

S = S0, ρ = ρ0(x), u = u0 at t = 0

u = 0 on ∂Ω (1.8)

and Navier’s boundary conditions on ∂S(t)

uf · n = us · n, (Pfn + γ(uf − us)) · τ = 0. (1.9)

Here divu0 = 0 in D′(Ω) and Du0 = 0 in D′(S0); uf and us are the velocity
values of the fluid and the body on ∂S(t); the constant γ > 0 is the friction
coefficient; τ (x) is any tangent vector to S(t) at x ∈ ∂S(t).

The outline of the article is as follows:
In the section 2 we give the weak formulation of our problem (1.6)-(1.9) and

the solvability result (Theorem 2.1).
In the section 3 we introduce an approximated problem and describe the

main steps of the proof of the solvability result.
The section 4 contains:

• the justification of the definition of weak solution (the subsection 4.1) and
some technical results, mainly used to justify the approximation of the
”jump” term on ∂S(t) in the definition of weak solution, see (2.3) (the
subsection 4.2);

• classical results for the transport equations (the subsection 4.3) and a
compactness result of the convective term in the Navier-Stokes equations
(the subsection 4.4).

2 Main result

Let us introduce some necessary notations to define the concept of weak solution
for system (1.6)-(1.9). We define the space

V k,p(Ω) = closureWk,p(Ω){ v ∈ D(Ω) : div v = 0}.

According to classical results, we have

V 0,2(Ω) = {v ∈ L2(Ω) : divv = 0 in D′(Ω), v · n = 0 in H−1/2(∂Ω)},
V 1,2(Ω) = {v ∈W 1,2

0 (Ω) : divv = 0 a.e. in Ω},
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where n is the unit normal to the boundary of Ω. Let M(Ω) be the space
of bounded Radon measures. We define the spaces of functions of bounded
deformation as

LD2(Ω) =
{
v ∈ L2(Ω) : Dv ∈ L2(Ω)

}
, BD(Ω) =

{
v ∈ L1(Ω) : Dv ∈M(Ω)

}
endowed by the norms

||v||LD2(Ω) = ||v||L2(Ω) + ||Dv||L2(Ω), ||v||BD(Ω) = ||v||L1(Ω) + |Dv|(Ω),

respectively. Also we consider the spaces

LD2
0(Ω) =

{
v ∈ LD2(Ω) : v = 0 on ∂Ω

}
,

BD0(Ω) = {v ∈ BD(Ω) : v = 0 on ∂Ω} .

Let us point that due to the Korn inequality

||∇v||L2(Ω) 6
√

2||Dv||L2(Ω), ∀v ∈ LD2
0(Ω), (2.1)

we have that LD2
0(Ω) ∩ V 0,2(Ω) coincides with the space V 1,2(Ω).

Let S be an open simply-connected subset of Ω with the boundary ∂S ∈ C2.
We introduce the following spaces of vector functions

Ck(S) =
{
v ∈ Ck(S) : Dαv has a continuous extension on S, |α| 6 k

}
,

K(S) =
{
v ∈ V 1,2(Ω) : Dv = 0 a.e. on S

}
,

KB(S) =
{
v ∈ BD0(Ω) : Dv ∈ L2(Ω\S), Dv = 0 a.e. on S,

divv = 0 in D′(Ω)} .

The class of all characteristic functions of subsets of RN is denoted by Char(RN ).
In the sequel for any φ ∈ Char(RN ), S(φ) is a set of points where φ = 1.

Let us present the definition of weak solution of (1.6)-(1.9), based on Lemma
4.1, which is given in the subsection 4.1.

Definition 2.1 The triple {A, ρ,u} is a weak solution of system (1.6)-(1.9), if
the following three conditions are satisfied:

1) The function A(t, ·) : Ω→ Ω is a preserving orientation isometry (1.1),
which defines a time dependent set S(t) by (1.2). The isometry A is compatible
with u = us on S(t) in the sense of the equalities (1.3)-(1.5);

2) The function ρ ∈ L∞(ΩT ) satisfies the integral equality∫
ΩT

ρ(ξt + (u · ∇)ξ) dtdx = −
∫

Ω

ρ0ξ(0, ·) dx (2.2)

for any ξ ∈ C1(ΩT ), ξ(T, ·) = 0;
3) The function u ∈ L2(0, T ;KB(S(t))) ∩ L∞(0, T ;V 0,2(Ω)) satisfies the

integral equality∫ T

0

{∫
Ω\∂S(t)

ρu{ψt + (u · ∇)ψ} − 2µf Du : Dψ + ρgψdx

}
dt

= −
∫

Ω

ρ0u0ψ(0, ·) dx +

∫ T

0

{∫
∂S(t)

γ(us − uf )(ψs −ψf ) dx

}
dt, (2.3)
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which holds for any test function ψ, such that

ψ ∈ L2(N−1)(0, T ;KB(S(t))),

ψt ∈ L2(0, T ;L2(Ω\∂S(t))), ψ(T, ·) = 0. (2.4)

Here us(t, ·), ψs(t, ·) and uf (t, ·), ψf (t, ·) are trace values of u, ψ on ∂S(t)
from the ”solid” side S(t) and the ”fluid” side F (t), respectively.

Our main result is the following theorem.

Theorem 2.1 Let us assume that

ρ0(x) =

{
ρs(x) > const > 0, x ∈ S0;
ρf = const > 0, x ∈ F0,

and ρs ∈ L∞(S0),

u0 ∈ V 0,2(Ω), g ∈ L2(ΩT ). (2.5)

Then problem (1.6)-(1.9) possesses a weak solution {A, ρ,u} , such that the
isometry A(t, ·) is Lipschitz continuous with respect to t ∈ [0, T ],

ρ(t,x) =

{
ρs(A

−1(t,x)), x ∈ S(t);
ρf = const, x ∈ F (t),

for a.e. t ∈ (0, T ), (2.6)

u ∈ Cweak(0, T ;V 0,2(Ω)) and the energy inequality

1

2

∫
Ω

ρ|u|2(r) dx +

∫ r

0

{∫
Ω\∂S(t)

2µf |Du|2 dx +

∫
∂S(t)

γ|uf − us|2 dx

}
dt

6
1

2

∫
Ω

ρ0|u0|2 dx+

∫ r

0

∫
Ω

ρgu dtdx (2.7)

holds for a.a. r ∈ (0, T ).

3 Approximate problem

First let us introduce some notations, which we use for the construction of an
approximated problem to system (1.6)-(1.9).

Let us consider an open simply-connected set S ⊂ RN , having C2−smooth
boundary ∂S, and denote by

dS(x) = dist[x, RN \ S]− dist[x, S], ∀x ∈ RN ,

the signed distance to the boundary ∂S, where dist[x, S] = infy∈S |x − y|. For
a given δ > 0 we define the δ− kernel of S and the δ− neighborhood of S by

[S]δ = d−1
S ((δ,+∞)) and ]S[δ= d−1

S ((−δ,+∞)). (3.1)
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Let σ ∈ C∞(R) be a positive even function with support in (−1, 1), such

that
∫ 1

−1
σ(z) dz = 1. Let στ (x) = 1

τN
σ
(
|x|
τ

)
for any τ > 0 be the regularization

kernel for the convolution

f
τ
(x) =

∫
RN

f(y) στ (x− y) dy, ∀x ∈RN (3.2)

of a function f ∈ L1(Ω), which is extended by zero outside of Ω. In the following
sections 3.1 - 3.3 the index τ will be omitted in the convolution f

τ
just for the

convenience of reading.

3.1 Solvability result

Let us consider the characteristic functions ϕ0,δ(x) and χ0,δ(x) of the sets [S0]δ
and Uδ(∂S0) = S0\[S0]δ, defined in the whole space RN , respectively. We
extend ρ0 by the constant value ρf outside of Ω.

We study the following approximate problem to system (1.6)-(1.9), consisting
from the linear transport equations

∂tρ+ div(ρu) = 0, ∂tϕ+ div(ϕu) = 0, ∂tχ+ div(χu) = 0 (3.1.1)

in D′((0, T )× RN ) with the initial data

ρ = ρ0,εδ = (1− χ0,δ)ρ0 + εχ0,δ, ϕ = ϕ0,δ, χ = χ0,δ at t = 0 (3.1.2)

and the momentum equation∫
ΩT

[ρu∂tψ + ρu (u · ∇)ψ − µεDu : Dψ + ρgψ] dtdx

= −
∫

Ω

ρ0,εδu0ψ(0, ·) dx, (3.1.3)

which is valid for any test function ψ ∈ L2(0, T ;V 1,2(Ω)) ∩H1(ΩT ), such that
ψ(T, ·) = 0. The function u(t, ·) is extended by zero outside Ω for a.e. t ∈ (0, T )
in equations (3.1.1)-(3.1.3). Here

µε =
1

ε
ϕ+ 2µfθ + γ0χ

∫
Ω

χ dx, θ = 1− ϕ− χ (3.1.4)

with the constants γ0 = γ
|∂S0| , |∂S0| =

∫
∂S0

1dx.

The ε−dependent of the “viscosity” µε can be easily identified as the penal-
ization, introduced by Hoffmann and Starovoitov [20], where the rigid bodies are
replaced by the fluid of high viscosity becoming singular for ε → 0. The third
term in µε is introduced to define a mixture region between the fluid and the
body, which approximates the ”jump” boundary term on ∂S(t) in (2.3). The
parameter τ controls the regularity of the velocity for the transport equations
(3.1.1), even when a real velocity u of the motion of fluid and solid has a jump
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on ∂S(t). In order to facilitate the analysis, we assume that τ ∈ (0, τ0), where
τ0 = τ0(S0) is introduced in Lemma 4.2 for S = S0.

For ε > 0, δ > 0 and τ > δ fixed we refer the following existence result that
can be proved by means of the standard arguments: Method of characteristics,
given in Lemma 4.6, Galerkin’s method and Schauder’s fixed point argument
[1], [14].

Proposition 3.1 Under the assumptions of Theorem 2.1 problem (3.1.1) -
(3.1.3) possesses a weak solution

ρ ∈ L∞((0, T )× RN ), ϕ, χ ∈ L∞(0, T ;Char(RN )),

u ∈ Cweak(0, T ;V 0,2(Ω)) ∩ L2(0, T ;V 1,2(Ω)), (3.1.5)

satisfying the energy inequality

1

2

∫
Ω

ρ|u|2(r) dx +

∫ r

0

∫
Ω

µε|Du|2 dtdx

6
1

2

∫
Ω

ρ0,εδ|u0|2 dx+

∫ r

0

∫
Ω

ρgu dtdx (3.1.6)

for a.a. r ∈ (0, T ) and positive ρ, ϕ, χ ∈ C(0, T ; Lploc(RN )), ∀p ∈ [1,∞), such
that

||ρ(r, ·)||Lp(RN ) = ||ρ0,εδ||Lp(RN ), ||ϕ(r, ·)||Lp(RN ) = ||ϕ0,δ||Lp(RN ),

||χ(r, ·)||Lp(RN ) = ||χ0,δ||Lp(RN ). (3.1.7)

3.2 Solidification. Viscous limit on ε→ 0

In this section we consider that δ and τ are fixed. Let us denote the solution
of problem (3.1.1)-(3.1.3) by ρε, ϕε, χε, uε for the fixed δ, τ. Estimate (3.1.6)
and (3.1.7) imply ∫

Ω

ρε|uε|2 dx,
∫

ΩT

µε|Duε|2 dtdx < C (3.2.1)

for some constant C independent of ε.
Due to the Korn inequality (2.1) we have the uniform boundedness of {uε}ε>0

in L2(0, T ;V 1,2(Ω)), hence, using (3.1.7) and passing to a suitable subsequence,
we have

uε ⇀ u weakly in L2(0, T ;V 1,2(Ω)),

uε ⇀ u weakly in L2(0, T ;W k,2
loc (RN )), ∀k > 0,

√
ρεuε ⇀

√
ρu *-weakly in L∞(0, T ;L2(Ω)),

ρε, ϕε, χε → ρ, ϕ, χ in C(0, T ; Lploc(R
N )), ∀p ∈ [1,∞) (3.2.2)

and for any fixed σ > 0 there exists ε0(σ) > 0, such that

Sε(t) ⊂]S(t)[σ for all ε < ε0 and ∀t ∈ [0, T ], (3.2.3)
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where Sε(t) = ηε(t, [S0]δ) ≡ S(ϕε(t)), S(t) = η(t, [S0]δ) ≡ S(ϕ(t)) and ηε, η
solve

∂

∂t
ηε(t,y) = uε(t,η(t,y)), ηε(0,y) = y,

∂

∂t
η(t,y) = u(t,η(t,y)), η(0,y) = y ∈ RN . (3.2.4)

By (3.2.1), (3.2.2) and the low semi-continuity property of integral, we derive

0 6
∫

ΩT

ϕ|Du|2dtdx 6 lim
ε→0

inf

∫
ΩT

ϕε|Duε|2dtdx 6 0.

Hence ϕDu = 0 a.e. in ΩT . Accounting that u ∈ L2(0, T ;V 1,2(Ω)) and u(t, ·) =
0 outside of Ω, t ∈ (0, T ), we conclude that there exists a rigid velocity us =
k(t) + P(t)x ≡ k(t) + ω(t)× x, such that

u = us in S(t), a.e. t ∈ (0, T ). (3.2.5)

Since u = us = us in [S(t)]τ (τ -fixed) and u ∈ L2(0, T ;V 1,2(Ω)), we
have k,ω ∈ L2(0, T ). Therefore due to Lemma 4.6 there exists the unique
solution η = η(t, ·) : [S0]δ+τ → [S(t)]τ of (3.2.4), being the isometry

η(t,y) ≡ q(t) + Q(t)(y − q(0)) for all y ∈ [S(t)]τ , (3.2.6)

where the pair {q,Q} is the unique solution of the system

dq

dt
− ω(t)× q = k(t), q(0) =

1

|[S0]δ|

∫
[S0]δ

y dy,

dQ
dt

= PQ, Q(0) = I. (3.2.7)

By (3.2.6) and PT = −P, it is easy to check that

q(t) =
1

|S(t)|

∫
S(t)

x dx,

Q(t) = exp(

∫ t

0

P(s)ds), such that QTQ = I. (3.2.8)

Let A : RN → RN be the isometry, defined as

A(t,y) = q(t) + Q(t)(y − q(0)) for all y ∈ RN , t ∈ [0, T ], (3.2.9)

therefore, accounting (3.2.5) and u(t, ·) = 0 outside of Ω, we obtain

S(t) ≡ S(ϕ(t)) = A(t, [S0]δ) ⊂ Ω for all t ∈ [0, T ],

ϕ(t,x) = ϕ0,δ(A
−1(t,x)) for a.e. (t,x) ∈ ΩT . (3.2.10)
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By the same method as in [25] we can obtain the convergence
√
ρεuε →

√
ρu strongly in L2(ΩT ), (3.2.11)

see also p. 1358-1361, ”5.2 Point-wise convergence of the velocities” of [11]. We
omit the proof of (3.2.11), since nowadays it is standard.

Let us choose in (3.1.3) for a fixed σ > 0 the test function ψ = ψσ, such
that

Dψσ(t,x) = 0 for t ∈ [0, T ], x ∈]S(t)[σ,

that exists due to Proposition 4.3 in [25]. Due to (3.2.2)-(3.2.3), (3.2.11), we
can take the limit ε → 0 in (3.1.1)-(3.1.3) and then pass on σ → 0. Therefore
for the fixed τ > δ > 0 we derive the solvability of the system, which consists
from the transport equations (3.1.1) with the initial data

ρ = ρ0,δ ≡ (1− χ0,δ)ρ0, ϕ = ϕ0,δ, χ = χ0,δ at t = 0 (3.2.12)

and from the integral equality∫
ΩT

[ρu∂tψ + ρu (u · ∇)ψ − µDu : Dψ + ρgψ] dtdx

= −
∫

Ω

ρ0,δu0ψ(0, ·) dx, (3.2.13)

which holds for any

ψ ∈ L2(0, T ;K(S(t))) ∩H1(ΩT ), such that ψ(T, ·) = 0. (3.2.14)

Here

µ = 2µfθ + γ0χ

∫
Ω

χ dx, θ = 1− ϕ− χ, γ0 =
γ

|∂S0|
.

Hence we have shown the following result.

Proposition 3.2 Under the assumptions of Theorem 2.1 there exists the so-
lution {ρ, ϕ, χ,u} of system (3.1.1), (3.2.12), (3.2.13), satisfying the regularity
properties (3.1.5), the energy inequality

1

2

∫
Ω

ρ|u|2(r) dx +

∫ r

0

∫
Ω

µ|Du|2 dtdx

6
1

2

∫
Ω

ρ0,δ|u0|2 dx+

∫ r

0

∫
Ω

ρgu dtdx (3.2.15)

for a.a. r ∈ (0, T ) and ρ, ϕ, χ ∈ C(0, T ; Lploc(RN )), ∀p ∈ [1,∞), such that

||ρ(r, ·)||Lp(RN ) = ||ρ0,δ||Lp(RN ), ||ϕ(r, ·)||Lp(RN ) = ||ϕ0,δ||Lp(RN ),

||χ(r, ·)||Lp(RN ) = ||χ0,δ||Lp(RN ). (3.2.16)

Moreover there exists a preserving orientation isometry A(t, ·) : RN → RN
and a time dependent set S(t), defined by (3.2.9)-(3.2.10) and related with u
on S(t) through formulas (3.2.5), (3.2.7). The function ϕ(t, ·) and S(t) for all
t ∈ [0, T ] are related by (3.2.10).
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3.3 Limit transition on δ → 0

In this section the parameter τ continues to be fixed and the solution of problem
(3.1.1), (3.2.12), (3.2.13) is denoted by

ρδ, ϕδ, χδ, uδ, Sδ(t) = Aδ(t, [S0]δ) for any δ ∈ (0, τ). (3.3.1)

The boundaries of Sδ(t) and S̃δ(t) = ηδ(t, S0) are denoted by ∂Sδ(t) and ∂S̃δ(t),
which are the interior and exterior boundaries of S(χδ(t)) ≡ ηδ(t, Uδ(∂S0)),
respectively. During all considerations in the section we will take into account
that

ρδ(t, ·) =


ρs(η

−1
δ (t,x)) > const > 0, x ∈ Sδ(t);

0, x ∈ S(χδ(t));

ρf = const, x ∈ RN\S̃δ(t)
(3.3.2)

for a.e. t ∈ (0, T ), where ηδ(t, ·) solves the system

∂

∂t
ηδ(t,y) = uδ(t,ηδ(t,y)), ηδ(0,y) = y ∈ RN . (3.3.3)

By (3.2.5) and (3.2.7)-(3.2.10) we have∫
Sδ(t)

|uδ|2 dx = |dqδ
dt

(t)|2|[S0]δ|+
∫

[S0]δ

|dQδ
dt

(t)(y − qδ(0))|2 dy

for a.a. t ∈ (0, T ). Moreover∫
BR(qδ(0))

|Q′δ(t)(y − qδ(0))|2 dx > C|Q′δ(t)|2,

where R > 0 is chosen, such that BR(qδ(0)) ⊂ [S0]δ. Here BR(qδ(0)) is an open
ball of radius R > 0 with the center qδ(0) and the constant C depends only
on R and N . Due to (3.2.15) and (3.3.2), we have the uniform boundedness
of {uδ}δ>0 in L∞(0, T ;L2(Sδ(t))). From above considerations and (3.2.7) we
conclude

|q′δ| 6 C, |Q′δ| 6 C,
√

2|ωδ| = |Q′δQTδ | 6 C (3.3.4)

for the constants C independent of δ. Therefore, there exists a subsequence of
{qδ,Qδ,ωδ}δ>0, such that

ωδ ⇀ ω *-weakly in L∞(0, T ),

qδ,Qδ ⇀ q,Q *-weakly in W 1,∞(0, T ) and QTQ = I,
qδ,Qδ → q,Q in Cα(0, T ) for any α ∈ [0, 1),

Aδ → A = q(t) + Q(t)(y − q(0)) in Cα(0, T ;C2
loc(RN )). (3.3.5)
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Since
∫

Ω
χδ|Duδ| dx 6

(∫
Ω
χδ|Duδ|2 dx

)1/2 (∫
Ω
χδ dx

)1/2
, we derive∫ T

0

(∫
Ω

|uδ| qdx
)2

dt 6
∫ T

0

(∫
Ω

|Duδ| dx
)2

dt 6 C (3.3.6)

for any q 6 N/(N − 1) by the energy inequality (3.2.15) and the embedding
results, obtained in Theorem 2.2, p. 152-153, of [27] (see also Proposition 1.2
[28]). Therefore there exists a subsequence of {uδ}δ>0 , such that

uδ ⇀ u weakly in L2(0, T ;Lq(Ω)),

uδ ⇀ u weakly in L2(0, T ;W k,q
loc (RN )), ∀k > 0,

Duδ ⇀ Du weakly in L2(0, T ;M(Ω)). (3.3.7)

Moreover, applying (3.2.15) and (3.2.16), we have that for any p ∈ [1,∞)

ρδ, ϕδ, χδ, θδ → ρ, ϕ, 0, 1− ϕ in C(0, T ; Lploc(R
N )),

√
ρδuδ ⇀

√
ρu *-weakly in L∞(0, T ;L2(Ω)), (3.3.8)

which give

S(t) ≡ S(ϕ(t)) = A(t, S0) for t ∈ [0, T ]

ϕ(t,x) = ϕ0(A−1(t,x)) for a.e. (t,x) ∈ ΩT .

ρ(t,x) =

{
ρs(A

−1(t,x)), x ∈ [S(t)]τ ;
ρf = const, x ∈ RN\S(t),

a.e. t ∈ (0, T ) (3.3.9)

with the help of (3.2.10), (3.3.2), (3.3.5) and Lemma 4.6.
By (3.2.15), (3.3.6) and the semi-continuity property of integral there exist

two matrix functions Mi= Mi(t,x) ∈ L2(ΩT ), such that√
θδDuδ ⇀ M1,

√
ϕδDuδ ⇀M2 weakly in L2(ΩT ),∫

ΩT

(1− ϕ)|M1|2 dtdx 6 lim
δ→0

inf

∫
ΩT

θδ|Duδ|2 dtdx 6 C,∫
ΩT

ϕ|M2|2 dtdx 6 lim
δ→0

inf

∫
ΩT

ϕδ|Duδ|2 dtdx = 0,∫ T

0

(∫
Ω

|Du|
)2

dt 6
∫ T

0

(∫
Ω

|Duδ| dx
)2

dt 6 C, (3.3.10)

where the equalities θδ = θ2
δ , ϕδ = ϕ2

δ and (3.3.8) have been used. From (3.3.9)
we conclude

M1 = Du in F (t) = Ω\S(t) and M2 = Du = 0 in S(t). (3.3.11)

Due to Theorems 1.4, 1.5 of [2] (see also theorem 2.1 , p. 148-150, of [28] and
Theorem 1.1 of [27]) the Radon measure Du has the following the Lebesgue-
Radon-Nikodym decomposition

Du = DuLN + T (us − uf )HN−1b∂S(t) ∩ Ω for a.a. t ∈ (0, T ), (3.3.12)
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where DuLN is the absolutely continuous part of Du with respect to the
Lebesgue measure LN . The density of DuLN coincides with the function Du
in F (t) and Du = 0 in S(t); HN−1b∂S(t) ∩ Ω is the (N − 1)-dimensional
Hausdorff measure, restricted to the surface ∂S(t) ∩ Ω; the matrix T(p) has
the components

Tij(p) = (pinj + pjni) /2, i, j = 1, .., N (3.3.13)

with n being the unit interior normal to ∂S(t); us(t, ·) and uf (t, ·) are the trace
values of u on ∂S(t) from the domain S(t) and the domain F (t), respectively.
The functions us(t, ·) ∈ L1(∂S(t)) and uf (t, ·) ∈ L1(∂S(t)) satisfy

||us(t, ·)||L1(∂S(t)), ||uf (t, ·)||L1(∂S(t)) 6 C||u(t, ·)||BD(Ω)

with the constant C depending only on the curvature of ∂S(t), i.e. on the
curvature of ∂S0. Therefore (3.3.10) implies

||us||L2(0,T ;L1(∂S(t))), ||uf ||L2(0,T ;L1(∂S(t))) 6 C. (3.3.14)

Moreover (3.3.5) and (3.3.11) give

u ≡ us in S(t), a.e. t ∈ [0, T ] with

us = q′(t) + ω(t)× (x− q(t)) for all x ∈ S(t),

||q||W 1,∞(0,T ), ||Q||W 1,∞(0,T ), ||ω||L∞(0,T ) 6 C. (3.3.15)

For simplicity of the notations, since the function us is continuous in S(t), we
use here and below the same notation for the trace value of the velocity u from
the ”solid” side S(t).

Since information (3.3.7)-(3.3.8) is not enough to pass to the limit on δ →
0 in (3.2.13), we consider some embedding results, which will be valid in

the ”fluid” domains S(θδ(t)) ≡ Ω\S̃δ(t), ∀δ > 0. The following embedding
inequalities

||z||Lr(B) 6 C||z||W 1,2(B) 6 C||z||LD2(B),

||z||Lp(∂B) 6 C||z||W 1,2(B), ∀z ∈ LD2(B) (3.3.16)

are true for any finite numbers r 6 2N/(N − 2) and p 6 2(N − 1)/(N − 2) in a
bounded domain B ⊂ RN with the boundary ∂B ∈ C1. Moreover we have the
interpolation inequality

||z||Lq(B) 6 C
{
||z||1−aL2(B)||∇z||aL2(B) + ||z||L2(B)

}
, (3.3.17)

where C denotes various positive constants, depending only on the diameter
d(B) = supx,y∈B {|x− y|} of B and ∂B ∈ C1. Here q ∈ [2, 2N/(N − 2)] is a
finite real and a = N(1/2− 1/q).

Since Ω is bounded, there exists R > 0, such that ]Ω[2τ0⊂ BR(0). Obviously,
(3.3.16)-(3.3.17) are valid in the following domains

1) B = BR(0)\S0; 2) B = BR(0)\S(t); 3) B = BR(0)\Sδ(t).

Let us derive the following behavior of the set S̃δ(t).
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Lemma 3.1 The boundary ∂S̃δ(t) of the set S̃δ(t) is C2, such that

S̃δ(t)
b→ S(t) ≡ η(t, S0) uniformly on t ∈ [0, T ]. (3.3.18)

Moreover ∂S̃δ(t) converges to ∂S(t), uniformly on t ∈ [0, T ] in C1-norm.

Proof. Since {uδ}δ>0 is uniformly bounded in L2(0, T ;Lq(Ω)), q 6 N/(N − 1)
on δ > 0, then, using (3.3.3), we have that for the space derivatives

|Dkηδ(t,x)| 6 C

τk
in ΩT , k = 1, 2 (3.3.19)

with the constants C independent of δ (and τ − fixed). Property (3.3.18) is a
direct consequence of Lemma 4.6.

For any y,y0 ∈ ∂S0 and the projection points x = p(y), x0= p(y0) ∈ ∂δS0

we have the formulas of Taylor

ηδ(t,y) = ηδ(t,x) +Dηδ(t,x) · (y − x) +
D2ηδ(t, ζ)

2!
· (y − x)2,

ηδ(t,y0) = ηδ(t,x0) +Dηδ(t,x0) · (y0 − x0) +
D2ηδ(t, ζ0)

2!
· (y0 − x0)2.

By Lemma (4.2) we have x = y +5dS0
(y)δ, x0= y0 +5dS0

(y0)δ. Therefore
if we devide the difference of the formulas of Taylor over |y − y0| and pass to
the limit on |y − y0| → 0, we get

|τ (ηδ(t,y0))− τ (ηδ(t,p(y0)))| 6 C δ

τ2
(3.3.20)

with the help of (3.3.19) and ∂S0 ∈ C2. Here τ are tangents vectors coincide
with arbitrary given direction s = (y − y0). Accounting that ηδ(t, [S0]δ) =

Aδ(t, [S0]δ), we obtain the convergence of ∂S̃δ(t) to ∂S(t), uniformly on t ∈ [0, T ]
in C1-norm (we refer to the description of C1− surfaces in the book [22], p. 304-
307). �

Lemma 3.1 implies that the boundary ∂S̃δ(t) has the shape close to the shape
of ∂S(t) in C1-norm. Therefore inequalities (3.3.16)-(3.3.17) are valid for the

domains B = BR(0)\S̃δ(t). In particular, taking into account (3.2.15), (3.3.2)
and uδ(t, ·) = 0 outside of Ω, we have the inequalities

||uδ||L∞(0,T ;L2(B)) 6 C,

||uδ||L2(0,T ;Lr(B)) 6 C||uδ||L2(0,T ;W 1,2(B))

6 C||uδ||L2(0,T ;LD2(B)) 6 C,

||uδ||L2(0,T ;Lp(∂B)) 6 C,

||uδ||L8/3((0,T )×B) 6 C for B = S(θδ(t)) ≡ Ω\S̃δ(t), (3.3.21)
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where r, p are defined in (3.3.16). As a consequence of (3.3.21), we have

||uδ − uδ||L2((0,T )×B) 6 Cτ
α||uδ||L2(0,T ;W 1,2(B)) for some α > 0, (3.3.22)

that can be shown as in Theorem 1, 4., page 272 of [9]. All constants C in
(3.3.21), (3.3.22) depend only on d(Ω), ∂S0 ∈ C1, being independent of δ and
also τ, it is enough to consider small δ, such that C δ

τ2 6 10−3||∂S0||C1 in
(3.3.20).

3.3.1 Approximation of test function

Let us consider an arbitrary function ψ, such that

ψ ∈ L2(0, T ;KB(S(t))),

ψt ∈ L2(0, T ;L2(Ω\∂S(t))), ψ(T, ·) = 0. (3.3.23)

Lemma 3.2 For a given ψ, satisfying (3.3.23), there exists a sequence of func-
tions

ψδ ∈ L2(0, T ;K(Sδ(t))), ∂tψδ ∈ L2(ΩT ), ψδ(T, ·) = 0,

such that

ψδ → ψ in L2(ΩT ),

(1− χδ)∇t,xψδ → ∇t,xψ in L2(0, T ;L2(Ω\∂S(t))). (3.3.24)

The functions ψδ are defined by (3.3.28) if N = 2 and (3.3.29) if N = 3.

Proof. To construct {ψδ}δ>0 , we use the stream function approach as in Propo-
sition 4.3 of [25].

1 st step) Let us define the approximations for the characteristic function of
the set of non-positive reals R+ by

%̂δ(s) =



1, s < 0;

− s2

2δ3(1−δ) + 1, s ∈ [0, δ2];

(− sδ + 1− δ/2)/(1− δ), s ∈ (δ2, δ − δ2);
(s−δ)2

2δ3(1−δ) , s ∈ [δ − δ2, δ];

0, s > δ

and the approximation for the characteristic function of the set Sδ(t) by

%δ(t,x) = %̂δ(dS0
(η−1
δ (t,x))). (3.3.25)

2nd step) We have that Dψ(t, ·) = 0 on S(t) and divψ(t, ·) = 0 in D′(Ω),
that permit to use Theorem 3.8, p 36 of [14]. Therefore in the case:
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a) when N = 2, there exist a scalar stream function ξ(t, ·) ∈ H1(Ω), a rigid
velocity function ψS(t, ·) and a scalar function ξS(t, ·), satisfying the conditions

ψ = curlξ =

(
∂x2ξ

−∂x1ξ

)
∈ KB(S(t)), ψS(t,x) = curlξS(t,x)

ξS = 1
2ω|x|

2
+ (

(
−ψ0

2

ψ0
1

)
,x) + ξ0,

ψ ≡ ψS and ξ ≡ ξS in S(t).

The scalar functions ω(t), ψ0
1(t), ψ0

2(t), ξ0(t) ∈W 1,∞(0, T ) are defined uniquely
by the above relations. We can consider that the functions ψS , ξS are defined
in ΩT .

Let us extend the function ψ, restricted to the ”fluid” part F (t), inside of

the ”solid part” S(t) for t ∈ (0, T ) by the following way: let ψ̃ be the solution
of the problem 

divψ̃ = 0 in S(t),

ψ̃ = ψf (t, ·) on ∂S(t),

, (3.3.26)

where ψf (t, ·) is the trace of ψ(t, ·) on ∂S(t) from the ”fluid” side F (t). Let
us consider the following extension

ψF = ψ in F (t) and ψF = ψ̃ in S(t), ∀t ∈ (0, T ). (3.3.27)

Let ξF ∈ L2(0, T ;W 2,2(Ω)) be a stream function of ψF in ΩT . Since ψ satisfies
(3.3.23) and the boundary ∪t∈(0,T )∂S(t) is Lipschitz continuous on the time
variable and is C2 on the space variables x, we can find ξF , such that ξ =
ξF in ∪t∈(0,T )F (t) and ψF = curlξF ∈ W 1,2(0, T ;L2(Ω)). Let us define the
approximate functions

ξδ = ξS + %δ(ξF − ξS), ψδ = curlξδ in ΩT (3.3.28)

to ξ and to ψ, respectively. Obviously that ψδ satisfies (3.3.24).
b) when N = 3, there exist a vector function ξ(t, ·) = (ξ1, ξ2, ξ3)T ∈ H1(Ω),

a rigid velocity function ψS(t, ·) and a vector function ξS(t, ·), satisfying the
conditions

ψ = curlξ =

 ∂x2ξ3 − ∂x3ξ2

∂x3
ξ1 − ∂x1

ξ3

∂x1
ξ2 − ∂x2

ξ1

 ∈ KB(S(t)), ψS(t,x) = curlξS(t,x),

ξS = 1
2

 ω1(x2
2 + x2

3)

ω2(x2
1 + x2

3)

ω3(x2
1 + x2

2)

+Ax + 1
2ψ

0 × x + ξ0,

ψ ≡ ψS and ξ ≡ ξS in S(t).

16



The vector-functions ω(t) = (ω1(t), ω2(t), ω3(t))T , ψ0(t), ξ0(t) ∈ W 1,∞(0, T )
and the (3 × 3)-symmetric matrix A(t) ∈ W 1,∞(0, T ) are uniquely defined by
the above relations. We can consider that the functions ψS , ξS are defined in
ΩT .

As in the case a), by the same way (3.3.26)-(3.3.27), we construct the ex-
tension ψF on the whole domain ΩT for the function ψ, which is restricted to
the ”fluid” part ∪t∈(0,T )F (t). Let ξF ∈ L2(0, T ;W 2,2(Ω)) be a stream func-
tion of ψF in ΩT . We can find ξF , such that ξ = ξF in ∪t∈(0,T )F (t) and
ψF = curlξF ∈W 1,2(0, T ;L2(Ω)). Let us define the approximate functions

ξδ = ξS + %δ(ξF − ξS), ψδ = curlξδ in ΩT (3.3.29)

to ξ and to ψ, respectively. Obviously, that ψδ satisfies (3.3.24). �

3.3.2 Convergence inside the mixture zone S(χδ)

In this subsection we derive the following convergence result, related with the
”jump” term on ∂S(t) in (2.3) of the definition of weak solution.

Lemma 3.3 Let ψ and ψδ be the functions as in Lemma 3.2. Then there exists
a suitable subsequence of {uδ}δ>0, such that∫

ΩT

µδDuδ : Dψδ dtdx→
∫ T

0

{∫
Ω\∂S(t)

2µf Du : Dψ dx

+

∫
∂S(t)

γ(uf − us)(ψf −ψs) dx

}
dt for δ → 0,

where us, ψs and uf , ψf be trace values of u, ψ on ∂S(t) from the ”solid”
side S(t) and the ”fluid” side F (t), respectively.

Proof. i) By (3.3.7), (3.3.8) and (3.3.12) we easily derive∫
ΩT

θδDuδ : Dψδdtdx→
∫

ΩT

θDu : Dψ dtdx; (3.3.30)

ii) In the following considerations we use the notations of Lemma 3.2 and
consider the case, when N = 3. Let us point that the case N = 2 can be
transformed in 3-dimensional one, if all scalar stream functions, introduced in
2nd step), a) of Lemma 3.2, are considered as vector functions. For instance:
if ξδ is given by (3.3.28), then we define the vector function ξδ = (0, 0, ξδ).

By (3.3.29) and Lemma 4.4, we have

Dψδ = D1(∇%δ, ξF − ξS) +D2(%δ, ξF − ξS) (3.3.31)

in accordance with notations (4.2.4).
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Since ∫
Ω

χδ(t) dx =

∫
Ω

χδ(0) dx = δ|∂S0|+O(δ2), (3.3.32)

then the energy inequality (3.2.15), ξF − ξS ∈ L2(0, T ;W 2,2(Ω)), ∂S0 ∈ C2

imply

δ

∫ T

0

∫
S(χδ(t))

Duδ : D1(∇%δ, ξF − ξS) dxdt

=

∫ T

0

∫
S(χδ(t))

Duδ : D1(mδ, ξF − ξS) dxdt+O(
√
δ), (3.3.33)

where mδ = −∇dS0
(η−1
δ (t,x)). Moreover, using that ξF = ξS on ∂S(t) (in view

of ξ(t, ·) ∈ H1(Ω)) and Theorem 1 of [15], we obtain

δ

∫ T

0

∫
S(χδ(t))

Duδ : D2(%δ, ξF − ξS) dxdt = O(
√
δ). (3.3.34)

Since the matrix D1 = D1(mδ, ξF − ξS) is symmetric, applying the Gauss-
Green formula, we have∫

S(χδ(t))

Duδ : D1 dx = −
∫
S(χδ(t))

div(D1) · uδ dx

+

∫
∂S(χδ(t))

(D1nδ) · uδ dx = I1
δ + I2

δ , (3.3.35)

where nδ is the exterior normal to the boundary of S(χδ(t)). Due to (3.2.15)
and ξF − ξS ∈ L2(0, T ;W 2,2(Ω)), ∂S0 ∈ C2, we easily obtain

|
∫ T

0

I1
δ (t) dt| 6 C||ξF − ξS ||L2(0,T ;W 2,2(S(χδ(t)))) → 0 for δ → 0. (3.3.36)

Moreover we have

I2
δ (t) =

∫
∂Sδ(t)

(D1nδ) · uδ,s dx+

∫
∂S̃δ(t)

(D1nδ) · uδ,f dx = J1
δ + J2

δ , (3.3.37)

where uδ,s(t,x) ≡ q′δ(t) +ωδ(t)× (x−qδ(t)) is the trace value of uδ on ∂Sδ(t)

with q′δ, ωδ satisfying (3.3.4), and uδ,f is the trace value of uδ on ∂S̃δ(t) (see
(3.3.21)), such that

||uδ,f ||L2(0,T ;L4(∂S(t))) 6 C. (3.3.38)

The integral J1
δ can be written as an integral on ∂S(t), using the change of

variables T 1,δ
t : ∂Sδ(t)→ ∂S(t), defined as

T 1,δ
t (x) = A(t,p∂S0

(A−1
δ (t,x))) for x ∈ ∂Sδ(t),

where p∂S0
is defined in Lemma 4.2. Due to (3.3.4) and (3.3.5) the operators

T 1,δ
t ,

(
T 1,δ
t

)−1

are Lipschitz one with the Lipschitz constants, independent of
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δ > 0 and t ∈ [0, T ] . These operators converge point-wisely to the identity
operators, when δ → 0. Hence Lemma 4.2 and (3.3.4) imply

mδ ◦
(
T 1,δ
t

)−1

, nδ ◦
(
T 1,δ
t

)−1

→ −n, n in C([0, T ]× ∂S(t)),

uδ,s ◦
(
T 1,δ
t

)−1

⇀ us weakly-* in L∞(0, T ;L∞(∂S(t))),

where n is the interior normal to ∂S(t) (n is directed inside of S(t)) and us is
defined in (3.3.15). Therefore∫ T

0

J1
δ (t) dt→ −

∫ T

0

∫
∂S(t)

(D1(n, ξF − ξS)n) · us dxdt. (3.3.39)

By the similar way as above the integral J2
δ can be rewritten as an integral

on ∂S(t), using the change of variables T 2,δ
t : ∂S̃δ(t)→ ∂S(t), defined as

T 2,δ
t (x) = A(t,η−1

δ (t,x)) for x ∈ ∂S̃δ(t).

The operators T 2,δ
t ,

(
T 2,δ
t

)−1

are Lipschitz one with the Lipschitz constants,

independent of δ > 0 and t ∈ [0, T ] . These operators converge pointwisely to
the identity operators for δ → 0. We have

mδ ◦
(
T 2,δ
t

)−1

, nδ ◦
(
T 2,δ
t

)−1

→ −n, −n in C([0, T ]× ∂S(t)).

Applying the same approach as in Theorem 6.1, p. 438 of [6] and using (3.3.38),
we obtain

uδ,f ◦
(
T 2,δ
t

)−1

⇀ uf weakly in L2(0, T ;L4(∂S(t))),

where uf is defined in (3.3.12). Therefore∫ T

0

J2
δ (t) dt→

∫ T

0

∫
∂S(t)

(D1(n, ξF − ξS)n) · uf dxdt. (3.3.40)

Combining (3.3.39) and (3.3.40) with the help of Lemma 4.5, we obtain∫ T

0

∫
S(χδ(t))

Duδ : D1 dxdt→
∫ T

0

∫
∂S(t)

(uf − us) · (ψf −ψs) dxdt,

that, jointly with (3.3.30), (3.3.32)-(3.3.34), implies the result of this lemma. �
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Corollary 3.1 There exists a suitable subsequence of {uδ}δ>0, such that

lim
δ→0

inf

∫
ΩT

µδDuδ : Duδ dtdx >
∫ T

0

{∫
Ω\∂S(t)

2µf |Du|2 dx

+

∫
∂S(t)

γ|uf − us|2 dx

}
dt. (3.3.41)

Proof. Since u satisfies (3.3.23), then due to Lemma 3.2 there exists an approx-
imate sequence {ψδ = ũδ}δ>0 to ψ = u. Applying Lemma 3.3 to uδ, ũδ and
ψδ = ũδ with the help of

∫
ΩT

µδ|D(uδ − ũδ)|2 dtdx > 0, we obtain (3.3.41). �

As a consequence of (3.3.41) and the energy inequality (3.2.15), we obtain
that the limit pair {ρ,u} satisfies

1

2

∫
Ω

ρ|u|2(r) dx +

∫ r

0

{∫
Ω\∂S(t)

2µf |Du|2 dx +

∫
∂S(t)

γ|uf − us|2 dx

}
dt

6
1

2

∫
Ω

ρ0|u0|2 dx +

∫ r

0

∫
Ω

ρgu dtdx (3.3.42)

for a.a. r ∈ (0, T ).

3.3.3 Convergence of the convective term

In this subsection we show the convergence result for the convective term of
(3.2.13).

Lemma 3.4 Let the function ψ and the sequence of approximate functions
{ψδ}δ>0 be as in Lemma 3.2. Let us assume additionally that

ψ ∈ L2(N−1)(0, T ;KB(S(t))). (3.3.43)

Then for δ → 0 we have∫
ΩT

ρδuδ(uδ · ∇)ψδ dtdx→
∫ T

0

{∫
Ω\∂S(t)

ρu(u · ∇)ψ dx

}
dt+ o(1), (3.3.44)

where o(1)→ 0 as τ → 0.

Proof. It is easy to check that if ψ ∈ L2(N−1)(0, T ;KB(S(t))), then ψδ ∈
L2(N−1)(0, T ;K(Sδ(t))) by the construction.
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Due to (3.3.7), since τ > 0 is fixed, applying Lemma 4.6, there exist a positive
δ0 = δ0(τ) and an integer M = M(τ), such that

S(t) ⊂]S̃δ(t)[τ/4, S̃δ(t) ⊂]S(t)[τ/4 ∀t ∈ [0, T ], ∀δ < δ0,

and the partition 0 < s < 2s < ... < Ms = T satisfies

S(t) ⊂]S(ms)[τ/4, S(ms) ⊂]S(t)[τ/4, ∀t ∈ Im = [ms, (m+ 1)s]

for any m = 0, ...,M − 1. As a consequence we have

S̃δ(t) ⊂]S(t)[τ/4⊂]S(ms)[τ/2⊂]S̃δ(t)[τ , ∀t ∈ Im, ∀m. (3.3.45)

Let Fm,τ = Ω\]S(ms)[τ/2. We have Ω ⊂ Fm,τ∪]S(ms)[3τ/4, then there exist

two functions φfm(x) ∈ C∞0 (Fm,τ ), φsm ∈ C∞0 (]S(ms)[3τ/4) for each m =
0, . . . ,M − 1, which form a partition of the unity in Ω :

i) 0 6 φfm(x), φsm(x) 6 1, ∀ x ∈ RN ; ii) φfm(x) + φsm(x) = 1, ∀x ∈ Ω.

The set ∪M−1
m=0 ]Im[τ/8 is an open cover of the time interval [0, T ], therefore there

exist functions ϕm ∈ C∞0 (]Im[τ/8), m = 0, . . . ,M − 1, which form a partition
of the unity in [0, T ] :

i) 0 6 ϕm(t) 6 1, ∀ t ∈ R; ii)

M−1∑
m=0

ϕm(t) = 1, ∀ t ∈ [0, T ].

Let ξ (or ξ) be the stream function of ψ, if N = 2 (or if N = 3, respectively),
which is introduced in Lemma 3.2. We denote byψfm = ϕmcurl(φfmξ) andψsm =
ϕmcurl(φsmξ) (or ψfm = ϕmcurl(φfmξ) and ψsm = ϕmcurl(φsmξ), respectively).

ψ = ψf +ψs with ψf =

M−1∑
m=0

ψfm, ψs =

M−1∑
m=0

ψsm in ΩT .

Using the stream function (3.3.28) if N = 2 (or (3.3.29), if N = 3) and
the same partitions φfm, φ

s
m, ϕm, defined above, we construct the sequence of

functions ψfδ,m, ψ
s
δ,m and

ψδ = ψfδ +ψsδ with ψfδ =

M−1∑
m=0

ψfδ,m, ψsδ =

M−1∑
m=0

ψsδ,m in ΩT .

By (3.3.21) we see that the quantities

Uδ = ρδuδ, Tδ = 2µfDuδ − ρδuδuTδ
in the sub-domain I×B =]Im[τ/8×Fm,τ satisfy the hypotheses of Lemma 4.7

with q = 4
3 . Hence we can apply Lemma 4.8, pass to a suitable subsequence if

necessary, and derive the following convergence∫
ΩT

(Uδ ⊗Uδ) : Dψfδ,m dtdx→
∫

ΩT

(U⊗U) : Dψfm dtdx as δ → 0, ∀m,

(3.3.46)
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with U = ρu. Here we use ψδ ≡ ψ in Ω\S(χδ(t)) by the construction of ψδ in
Lemma 3.2.

Let us define the cut-off function φL(t,x) = min {|φ(t,x)|, L} for L > 0. If

we denote gδ = ρδuδ((uδ − uδ) · ∇)ψfδ , then

|
∫

ΩT

gδ dtdx| 6 L

∫ T

0

||uδ||L2(B)||uδ − uδ||L2(B)dt

+C

∫ T

0

||uδ||2L4(B)||φ− φL||L2(B)dt with φ = |∇ψ|.

From (3.3.21), (3.3.22), (3.3.43) and (3.3.17) with q = 4, z = uδ for B =
S(θδ(t)), we have

|
∫

ΩT

gδ dtdx| 6 CLτα + C||φ− φL||L2(N−1)(0,T ;L2(B)).

Choosing L = τ−α/2, we derive

|
∫

ΩT

gδ dtdx| 6 o(1)→ 0 as τ → 0 (independently of δ). (3.3.47)

Hence (3.3.46) and (3.3.47) imply∫
ΩT

ρδuδ (uδ · ∇)ψfδ dtdx→
∫

ΩT

ρ(u⊗ u) : Dψf dtdx + o(1). (3.3.48)

Since Dψδ = 0 in Sδ(t), Dψ = 0 in S(t) and uδ = uδ = q′δ(t) +ωδ(t)× (x−
qδ(t)) in [Sδ(t)]τ , we have

T∫
0

∫
[Sδ(t)]τ

uδ (uδ · ∇)ψδ dxdt = 0 =

T∫
0

∫
S(t)

u(u · ∇)ψ dxdt.

Using (3.3.2), (3.3.45) and the boundedness of {uδ}δ>0 in L∞(0, T ;L∞(Sδ(t)))∩
L2(0, T ;Lr(S(θδ(t)))) (see (3.2.5), (3.3.4), (3.3.21)), we obtain

lim
δ→0

∫
ΩT

ρδuδ (uδ · ∇)ψsδ dtdx =

∫
ΩT

ρu (u · ∇)ψs dtdx +O(τα). (3.3.49)

From (3.3.48) and (3.3.49), we derive (3.3.44). �

Finally, taking the limit transition δ → 0 in system (3.1.1), (3.2.12), (3.2.13)
and combining the convergence results (3.3.5), (3.3.7), (3.3.8) and Lemmas 3.3,
3.4, we show the following result.
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Proposition 3.3 Under the assumptions of Theorem 2.1 for the fixed τ > 0
there exists the solution

ρ ∈ L∞((0, T )× RN ), ϕ ∈ L∞(0, T ;Char(RN )),

u ∈ Cweak(0, T ;V 0,2(Ω)) ∩ L2(0, T ;KB(S(t))),

of the system

∂tρ+ div(ρu) = 0 in D′((0, T )× RN ), ρ(0, ·) = ρ0 in RN ,
∂tϕ+ div(ϕu) = 0 in D′((0, T )× RN ), ϕ(0, ·) = ϕ0 in RN ,

∫ T

0

∫
Ω\∂S(t)

{ρu∂tψ + ρu (u · ∇)ψ − µfDu : Dψ + ρgψ} dxdt+ o(1)

= −
∫

Ω

ρ0u0ψ(0, ·) dx +

∫ T

0

∫
∂S(t)

γ(uf − us)(ψf −ψs) dxdt (3.3.50)

which holds for any test function ψ, such that

ψ ∈ L2(N−1)(0, T ;KB(S(t))),

ψt ∈ L2(0, T ;L2(Ω\∂S(t))), ψ(T, ·) = 0. (3.3.51)

Here o(1) → 0 as τ → 0. The solution of this system satisfies (3.3.42) and
ρ, ϕ ∈ C(0, T ; Lploc(RN )), ∀p ∈ [1,∞), such that for any r ∈ [0, T ]

||ρ(r, ·)||Lp(RN ) = ||ρ0||Lp(RN ), ||ϕ(r, ·)||Lp(RN ) = ||ϕ0||Lp(RN ).

Here ϕ0 is the characteristic functions of S0, defined in the whole space RN .
Moreover there exist a preserving orientation isometry A(t, ·) : RN → RN ,

which is defined by (3.3.5) and related with u on the set S(t) = A(t, S0) through
formulas (3.3.15). The matrix Q = Q(t), the vector ω = ω(t) and a skew-
symmetric matrix P = P(t) satisfy relationships (1.4), (1.5). The functions
ρ(r, ·), ϕ(t, ·) and the set S(t) are related by (3.3.9) for all t ∈ [0, T ].

3.4 Limit transition on τ → 0

In this subsection the solution of problem (3.3.50) is denoted by ρτ , ϕτ , uτ and
Sτ (t) ≡ S(ϕτ (t)) = Aτ (t, S0) for any τ > 0. From Proposition 3.3, follow-
ing the same stroke as in the subsection 3.3, we derive for {qτ ,Qτ ,ωτ}τ>0 a
similar estimate as (3.3.4), independent of τ. Therefore there exists a suitable
subsequence of {qτ ,Qτ ,ωτ}τ>0, such that

ωτ ⇀ ω *-weakly in L∞(0, T ),

qτ ,Qτ ⇀ q,Q *-weakly in W 1,∞(0, T ) and QTQ = I,
qτ ,Qτ → q,Q in Cα(0, T ), ∀α ∈ [0, 1),

Aτ → A = q(t) + Q(t)(y − q(0)) in Cα(0, T ;C2
loc(RN )).(3.4.1)
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that, using (3.3.9), implies

ρτ , ϕτ → ρ, ϕ in C(0, T ; Lploc(R
N )), ∀p ∈ [1,∞),

S(t) ≡ S(ϕ(t)) = A(t, S0) for all t ∈ [0, T ]

and (2.6). Moreover, applying (3.3.7) and (3.3.42), we have that

uτ ,uτ
τ ⇀ u weakly in L2(0, T ;Lq(Ω)),

(1− ϕτ )Duτ , ϕτDuτ ⇀ (1− ϕ)Du, ϕDu weakly in L2(ΩT ),
√
ρτuτ ⇀

√
ρu *-weakly in L∞(0, T ;L2(Ω))

with q defined in (3.3.16).

Lemma 3.5 For any given ψ, satisfying (2.4), there exist a sequence of func-
tions

ψτ ∈ L2(N−1)(0, T ;KB(Sτ (t))),

∂tψτ ∈ L2(0, T ;L2(Ω\∂Sτ (t))), ψτ (T, ·) = 0, (3.4.2)

such that

ψτ , ϕτ∇xψτ → ψ, ϕ∇xψ

(1− ϕτ )∇xψτ → (1− ϕ)∇xψ in L2(N−1)(0, T ;L2(Ω)),

(1− ϕτ )∂tψτ , ϕτ∂tψτ → (1− ϕ)∂tψ, ϕ∂tψ in L2(ΩT ). (3.4.3)

Proof. We can consider that the function ψ(t, ), t ∈ (0, T ), is extended by zero
outside Ω. Let ξ be a stream function of ψ in (0, T ) × RN . We introduce
ψ1,τ = curl(ξ ◦Aτ ◦A−1).

Note that any function z ∈ LD2(Ω\Sτ (t)) with zero values on ∂Sτ (t) can be
extended by zero inside Sτ (t), i.e. the embedding inequalities (3.3.16) are true
for this extended z in B = Ω. Therefore the existence of the solution ψ2,τ of the
problem{

−div(Dψ2,τ ) +∇pτ = 0, divψ2,τ = 0 in Ω\Sτ (t),

ψ2,τ = 0 on ∂Sτ (t), ψ2,τ = −ψ1,τ (t, ·) on ∂Ω,
t ∈ (0, T )

follows from the Lax-Milgram theorem. Due to the regularity of A, Aτ and ψ,
we show that ψ2,τ ∈ L2(N−1)(0, T ;LD2(Ω\Sτ (t))) ∩ W 1,2(0, T ;L2(Ω\Sτ (t))),
such that

||ψ2,τ ||L2(N−1)(0,T ;LD2(Ω\Sτ (t))) 6 C||ψ1,τ ||L2(N−1)(0,T ;W 1/2,2(∂B)) → 0,

||ψ2,τ ||W 1,2(0,T ;L2(Ω)) 6 C||ψ1,τ ||W 1,2(0,T ;W−1/2,2(∂Ω)) → 0

as τ → 0. The constants C are independent of τ.
Let us put ψ2,τ (t, ·) = 0 in Sτ (t), a.e. t ∈ (0, T ). Finally, we define ψτ =

ψ1,τ +ψ2,τ in ΩT , which satisfies (3.4.2)-(3.4.3). �

Now, using the constructed sequence of test functions {ψτ}τ<τ0 in Lemma
3.5, the rest of the convergence proof as τ → 0 can be done repeating step by
step the arguments of the preceding subsection 3.3.3, using (3.3.42) for ρτ , ϕτ ,
uτ and we show Theorem 2.1.
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4 Appendix. Technical results

4.1 Justification of Definition 2.1

In the following result we present the justification of Definition 2.1 for the weak
solution of (1.6)-(1.9).

Lemma 4.1 The triple {S, ρ,u} is the solution of system (1.6)-(1.9), if and
only if, the triple {A, ρ,u} is the weak solution of (1.6)-(1.9) in the sense of
Definition 2.1.

Proof. To show this lemma we use the following well-known result from the fluid
mechanics theory: Let V (t) be a time dependent volume moved by a smooth
velocity v = v(t,x). Then

d

dt

∫
V (t)

f(t,x) dx =

∫
V (t)

df

dt
dx (4.1.1)

for any smooth function f = f(t,x). Here df
dt = ∂f

∂t + (v · ∇)f is the total time
derivative.

Here we consider that u is ”smooth” in the sense that u is a C1-differentiable
function over ΩT , being discontinuous across the smooth surface ∂S(t).

=⇒ Let {S, ρ,u} be the solution of system (1.6)-(1.9). The isometry A is
defined by (1.1).

Let ξ, ψ be test functions, defined in the definition 2.1. Identity (2.2) is a
direct consequence of formula (4.1.1), applied to the function f = ρξ. Now
if we apply formulae (4.1.1) to the function ρu in the volumes S(t) and F (t),
respectively, we derive

−
∫
S0

ρsu0ψ(0, ·) dx =

∫ T

0

∫
S(t)

ρs{ψ(ut + (u · ∇)u)

+(ψt + (u · ∇)ψ)u} dxdt, (4.1.2)

−
∫
F0

ρfu0ψ(0, ·) dx =

∫ T

0

∫
F (t)

ρf{ψ(ut + (u · ∇)u)

+(ψt + (u · ∇)ψ)u} dxdt. (4.1.3)

For the stress tensor P = P (u, p) = −pI + 2µDu we have the identity

−
∫
∂S(t)

(Pn ·ψ)f dx = −
∫
F (t)

{2µDu : Dψ + divP ·ψ} dx (4.1.4)
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The sum of (4.1.2), (4.1.3) and (4.1.4) gives

−
∫ T

0

∫
∂S(t)

(Pn ·ψ)f dx−
∫

Ω

ρ0u0ψ(0, ·) dx

=

∫ T

0

∫
S(t)

ρψ(ut + (u · ∇)u) + ρu(ψt + (u · ∇)ψ) dxdt

+

∫ T

0

∫
F (t)

ψ{ρ(ut + (u · ∇)u)− divP} dxdt

+

∫ T

0

∫
F (t)

ρu(ψt + (u · ∇)ψ)− 2µDu : Dψ dxdt. (4.1.5)

Observing that

u = a(t)+ω(t)× (x−q(t)), ψ = b(t)+$(t)× (x−q(t)) on S(t) (4.1.6)

with b,$ being arbitrary function of t, it is easy to show that (1.6) can be
written as the integral identity∫ T

0

∫
S(t)

ρsψ(ut + (u · ∇)u) dxdt

= −
∫ T

0

∫
∂S(t)

Pfn ·ψs dxdt+

∫ T

0

∫
S(t)

ρsgψ dxdt. (4.1.7)

Therefore from (1.7), (4.1.5) and (4.1.7) we deduce the identity

−
∫ T

0

∫
∂S(t)

Pfn ·ψf dxdt−
∫

Ω

ρ0u0ψ(0, ·) dx = −
∫ T

0

∫
∂S(t)

Pfn ·ψs dxdt

+

∫ T

0

∫
Ω\∂S(t)

ρu(ψt + (u · ∇)ψ)− 2µDu : Dψ + ρgψ dxdt.

By (1.9) we derive that A, ρ, u satisfy (2.3).
⇐= Now we prove the inverse result. Let us choose in (2.3) the test function

ψ, such that ψ = 0 on S(t). Since

divψ = 0, divu = 0 in D′(Ω),

then
ψf · n = ψs · n = 0, uf · n = us · n on ∂S(t).

Therefore identity (2.3) can be written as∫ T

0

∫
F (t)

ρfu(ψt + (u · ∇)ψ)− 2µDu : Dψ + ρfgψ dxdt

=

∫ T

0

∫
∂S(t)

γ(uf − us) · τ ψf · τ dxdt−
∫
F0

ρfu0ψ(0, ·) dxdt.
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Due to (4.1.3), (4.1.4) we derive equations (1.7) and the boundary conditions
(1.9).

Returning back to (2.3) and using (1.7), (1.9), (4.1.5), we derive the integral
identity (4.1.7). Finally choosing ψ in (4.1.6)-(4.1.7) at first with $(t) = 0
and then with b = 0, we obtain equations (1.6). �

4.2 Properties of smooth surfaces

Let us recall useful result, related with the properties of C2-smooth surfaces.

Lemma 4.2 (p. 354-357 of [13]) There exists a small τ0 > 0, depending only
on the curvature of ∂S, such that

dS ∈ C2(Uτ0(∂S)), where Uτ0(∂S) = d−1
S ((−τ0, τ0)). (4.2.1)

For any x ∈ Uτ0(∂S) there exists a unique nearest point p∂S(x) ∈ ∂S, such
that

|p∂S(x)− x| = dist[x, S], p∂S(x) ∈ C1(Uτ0(∂S)).

Further the mapping

x 7−→
(

p∂S(x)

dS(x)

)
: Uτ0(∂S)→ ∂S × (−τ0, τ0)

is C1−diffeomorphism with the inverse(
y

ξ

)
7−→ y + ξn(y) : ∂S × (−τ0, τ0)→ Uτ0(∂S),

where the function n(y) = 5dS(y) ∈ C1(∂S) is the unit interior normal to ∂S.

The following Lemmas 4.3, 4.4 and 4.3 are related with the approximation
of the ”jump” term on S(t) in (2.3) of Definition 2.1 by the third term in the
viscosity µε, introduced in (3.1.4).

Lemma 4.3 Let S ⊂ RN be an open simply-connected set, having C2−smooth
boundary ∂S. Let n be the unit interior normal to ∂S. For any two functions
p,g ∈ C(∂S) with p · n = 0 or g · n = 0 on the boundary ∂S, we have

T(p) : T(g) =
1

2
p · g, T(p)n · g =

1

2
p · g at any point of ∂S. (4.2.2)

The matrix T(p) is defined by (3.3.13).

Proof. By the definition we have

T(p) : T(g) =
1

4

N∑
i,j=1

(pinj + pj ni) (gi nj + gj ni) =

=
1

4

N∑
i,j=1

{
(pigi) n

2
j + (gi ni) (pj nj) + (pi ni) (gj nj) + (pjgj) n

2
i

}
=

1

2
{(p · g) + (p · n) (g · n)} ,
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that implies the first formula of (4.2.2). By the same way we obtain the second
one

T(p)n · g =

N∑
i=1


N∑
j=1

1

2
(pinj + pj ni)nj

 gi

=
1

2
{(p · g) + (p · n) (g · n)} . �

In Lemmas 4.4, 4.5 we consider that N = 3, taking into account that the
case N = 2 is a particular one of the case N = 3 (see the note, given in Lemma
3.3, ii) ).

Lemma 4.4 For any smooth function χ and vector-function ξ, we have

D(curl(χξ)) = D1(∇χ, ξ) +D2(χ, ξ), (4.2.3)

where the symmetric matrices D1, D2 are defined as

D1(∇χ, ξ) =
1

2
{ψ ⊗∇χ+∇χ⊗ψ +∇χ× S(ξ)}+∇χ×∇ξ,

D2(χ, ξ) = χDψ +
1

2

{
∇(∇χ)× ξ + [∇(∇χ)× ξ]

T
}

with ψ = curl(ξ) and S(ξ) = [∇ξ]
T −∇ξ. (4.2.4)

The symbols ⊗ and × denote the dyadic and the cross product of vectors, re-
spectively. In particular, the components (u⊗ v)i,j = uivj , i, j = 1, 2, 3.

Proof. The following three identities are valid{
curl(χξ) = χcurlξ +∇χ× ξ, ∇(χψ) = χ∇ψ +∇χ⊗ψ
∇(∇χ× ξ) = ∇(∇χ)× ξ +∇χ×∇ξ,

that implies

∇(curl(χξ)) = {∇χ⊗ψ +∇χ×∇ξ}+ {χ∇ψ +∇(∇χ)× ξ},

[∇(curl(χξ))]T = {ψ⊗∇χ+[∇χ×∇ξ]
T }+{χ [∇ψ]

T
+[∇(∇χ)× ξ]

T }. (4.2.5)

In these formulas we consider that ∇χ is a column vector and

u×∇v = −∇v × u, u×∇v =

 [u× ∂x1v]
T

[u× ∂x2v]
T

[u× ∂x3
v]
T

 (4.2.6)

for smooth vectors u, v. Hence

[∇χ×∇ξ]
T

= ∇χ× [∇ξ]
T

= ∇χ× S(ξ) +∇χ×∇ξ. (4.2.7)

Combining (4.2.5) and (4.2.7), we derive (4.2.3)-(4.2.4). �
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Lemma 4.5 Let S ⊂ R3 be an open simply-connected set, having C2−smooth
boundary ∂S. Let n be the unit interior normal to ∂S. For any two functions
ξ ∈ C1(∂S), g ∈ C(∂S), such that ψ ·n = 0 or g ·n = 0 on the boundary ∂S
with ψ = curl(ξ), we have

(D1(n, ξ)n) · g = ψ · g at any point of ∂S, (4.2.8)

where D1(n, ξ)n = 1
2 {ψ ⊗ n + n⊗ψ + n× S(ξ)}+ n×∇ξ.

Proof. Since ψ · n = 0, then we can check that n × S(ξ) = ψ ⊗ n. By the
same way as in Lemma 4.3, we obtain

1

2
[ψ ⊗ n + n⊗ψ + n× S(ξ)] n · g =

3∑
i=1


3∑
j=1

[
ψinj +

1

2
ψj ni

]
nj

 gi =

= (ψ · g) +
1

2
(ψ · n) (g · n) . (4.2.9)

By the definition of u×∇v (see (4.2.6)), we have

(n×∇ξ) · n =

 [n× ∂x1
ξ] · n

[n× ∂x2
ξ] · n

[n× ∂x3ξ] · n

 = 0, (4.2.10)

since [n× ∂xiξ] · n = [n× n] · ∂xiξ = 0. Combining (4.2.9)-(4.2.10), we derive
(4.2.8). �

In fact Lemmas 4.4, 4.5 can be shown directly for the case N = 2 with
significantly less calculations, than we present in the proof of these lemmas.

4.3 Transport equation

In this subsection let us consider open simply-connected sets S, Sn being subsets
of RN with the boundaries ∂S, ∂Sn ∈ C2 for any integer index n > 1. In the

sequel we say that a sequence of sets Sn converges to S, Sn
b→ S, in the sense

of boundaries if
dSn → dS in Cloc(RN ).

Let us recall classical results of characteristic curves (see, for instance, [10,
Proposition 5.1], [25, Lemma 5.2]).

Lemma 4.6 Let {vn(t,x)}∞n=1 be a family of divergence free vector fields, uni-
formly bounded in L2(0, T ;C2

loc(RN )). Let ηn(t, ·) : RN → RN be the solutions
of the Cauchy problem

∂

∂t
ηn(t,y) = vn(t,ηn(t,y)), ηn(0,y) = y ∀y ∈ RN .
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Then: 1) the mappings ηn(t, ·) : RN → RN are C2-diffeomorphism, such that

det

(
∂ηn(t,y)

∂y

)
= 1 ∀(t,y) ∈ [0, T ]× RN ; (4.3.1)

2) for a suitable subsequence,

vn ⇀ v weakly in L2(0, T ;W 2,p
loc (RN )), ∀p ∈ [1,∞),

ηn, η
−1
n → η, η−1 in C(0, T ;C1

loc(RN )), (4.3.2)

where η(t, ·) : RN → RN is C2-diffeomorphism, being the unique solution of

∂

∂t
η(t,y) = v(t,η(t,y)), η(0,y) = y ∀y ∈ RN

and satisfying (4.3.1) too;

3) if, in addition, Sn
b→ S, then ηn(t, Sn) ≡ Sn(t)

b→ S(t) ≡ η(t, S),
uniformly in t ∈ [0, T ]. In particular, for arbitrary σ > 0 there exists
n0(σ) > 0, such that for any n > n0 we have

S(t) ⊂]Sn(t)[σ, Sn(t) ⊂]S(t)[σ for all t ∈ [0, T ];

4) let {φ0,n}∞n=1 be a sequence, uniformly bounded in L∞(RN ). Let {φn}∞n=1

be unique solutions of

∂tφn + div(φnvn) = 0 in D′((0, T )× RN ), φn(0,x) = φ0,n(x) in RN .

If
φ0,n → φ0 in L1

loc(RN ) for some φ0 ∈ L∞loc(RN ),

then for any p ∈ [1,∞)

φn(t,x) = φ0,n(η−1
n (t,x))→ φ(t,x) = φ0(η−1(t,x)) in C(0, T ;Lploc(R

N )),

where φ ∈ L∞(RN ) is the unique solution of

∂tφ+ div(φv) = 0 in D′((0, T )× RN ), φ(0,x) = φ0(x) in RN .

Moreover, if φ0 ∈ Char(RN ), then φ ∈ L∞(0, T ;Char(RN )).

4.4 The compactness of the convective term

Let us start this section by the following very important result, in which we
introduce a “local” pressure p for the Navier-Stokes equations, written in a
sub-domain of ΩT . The pressure p will be decomposed on the components
p = preg + ∂tpharm, where preg enjoys the same regularity properties as the
convective-viscous terms, while pharm is a harmonic function. The basic idea
of the concept of local pressure for the incompressible Navier-Stokes equations
was developed by Koch, Solonnikov [21] and Wolf [29].
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Lemma 4.7 Let us consider a time interval I = (t1, t2) and a domain B ⊂ RN
with a regular C2 boundary. Assume that U ∈ L∞(I;L2(B)), divU = 0, T ∈
Lq(I ×B), 1 < q < 2 and g ∈ L2(I ×B) satisfy the integral identity∫

I×B

(
U∂tψ + T : ∇ψ + gψ

)
dtdx = 0, (4.4.1)

for all ψ ∈ D(I ×B), divψ = 0. Then there exist two functions preg ∈ Lq(I ×
B) and pharm ∈ L∞(I;Lq(B)), satisfying

∆pharm = 0 in D′(I ×B),

∫
B

pharm dx = 0, (4.4.2)∫
I×B

(
U∂tψ + T : ∇ψ + gψ

)
dtdx =

∫
I×B

(
pregdivψ + pharm∂tdivψ

)
dtdx

for any ψ ∈ D(I ×B). In addition,

‖preg‖Lq(I×B) 6 C(‖T‖Lq(I×B) + ‖g‖L2(I×B)) =: M,

‖pharm‖L∞(I;Lq(B)) 6 C
(
‖U‖L∞(I;L2(B)) +M

)
=: L,

‖pharm‖L∞(I;C2(G)) 6 CL for any open G ⊂ G ⊂ B (4.4.3)

with constants C depending only on q, I, B and G.

We are in a position to state the local stability property of solutions to
Navier-Stokes equations. We show the “weak” compactness of the convective
term stated in what follows. In the following lemma we follow [5], where it was
given a correction of the proof, given in [29].

Lemma 4.8 Let us assume that {Un,Tn}∞n=1 on some cylinder I × B ⊂ ΩT
satisfies the integral identity∫

I×B
[Un∂tψ + Tn : ∇ψ + gψ] dtdx = 0,

for any ψ ∈ D(I ×B), such that divψ = 0. Furthermore, assume that

||Un||L∞(I;L2(B)) + ||∇Un||L2(I×B) 6 C, divUn = 0, (4.4.4)

||Tn||Lq(I×B) 6 C, 1 < q < 2, (4.4.5)

where the constants C are independent of n. Then, passing to a suitable subse-
quence, we have

Un ⇀ U weakly-(*) in L∞(I;L2(B)) and weakly in L2(I;W 1,2(B)),

Un ⊗Un ⇀ U⊗U weakly in L3/2(I ×B), (4.4.6)

where ∫
I×B

U⊗U : ∇ψ dtdx =

∫
I×B

U⊗U : ∇ψ dtdx (4.4.7)

for any ψ ∈ D(I ×B), divψ = 0.
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Proof. By Lemma 4.7 there exist the functions preg,n, pharm,n satisfying the
integral identity∫

I×B

(
Un∂tψ + Tn : ∇ψ + gψ

)
dtdx =∫

I×B

(
preg,ndivψ + pharm,n∂tdivψ

)
dtdx (4.4.8)

for any ψ ∈ D(I × B). Moreover, in accordance with (4.4.3), (4.4.4), we have
that

‖preg,n‖Lq(I×B) 6 C, ‖pharm,n‖L∞(I;Lq(B)) 6 C,

‖pharm,n‖L∞(0,T ;C2(G)) 6 C(G) for any open G ⊂ G ⊂ B. (4.4.9)

By (4.4.4) and (4.4.9), passing to a suitable subsequence, we have

Un ⇀ U weakly-(*) in L∞(I;L2(B)) and weakly in L2(I;W 1,2(B)),

Un ⊗Un ⇀ U⊗U weakly in L3/2(I ×B),

pharm,n ⇀ pharm weakly-(*) in L∞(I;Lq(B)) and L∞(0, T ;C2(G)),

preg,n ⇀ preg weakly in Lq(I ×B). (4.4.10)

Hence, using (4.4.8)-(4.4.10), we can apply the Lions-Aubin argument [4]
and obtain∫

I×B
ϕ|Un +∇pharm,n|2 dtdx→

∫
I×B

ϕ|U +∇pharm|2 dtdx,

for any ϕ ∈ D(I ×B) with supp(ϕ) ⊆ G. In other words, we have

Un +∇pharm,n → U +∇pharm strongly in L2(I ×G). (4.4.11)

Thus∫
I×B

U⊗U : ∇ψ dtdx = lim
n→∞

∫
I×B

(Un ⊗Un) : ∇ψ dtdx =

lim
n→∞

∫
I×B

(
(Un +∇pharm,n)⊗Un

)
: ∇ψ dtdx−

lim
n→∞

∫
I×B

(
∇pharm,n ⊗ (Un +∇pharm,n)

)
: ∇ψ dtdx−

lim
n→∞

∫
I×B

(∇pharm,n ⊗∇pharm,n) : ∇ψ dtdx =

∫
I×B

(U⊗U) : ∇ψ dtdx

for any ψ ∈ D(I ×G), divψ = 0. Indeed∫
I×B

(∇p⊗∇p) : ∇ψ dtdx = −
∫
I×B

(1

2
∇|∇p|2 ·ψ + ∆p(∇p ·ψ)

)
dtdx = 0

for p = pharm,n, pharm, respectively. Using that G is arbitrary, we finally deduce
(4.4.6)-(4.4.7). �
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5 Conclusion

In the article we have shown the global solvability of the motion of one rigid
body in the fluid, which includes collisions of the body with the boundary of the
domain. Our proof is based on the embedding results (3.3.16), (3.3.17), playing
a crucial role. We may generalize the result on the problem of the motion of
several rigid bodies, but one of main obstacles is absence of embedding results
for the space of bounded deformations LD2(Ω) in domains with cusps. We can
refer to a particular result [3], obtained for two-dimensional domains.
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