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Abstract

Estimation of distribution algorithms
(EDAs) were developed as a novel kind of evo-
lutionary algorithms fifteen years ago. In these
algorithms, new populations are generated via
sampling of the estimated distribution of soluti-
ons with higher fitness values: the model of such
a distribution is constructed in each step instead
of generating individuals through recombination
operators like crossover or mutation. Most of
the current EDAs employ graphical probabilistic
models which are, however, either computatio-
nally very demanding or unrealistic in many
real-world applications. Therefore, other kinds
of models are appearing. This paper investiga-
tes usage of multivariate elliptical copulas as a
model of the distribution of feasible solutions.

1. Introduction

Evolutionary algorithms (EAs) which utilize probabi-
listic or linkage models of dependencies between va-
riables are becoming increasingly popular. Such algo-
rithms, called Estimation of Distribution Algorithms
(EDAs) [1] or Probabilistic Model Building Genetic Al-
gorithms (PMBGAs), have many common aspects with
the most popular EAs: genetic algorithms. Similarly to
them, they evolve a set of promising candidate solutions,
a population of individuals. During each generation, a
new set of individuals is generated and a part or the for-
mer population is replaced according to some selection
criterion.

Nevertheless, the new individuals are in EDAs genera-
ted differently. Instead of genetic operators like crosso-
ver and mutation, EDAs estimate the probability distri-
bution of the most promising solutions, and new popu-
lations are obtained by random sampling from this dis-
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tribution. The current paper recalls the most important
kinds of EDAs and models for estimating the probabi-
lity distributions while focusing on the recent usage of
copulas as a model of distribution, especially multivari-
ate elliptical copulas.

The paper is divided in following sections. In the next
section, the general concept of EDAs is briefly presen-
ted. The third section gives a short overview of the di-
fferent variants of EDAs, and the Section 4 is focused
on utilizing of elliptical copulas as a probabilistic mo-
del. In the last section, two experiments evaluating the
proposed solution are described.

2. Basic principles of EDAs

The majority of both the EAs and EDAs are rather si-
milar. The general pseudo-code of EDAs is outlined in
Fig. 1. Here, steps (1), (2) and (3) are the same as in
many evolutionary algorithms while steps (4) and (5) are
typical particularly for EDAs.

1: Py < randomly generate m individuals

2: for k = 1,2, ... until a stopping criterion is met do

3:  pool < select n < m individuals from Pj_; ac-
cording to the selection method

4 pi(x) = p(x | pool) < estimate the probability
distribution of an individual based on the selected
individuals (in pool)

5: P, < sample new population from p;(x)

6: end for

Figure 1: Estimation of distribution algorithm.
The main difference between EDAs and EAs lies in the
method how they generate new individuals according to

the previous generation. Whereas traditional EAs, for
example genetic algorithms, try to implicitly combine
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building blocks representing promising parts of genetic
code of already found good solutions by genetic operati-
ons (crossover, mutation) [2], EDAs try to find correlati-
ons among variables in an explicit way.

The probabilistic distribution of the input variables is es-
timated. In the following text, the term model will re-
present a formal framework for estimating the joint pro-
bability distribution of individuals. Having this model,
generating new individuals is relatively easy. However,
estimating of the distribution with the model is often a
bottleneck of EDAs; especially when the problem being
solved is hard and complex dependencies among varia-
bles have to be determined.

2.1. Probabilistic graphical models

The majority of present EDAs estimate the probability
distribution with probabilistic graphical models [1, 3].
These models make use of a directed acyclic graphs
(DAG) where each node corresponds to one input va-
riable X;, and the arcs define dependencies between va-
riables.

Further, the models consist of a set of unconditional pro-
babilities for all root nodes of the graph p(X; = x; | 0),
and a set of conditional probabilities for other nodes,
given values of their respective parents Pa;: p(X; =
x; | pa;). Here, p denotes generalized probability dis-
tribution which stands for mass probability p(X; = z¥)
for discrete random variables and density function f(x;)
for continuous X;.

From the conditional (in)dependence defined by the
DAG, the factorization of the joint probability distribu-
tion of the variables can be expressed as

n

p(x1,... 20 | 05) =[] pla: | P2y, 0:). (1)

=1

The most frequent representatives of probabilistic gra-
phical models are Bayesian networks for discrete vari-
ables and Gaussian networks for continuous variables.
While in case of Bayesian networks the joint probability
distribution can be written analogically to (1), Gaussian
networks use the density function of normal distribution
with nontrivial parameters

f(xlv ceey Ty | OS) = H?:l ¢(xz)
¢(1’2) ~ N(m; + ijEPaq, bji(xj — mj), v;). (2)
The parameter m; denotes unconditional mean of X,
bj; is a linear coefficient reflecting the strength of re-

lationship between variables X; and X;, and v; is the
variance of X; given Pa;.
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3. Current variants of EDAs

Todays variants of EDAs can be distinguished accor-
ding to complexness of interactions among variables,
and different variants for discrete and continuous vari-
ables have been developed.

The simplest algorithms consider all the variables inde-
pendent. For discrete dimensions PBIL [4], UMDA [5]
and cGA [6] exist, UMDA. is a continuous variant of
the second one.

Algorithms whose variables are able to depend on one
predecessor are, for example, MIMIC [7], COMIT [8],
or BMDA [9].

Multiple dependencies are able to be expressed by
BOA (Bayesian Estimation Algorithm) and its vari-
ants [10] — probably the most vividly developing dis-
crete EDA today. Other multiple-dependencies-EDAs
are, for example, EBNA [11] or FDA [12]. Continu-
ous versions are rather few but some of them exist:
EGNA [13] or rBOA [14].

4. Copulas as a probabilistic model for EDAs

The major motivation of usage of copulas in EDAs
lies in their simplicity and ability of expressing others
than gaussian joint distributions. A copula is a function
which connects two or more uniformly distributed vari-
ables together

C(Ul,UQ,..-,Un), Uq ~ U(O’l) (3)

Instead of uniformly distributed w1, ..., u,, univariate
inverse marginal distribution functions of arbitrary va-
riables can be used. This usage forms a joint multivari-
ate distribution of these variables, as it is described by
Sklar’s theorem (see eqn. (4)).

More formally, the copula is a function C' : [0,1]" —
[0, 1] satisfying following conditions:

1. C(x1,...,2n) = 0 whenever 3i : z; = 0,

2. C(x1,...,xn) = x; Whenever Vi # j : z; = 1,
and

3. C(x1,...,x,) is n-increasing (see [15] for de-
tails).

Especially from the condition (b) follows that all the co-
pula function have uniformly distributed marginals.

The important result of the Sklar’s theorem [15] is that
for any given joint distribution function H (z1,...,z,)
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with marginals Fy(z1),...,F,(z,), there exists an
n-copula C such that for all (z1,...,z,) €
[RU {—o00,00}]"

H(z1,...,20) = C(F1(z1), ..., Fo(zn)). @
Expressing or estimating marginal distributions
Fi(x1),...,Fy(x,) from data is relatively easy.
However, as the true distribution function H is usu-
ally unknown and the Sklar’s theorem gives only exis-
tence of the copula C, the correct variant of the copula
function and its parameters have to be estimated.

Employing of copulas in EDAs appeared in the litera-
ture only recently [16-19]. Most of these publications
use only bivariate copulas which are differently connec-
ted forming a multivariate distribution function.

Several kinds of copulas are distinguished in the lite-
rature. The most famous are elliptical and Archime-
dean families. While for the multivariate elliptical co-
pulas (primarily Gaussian and ¢—copulas) conventional
maximum-likelihood (ML) based methods for parame-
ter estimation exist, estimation and sampling of mul-
tivariate Archimedean copulas require either hierarchi-
cal approach of nesting, or method using Laplace trans-
forms ( [20], p. 67).

4.1. Elliptical copulas

The well-known member of the elliptical family is the
Gaussian copula

Cut, ..., un; p) =@, (CIfl(ul)., .. .,<I>71(u1)) %)

with multivariate normal (cumulative) distribution
function (CDF) @, (described by a covariance matrix p)
and inverses of univariate normal CDFs ®~!. Gaussian
copulas attained their attention, for example, in finan-
cial sector as a mean of modelling risks [21], although
the true contribution in this area is disputable [22].

The second example of this elliptical family is the
t—copula which has very similar structure, but instead
of normal, Student’s t—distribution is used.

4.2. Gaussian and t-copula-based EDA

Using copulas as a probabilistic model for EDAs requi-
res (a) a method for estimating marginal distributions,
(b) a method for fitting proper kind of copula on the data
(previously transformed by their corresponding inverse
marginal distribution functions), and (c) a method for
generating individuals from the fitted copula. The cru-
cial advantage of using copulas is that parts (a) and (b)
can be performed independently.
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As was stated above, standard methods for (a) estima-
ting marginal distributions and (b) fitting Gaussian and
t—copula have already existed. In our experiment, empi-
rical estimation smoothed via kernels was used for mar-
gins, and ML estimates served for assessing parameters
of the copulas.

Having the marginal distributions and the parameters
of the multivariate Gaussian or Student’s ¢—distribution,
sampling (c) from these multivariate distributions is
well-studied, too. All the steps are summarized in Fig. 2.

1: Input: matrix X € R™*P of selected individuals
m — the number of individuals to generate
20 Fi(z1),...,Fp(zp) < estimate marginal distribu-
tion functions (CDFs) of p columns of X and their
inverses Fy ..., F, !
3: covert 1, ...,xp, to U(0, 1) using inverse CDFs:
(ut, ... up) < (F7 (1), .. Fy ()
4: U < (ur---up)
5: if Gaussian copula then
p < estimate covariance matrix of normal CDF
from the matrix U
7. randomly generate m samples (s1,...,8m) ~
®(0, p)
8: else if Student’s t—copula then
(X, dy) < estimate X and the degree of freedom
dy of t—distribution from the matrix U
10:  randomly generate m samples (s1, ..., ;) from
t—distribution

11: end if
S1
12: S«
Sm
130 (Y1, Ym) < (F1(S-1), ..., Fp(S-p))

14: return (y1,...,Ym)

Figure 2: Estimation and sampling from Gaussian and
t—copula.

5. Experiments

5.1. Aerospace trajectory optimization problem

The described copula learning and sampling algorithm
has been implemented in Matlab environment using Sta-
tistical toolbox, and this part was integrated with Mateda
toolbox [23] which provides implementations of several
EDAs.

As a test function, we have chosen a “SAGAS” pro-
blem from GTOP Database [24] — a black-box optimi-
zation problem of finding the best trajectory for a spa-
cecraft equipped with a chemical propulsion. The re-
sults of Copula-based EDA (CEDA) with Gaussian and
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t—copula and comparison with EDA based on Gaussian
networks are in Tab.1 (EDA with mixture of Gaussi-
ans and EGNA). The objective values in the table repre-
sent consumption of the spacecraft — the lower number
the better. All the experiments used a population of size
1000 and ran for 30 generations.

Gaussian t—copula mixture of

CEDA CEDA Gauss. EDA EGNA GA
mean  1340.7 1341.8 1406.1  1401.5 1440.1
st.dev. 103.1 143.4 1339 1169 203.1

Table 1: Experimental results: the best achieved objective va-
lues after 30 generations, average results from 30
runs of algorithms.

The results in the table show that copula-based EDAs
outperformed not only a genetic algorithm, but EDA
with mixture of gaussians — standard method provided
for this task in the Mateda toolbox — and EGNA — ano-
ther common EDA with arbitrary Gaussian networks
(which are learned very slowly). Further, Gaussian co-
pulas give more stable results than t—copula. Average
progress of the best objective values in the first 30 gene-
rations are in Fig. 3.

2600 T ; " . :
—<O— Gauss. CEDA
2400+ —+— t—-copula CEDA J
\ —6— mixture of Gauss. EDA
—*%— EGNA
22001 \\ e GA |

2000

1800

1600} ]
v AWaw.
"\"ﬁ"i{}hs‘ § K
V., ""%%!.%%.;. 3
1400} TSR Y 3
1200 :
0 5 10 15 20 25 30

Figure 3: Best objective function progress in first 30 gene-
rations.

5.2. COCO - COmparing Continuous Optimizers

The proposed CEDA algorithm has been tested on seve-
ral non-noisy benchmark functions from COCO - plat-
form for comparison of real-parameter global black-box
optimizers [25], namely Sphere (1), Skew Rastrigin-
Bueche separable function (4), original Rosenbrock
(8), Sharp ridge (13), Schaffer F7 with asymmetric
a-transformation (17) and Schwefel z sin(x)
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Figure 4: Proportions of functions/function settings (verti-
cal axis) being able to reach fiarget in given Expec-
ted Running Times with respect to the dimension
(ERT/D, horizontal axis), average results for all
testing functions; graphs corresponds (from top) to
2, 5 and 10-dimensional inputs respectively.
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Figure 5: Expected running time (ERT) divided by di-
mension versus dimension in log-log presentation.
First row: CEDA, second row: EGNA, third row:
GA. Shown are different target values fopt + Af,
where A f = 101H1:0:71,72,3,25,=8} 454 the ex-
ponent is given in the legend of fi. Plus symbols
(+) show the median number of f-evaluations for
the best reached target value. Crosses (x) indicate
the total number of f-evaluations (#FEs(—oc0))
divided by the number of trials. Numbers above
ERT-symbols indicate the number of successful
trials. Y-axis annotations are decimal logarithms.
The thick light line with diamond markers shows
the single best results from BBOB 2009 for A f =

with tridiagonal transformation (20, the numbers in-
dicate the numbers of function in the COCO platform).
hree different algorithms were used for optimization
of each function: CEDA (with Gaussian copula), EGNA
(both utilizing Mateda toolbox in Matlab) and a standard
continuous Matlab implementation of GA with pheno-
type encoding. All the algorithms used the same popu-
lation sizes and stopping criteria. Optimization was per-
formed 10-times with each settings, on D = {2,5,10}
dimensions with random uniform initialization on the
interval [—5, 5|P.

Following the methodology suggested in COCO, as the
main measure for assessing the performance of the al-
gorithms, expected running time (ERT) was used — the
expected number of objective function evaluations (FE)
needed to reach a given target function value fiarger With
respect to the actual dimension D. Multiple target ob-
jective values are considered: having the optimal value
for each function settings f,p, the target values (for mi-
nimization) are

ftarget = fopt"‘Af7 Af S {103,102,...,10_8}.

Average expected running times with respect to the di-
mensions for the Sphere function are recorded in Tab. 2.
Graphical evaluation of average results for all six functi-
ons gives Fig.4, ERTs for the Sphere and Schaffer
function are depicted in Fig. 5.

1075,
1 Sphere
Aftarget le+03  le+02  1le+01 1e+00 le-01 le-02 1le-03  1le-04 1e-05 1e-07 Aftarget
ERTpe/D  0.10  0.13 161 457 751 o 0 s s 00 ERThes/D
CEDA 1 3.8 1 1 1 17e-3/1e3 CEDA
EGNA 1 3.2 1.9 33 85e-2/1e3 EGNA
GA 1 1 8.9 62e-1/1e3 GA
1 Sphere
Aftarget le+03  1le+02 le+01  1le+00  1le-01 le-02 1e-03 le-04 1e-05 1e-07 Aftarget
ERTpe/D  0.20 0.20 15 155 353 694 1009 S) 00 ERTpeq/D
CEDA 1 1 1 1 1 1 1 45e-6/1e3 CEDA
EGNA 1 1.2 1.1 1.6 2.1 36e-3/1e3 . . EGNA
GA 1 1 28 8.1 31 43e-2/1e3 . . . . GA
1 Sphere
Aftarget le+03  1e+02  le+01  1e+00 1le-01 1e-02 1e-03  le-04 le-05 le-07 Aftarget
ERTpes/D 050 0.50 23 11 58 162 265 356 458 626 ERTpey/D
CEDA 1 1 1.2 1.3 1 1 1 1 1 1 CEDA
EGNA 1 1 1 1 1.9 14 1.2 1.2 1.2 1.5 EGNA
GA 1 1 48 31 8.2 7.9 13 30 54e-4/1e3 . GA

Table 2: Running time excess ERT/ERTres on f1 (Sphere function), in italics is given the median final function value and the
median number of function evaluations to reach this value divided by the dimension.
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6. Conclusion

The most important types of estimation of distribution
algorithms were described in this paper; a special em-
phasis has been given on usage of copulas as a novel
kind of probablistic model, forming a “copula-based”
EDA - CEDA.

Performance of the proposed algorithms were tested on
a well-studied benchmark problem of aerospace trajec-
tory as well as COCO optimization platform. Copula-
based EDAs slightly outperformed traditional EDAs as
well as the standard genetic algorithm.
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Abstract and that the o-algebra on Y is different from {0, Y}.
We denote z; := (z;,y;) and we set
This paper is concerned with the reliability
of individual predictions in regression. For this Z=XxY 2
purpose we describe conformal predictors and
some methods for estimating the reliability of in- and call Z the example space. Thus the infinite data
dividual predictions such as SenSitiVity analysis sequence (1) is an element of the measurable space 7,°.
or local modeling of prediction error. Finally we
carry out a simulation to compare the methods Our standard assumption is that the examples are cho-
In an experiment. sen independently from some probability distribution ¢

on Z, that means the infinite data sequence (1) is drawn
from the power probability distribution Q°° on Z*°.
Usually we need only slightly weaker assumption that
the infinite data sequence (1) is drawn from a distribu-
tion P on Z that is exchangeable, that means that for
every n € N, every permutation 7 of {1,...,n}, and
every measurable set ¥ C Z* hold

1. Introduction

This paper is concerned with the reliability of predicti-
ons in regression models. In the first section we are in-
terested in conformal predictors, which for every confi-
dence level 1 — ¢ output a prediction set. The conformal

predictors should be valid in the sense that in the long P{(z1,20,...) €Z% : (= 2) € E) =
run the frequency of error does not exceed € at each con- e o "
fidence level 1 — € and the prediction set is as small as P{(z1,22,...) € 2% (2x(1)s -+ Zn(m)) € B}

possible. The second chapter describes different appro-
aches to estimate the reliability of individual predictions
in regression such as sensitivity analysis or local mode-
ling of prediction error. In the third chapter a simulation
study comparing different reliability estimates is intro-
duced.

We denote Z* the set of all finite sequences of elements
of Z, Z" the set of all sequences of elements of Z of len-
gth n. The order in which old examples appear should
not make any difference. In order to formalize this point
we need the concept of a bag. A bag of size n € N is
a collection of n elements some of which may be iden-
tical. To identify a bag we must say what elements it

2. Conformal prediction . . .
contains and how many times each of these elements is

We assume that we have successive pairs repeated. We write \z1, ..., z,/ for the bag consisting

of elements 21, ..., 2,, some of which may be identical

(z1,91), (T2, 92)s - - -, D with each other. We write Z(™ for the set of all bags of

size n of elements of a measurable space Z. The set Z("™)

called examples. Each example (z;,y;) consists of an is itself a measurable space. It can be defined formally

object x; and its label y;. The objects are elements of as the power space Z™ with a nonstandard o-algebra,

a measurable space X called the object space and the consisting of measurable subsets of Z™ that contain all

labels are elements of a measurable space Y called the permutations of their elements. We write Z(*) for the set
label space. Moreover we assume that X is non-empty of all bags of elements of Z.
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2.1. Confidence predictors

We assume that at the nth trial we have firstly only the
object x,, and only later we get the label y,,. If we simply
want to predict y,,, then we need a function

D:Z"xX Y. 3)
We call such a function a simple predictor, always as-
suming it is measurable. For any sequence of old exam-
ples z1,y1, .-+, Tn—1,Yn—1 € Z* and any new object
T, it gives D(1,Y1, ..., Tn-1,Yn—-1,2n) € Y as its
prediction for the new label y,,.

Instead of merely choosing a single element of Y as our
prediction for y,,, we want to give subsets of Y large
enough that we can be confident that y,, will fall in them,
while also giving smaller subsets in which we are less
confident. An algorithm that predicts in this sense requi-
res additional input e € (0,1), which we call signifi-
cance level, the complementary value 1 — ¢ is called
confidence level. Given all these inputs

T, Y1y 3 Tn—1,Yn—1,Tn, € (4)
an algorithm I" that interests us outputs a subset
T(T1, Y1, oy Tn—1, Yn—1, Tn) ©)

of Y. We require this subset to shrink as € is increased
that means it holds

T (21,915 s Tpe1s Yn—1,Tn) C
L (21,91, -+ Tn—1,Yn—1, Tn) (6)
whenever 1 > e5.
Formally, we call a measurable function
[:Z" x X x(0,1) = 2Y (7

that satisfies (6) for all n € N, all incomplete data
sequences Ti,Yi,--.,Tn—1,Yn—1,Tn and all signifi-
cance levels €1 > e2 a confidence predictor.

We now introduce a formal notation for the errors I' ma-
kes when it processes the data sequence

®)

w=(®1,y1,%2,Y2,.--)

at significance level €. Whether I' makes an error on the
nth trial can be represented by a number that is one in
case of an error and zero in case of no error

1 ifyn¢re(x17yl7"'7

Tn—1,Yn—1, xn)a

(€))

err;, (I w) :=

0 otherwise,
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and the number of errors during the first n trials is

Err, (T, w) =Y _err§ (T, w) (10)
i=1

If w is drawn from an exchangeable probability distribu-
tion P, the number errs, (I, w) is the realized value of a
random variable , which we may designate err5, (T, P).
We say that confidence predictor is exactly valid if for
each e

err{ (T, P),err5(T, P), ... (11)

is a sequence of independent Bernoulli random variables
with parameter €.

The confidence predictor I' is conservatively valid if
for any exchangeable probability distribution P on Z*°
there exists a probability space with two families

€9 :ee(0,1),n=1,2,..) (12)

and

(¥ :ee(0,1),n=1,2,...)

of {0, 1}-valued variables such that

13)

o for a fixed £, &%, ¢{¥), .. is a sequence of inde-
pendent Bernoulli random variables with parame-

ter ¢;

e forall nand ¢, nﬁf) < f,(f);

e the joint distribution of errs (I', P), ¢ € (0,1),
n = 1,2, ..., coincides with the joint distribution
ofngf), e€(0,1),n=1,2,....

To obtain exact validity we define randomized confi-
dence predictor as a measurable function

[ (Xx[0,1]xY)* x (X x[0,1])x(0,1) — 2% (14)

which, for all significance levels €; > ¢e», all positive
integer n, and all incomplete data sequences

T1,T1,Y1y -3 Tn—1,Tn—1,Yn—15Tn, Tn; (15)

where z; € X, 7; € [0,1] and y; € Y for all ¢ satisfies

€
T 1(931,7'1,y1, e 7xn7177—n71ayn715m7177—n) g

re: (ZL'17T1/y17 .. -al'nfl:Tnfl»ynfl,xn»’rn)~ (16)

We will always assume that 71, 72, . . . are random num-
bers independently drawn from uniform distribution on
[0, 1]. We define err%, (I, w) by (9) with z; now being ex-
tended objects z; € X x [0, 1] and Err}, (T', w) is defined
by (10) as before.
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2.2. Conformal predictors

A nonconformity measure is a measurable mapping
A:Z2% x7Z >R (17)

To each possible bag of old examples and each possi-
ble new example, A assigns a numerical score indicating
how different the new example is from the old ones. It is
sometimes convenient to consider separately how a non-
conformity measure deals with bags of different sizes. If
A is a nonconformity measure, foreachn = 1,2,... we
define the function

A, ZD 7 5 R (18)

as the restriction of A to Z("~1) x Z. The sequence
(A, : n € N), which we abbreviate to (A,) will also
be called a nonconformity measure.

Given a nonconformity measure (A,) and a bag
\z1, ..., 2,/ we can compute the nonconformity score
oy = An(\zl,...,Zi,1,27;+1,...2:n/,27;) (19)
for each example z; in the bag. Because a nonconfor-
mity measure (A,,) may be scaled however we like, the
numerical value of «; does not, by itself, tell us how
unusual (A,,) finds z; to be. For that we define p-value
for z; as
Hi=1,...,n:a; > a}|

(20)
n

The conformal predictor defined by a nonconformity
measure (A,,) is the confidence predictor I' obtained by
setting

Fg(x17yla~'-7xn—1’yn—17xn) (2])

equal to the set of all labels y € Y such that

) = : i> n
|{Z 1’ 7n « —a }| >€7 (22)
n

where

(6% = An(\(mhyl)a"'7(xi—17yi—1)7
(Tit1,Yir1)s -+ o5 (Tno1,Yn—1), (Tn,Y) /5
('riayi))7 Vizla'--vnflv

Qn = A”(\(xlayl)a“w(mnflayn*l)/a (xnay))

Proofs of the next two theorems can be found in [2].

Theorem 2.1 All conformal predictors are conserva-
tive.
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The smoothed conformal predictor determined by the
nonconformity measure (A,,) is a randomized confi-
dence predictor I' obtained by setting

FE(-rlaTlayh“~7xn—1a7—n—1yn—17xna7—n) (23)

equal to the set of all labels y € Y such that

{i=1,...n:;>an}|
n +

™ |{i=1,...,nia;=an }| > e, (24)

n

where «; are defined by (23). The left-hand side of (24)
is called the smoothed p-value.

Theorem 2.2 Any smoothed conformal predictor is
exactly valid.

If we are given a simple predictor (3) whose output does
not depend on the order in which the old examples are
presented, than the simple predictor D defines a pre-
dictionrule D\, . . ,:X — Y by the formula

D\Zl,...,zn/(l‘) = D(Zl,...7Z"7.’E). (25)

A natural measure of nonconformity of z; is the devi-
ation of the predicted label

?/J\i = D\zl,.”,zn/(-r’i) (26)

from the true label y;. We can also use the deleted pre-
diction defined as

{/\(l) = ‘D\Zl7~~-~,Zi—1~,Zi+17~~~7zn/(wi)' (27)
More generally, the predictionrule D\ ., .. ., , may map
X to some prediction space Y not necessarily coinci-
ding with Y. An invariant simple predictor is a function
D that maps each bag \z1,..., 2,/ of each size n to a
predictionrule D\, . ../ X — Y and such that the
function

(\Zla ceey Zn/a I) — D\zh“.,z,,,,/(x) (28)

of the type Z(™ x X — Y is measurable for all n.
A discrepancy measure is a measurable function A :
Y x Y — R. Given an invariant simple predictor D
and discrepancy measure A we define functions A,, as
follows: for any ((z1,41),..., (ZTn,yn)) € Z*, the va-
lues

i = An(\(@1,91)s -+ (Tim1,9i1),
(Tog1,Yiv1)s -5 (Tnsyn)/, (T, 41)) (29)

are defined by the formula
a; = A(Yi, Dz, oz () (30)

or the formula

Q1= A(yh D\zl,A.A,z,ﬂ,,l,zprl,A..,z,,,/(xi))- (31)

It can be easily checked that in both cases A,, form a
nonconformity measure.
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3. Reliability estimates

In this chapter we are interested in different approaches
to estimate the reliability of individual predictions in re-
gression.

3.1. Sensitivity analysis

To estimate the reliability for a given example x, we
compute the initial prediction K of the example x. Then
we label z with K + €(linaz — lmin ), Where € is a sensi-
tivity parameter, and l,,,;, and l,,,, denote the lower
and the upper label bounds of the learning examples,
respectively. We add the new labeled z in the learning
set. In the next step, a new sensitivity model is induced
on the modified learning set and this model is used to
compute a sensitivity prediction K. for the same par-
ticular example x. After computing different sensitivity
predictions using different values of parameter ¢ € F,
where E is some set of positive real parameters, the pre-
dictions are combined into different reliability estimates.
Sensitivity analysis - variance is defined as

EseE(Ks - K*E)

SEvar(z) := (32)
|E|
and sensitivity analysis - bias is defined as
K.-K)+(K_. - K
SEbias(z) := Leep(K- )+ (K- ). (33)

2|E|

3.2. Variance of a bagged model

We are given a learning set L = {(z1,v1), ...,

(€, Yn)}. We take repeated bootstrap samples L), i =
1,...,m from the learning set and induce a model on
each of these samples. Each of the models yields a pre-
diction K;,7 = 1,...,m for an example z. The label of
the example z is predicted by averaging the individual

predictions .
K= Zim K (34)
m
We call this procedure bootstrap aggregating or bagging.
The reliability estimate of a bagged model is defined as
the prediction variance

1 m
BAGV(z) := — Y (K; - K).
m
i=1

(35)

3.3. Local cross-validation reliability estimate

Suppose we are given an unlabeled example z
for which we wish to compute the prediction and
the local cross-validation (LCV) reliability estimate.
We define the set of k nearest neighbors of xz:
N = {(z1,C1),...,(zk, Ck)}, where k is selected in

PhD Conference ’11

16

advance. For each (x;,C;) € N we generate a model
M; on N \ {(x;,C;)}. Then we compute local leave-
one-out (LOO) prediction K; for example x; using mo-
del M; and we compute LOO error F; = |C; — Kj|.
The LCV reliability estimate is computed as the weigh-
ted average of the nearest neighbors’ local errors

1
_ L@iCoeN Tm Ui
= 1 )

d(z,x)

LCV(x) : (36)

Z(Ii,ci)EN

where d is some distance on the object space.

3.4. Local modeling of prediction error

Given a set of k nearest neighbors N = {(z1,C4),. ..,

(xk, Ck)}, we define the estimate CNK (Cheighbors — &)
for an unlabeled example « as the difference between
the average label of the nearest neighbors and the exam-
ple’s prediction K (using the model that was generated
on all learning examples)

k
= 7Zi:1 Ci _ K.

CNK(z) p

(37)

3.5. Density-based reliability estimate

The density-based estimation of prediction error assu-
mes that error is lower for predictions which are made in
denser problem subspaces (a portion of the input space
with a more learning examples), and higher for predicti-
ons which are made in sparser problem subspaces. But
it has the disadvantage that it does not take into account
the learning examples’ labels. This causes the method
to perform poorly with noisy data and in cases when
distinct examples are not clearly separable. Given the
learning set L = {(z1,y1),.- ., (Zn,yn)}, the density
estimate for unlabeled example x is defined as

2imy Kld(w, 7))

n

p(x) == (38)
where d denotes some distance on the object space and
k is a kernel function (for example the Gaussian). Since
we expect the prediction error to be higher in cases when
the density is lower, it means that p(x) correlates nega-
tively with the prediction error. To establish the positive
correlation we define the reliability estimate as

DENS(z) := max (p(x;)) — p(x).

=1,...,n

(39)

4. Simulation

We carried out a simulation to compare different me-
thods for estimating the local error of regression models.
We used neural networks with radial basis functions
(RBF networks) as our regression models with Gaussian
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used as the basis function. Therefore, the output of the
RBF network f : R™ — R has the form

N
fx) =Y mexp{-Bilx—al’}  (40)
=1

where NN is the number of neurons in the hidden layer,
c; is the center vector for neuron ¢, 3; determines the wi-
dth of the ith neuron and 7; are the weights of the linear
output neuron. RBF networks are universal approxima-
tors on a compact subset of R”. This means that a RBF
network with enough hidden neurons can approximate
any continuous function with arbitrary precision.

We used a benchmark function similar to some empiri-
cal functions used in chemistry to carry out our experi-
ment. This function was introduced in [4]. The value of
this function 9 in the point (x1, z2, 23,4, T5) can be
expressed as

V(z1, T2, 3, T4, x5) = —A(T1,22)
— B(z2,23)C(z3,24,25) (41)
where
A(x1,22) = 0.69(x1 — 0.35, 22 — 0.35)
+0.75g(z1 — 0.1,22 — 0.1)
+ g(x1 — 035,29 — 0.1)
B(z2,z3) = 0.4g9(x2 — 0.1, 25 — 0.3)
C(w3,24,75) = 5+ 25[1 — {1 + (3 — 0.3)*
+ (x4 — 0.15)2 + (x5 — 0.1)2}1/7)
g(a,b) = 100 — 1/(100a)2 + (100b)2
(100a)% + (1005)2
/(100a)2 + (100b)2 + (0.01)2

sin

+ 50

Moreover, the input vectors must satisfy following con-
ditions
5
> wi=1 and x; €[0,1],fori=1,...,5 (42)
i=1

We compared different reliability estimates of individual
predictions: the width of confidence intervals (CONF),
the variance of a bagged model (BAGV) and the local
modeling of prediction errors using nearest neighbors
(CNK estimate).

We repeated the following procedure five times in our
simulation.

e Randomly generate 600 points satisfying the con-
ditions (42).
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e Compute the function values of function ¥ in
these points.

e Split this set of points into a training set of 500
points and a testing set of 100 points.

e Split the training set into the proper training set
and the validation set in proportion 2 : 1.

e Fit RBF networks with 1,2,3,4 and 5 hidden
neurons twelve times using the Matlab function
Isqcurvefit on the proper training set.

e Choose the RBF network with the smallest error
on the validation set for each number of hidden
neurons.

e Compute the predictions based on the RBF ne-
tworks for the testing points for each number of
hidden neurons.

e Compute the reliability estimates in each of 100
testing points for each number of hidden neurons.

o Compute the real error in each of 100 testing
points for each number of hidden neurons.

The initial values of parameters 7; were set as mean of
the response vector, initial values of [3; were set as the
mean of the standard deviation of the components of tra-
ining data points. The centers c; were set randomly.

The confidence intervals were computed using Matlab
function nlpredci with the option simopt on (CONF1)
and off (CONFO). The Jacobian can be computed
exactly, because the form of the RBF network is known
and differentiable. Therefore, we supply the function nl-
predci with this Jacobian.

The variance of a bagged model was computed for num-
ber of different models m = 10 and the bootstrap sam-
ples were as big as the original sample.

The CNK estimates were computed for number of nei-
ghbors k = 2,5, 10.

Finally, we computed in each of the testing point for
each method a Kendall’s rank correlation coefficient be-
tween the real error and the predicted error for the RBF
networks with 1,... 5 hidden neurons. Then we took
the average correlation for each method for all 100 tes-
ting points and average overall. Results can be found in
Table 1. Moreover, we computed the number of cases in
which the method chose the best model. It means that
our method estimated the smallest error for the model
with the smallest error. These results can be found in
Table 2. Table 3 shows the number of cases in which the
best model had given number of hidden neurons.
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CONFO CONFI CNK2Z CNK5 CNKIO BAGV
0360 0294 0568 0572 0602 0392
0.188  -0.030 0570 0536 0540  0.330
0264 0078 0552 0644 0650  0.290
0.530 0462 0474 0484 0454 0310
0218  0.034 0508 0578 059 0372

[ 0312 0.168 0534 0563 0568 0339 |

Table 1: Correlation of the reliability estimates and the real
error in each of the five runs and the average corre-
lation.

CONFO CONFI CNK2 CNK5 CNKIO BAGV
39 33 56 56 61 34
28 28 53 50 43 21
47 47 54 56 56 22
24 19 37 42 35 20
26 25 51 55 57 29
[ 164 152 251 259 252 126 ]

Table 2: Number of cases in which the best model was
correctly chosen (out of 100 and the summary).

#Neurons | 1 2 3 4 5
#Best 16 75 207 88 114

Table 3: The number of cases in which the best model has
1,2, 3,4 or 5 hidden neurons.

We can see from the previous tables that the best results
are achieved by the CNK reliability estimate. It chose
the best model approximately in half of all cases. The
number of used neighbors is not too important in our
study as the CNK estimate worked very similarly for
2,5 and 10 neighbors. We can also see from Table 2 and
3 that the CNK estimate chose the best model more of-
ten than if we take the globally most suitable model with
three hidden neurons. The BAGV model did not perform
that well. It chose the best model only one in four cases
which is only slightly better than random selection. The
correlation is also much lower than for CNK. Finally,
the confidence interval with option simopt on worked
very poorly. If we use the option simopt off it works
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a little bit better. But the correlation is still not too high
and also the best model is chosen only one in three cases
which is slightly better than BAGV but much worse than
the CNK estimate. The reason for this behavior of confi-
dence intervals is probably too nonlinear problem which
can not be even locally linearly approximated with suf-
ficient precision.

5. Conclusion

We described some approaches to estimating the relia-
bility of individual predictions in regression. We com-
pared confidence intervals, local modeling of prediction
error, and variance of a bagged model in a simulation
study. The local modeling of prediction error gave very
good results and it could be used for choosing the best
model. The confidence intervals did not perform too
well, probably because the problem was too complex. In
our future work we will try to study conformal predic-
tors more deeply and implement some of these methods
in the FAKE GAME (Fully Automated Knowledge Ex-
traction using Group of Adaptive Models Evolution)
project.
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Abstract property as well. If we cannot prove that the
current abstraction has the property, we refine

In our work, we introduce a new approach the abstraction, that is, we include more infor-
to computing abstractions for hybrid systems. In mation about the concrete system.
applications, hybrid systems are used as a forma- We present our recently published result [1]
lism for modeling embedded systems and vari- where the abstractions capture the reachability
ous other systems where software interacts with information relevant for a safety property of a
physical t':nV1r0ment. . ) hybrid system as succinctly as possible. This is

Hybr ’.d systems are dynamic systems with achieved by an incremental refinement of the
both continuous and discrete state. The state of a abstractions, simultaneously trying to avoid in-
hybrid system is defined by a discrete mode and creases in their size as much as possible. The
values for all continuous variables. The state in approach is independent of a concrete technique
each mode changes continuously according to for computing reachability information, and can
(ordinary) differential equations or differential hence be combined with whatever technique su-
¥nclu.51ons.and it is allowed tq discretely chang'e itable for the problem class at hand.
.., jump in case a so-called jump guard condi- We show the usefulness of the method in the
tion is met. We can use the discrete part of hyb- . . . .

. . algorithm for safety verification of hybrid sys-
rid system to model computer program behavior . .
. . . tems based on constraint propagation and abs-
and continuous part to model physical enviro- .
R . traction refinement [2].

ment where both components interact with each
other.

Informally speaking, safety of a hybrid sys-
tem is a property that, given a set of states where References
a system can start its evolution, i.e., initial states .
and a set of states that should not be reached, i.e., [11 T. Dz.etkuhc anq S. Ratschag, Incremental_ Com-
unsafe states, it is not possible for the system to putation Of Succinct Abstractions For Hybrid Sys-
start in an initial state and evolve into an unsafe tems, 9th International Conference on Formal Mo-
state. deling and Analysis of Timed Systems 2011.

Given the hybrid system and a property of ) )
hybrid systems, abstraction is a discrete system, [2] S.Ratschan and Z. She, Safety Verification of Hyb-
that if the abstract system has the given property, rid Systems by Constraint Propagation Based Abs-
then the original (the concrete) system has the traction Refinement, ACM TECS 2007.
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Abstract (i.e. the probability that the event has not occurred be-

fore t), and the hazard function, representing the rate of

Survival analysis is a collection of statis- occurrence of the event at a given time. Under the as-
tical methods for inference on time-to-event sumption of independent censoring, these functions are
data. If several causes of failure occur and estimated by the Kaplan-Meier estimator of the survival

the occurrence of one event precludes the
occurrence of the other events, the situation is
known as competing risks. Since the competing
risks violate the fundamental assumption of in-
dependent censoring, specific methods for infe-
rence are needed. The competing risks model
and statistical methods for nonparametric ana-
lysis are recalled in this paper. The methods are

function and the Nelson-Aalen estimator of the hazard
function (for more information, see e.g. [1] or [2]).

In some cases, several causes of failure are possible but
the occurrence of one event precludes the occurrence of
the other events (e.g. when failures are different causes
of death, only the first one can be observed). This si-

then illustrated on a real data set of 118 Chro- tuation is known as competing risks. Often, only one
nic Myeloid Leukemia (CML) patients from the event is chosen for analysis, the competing causes of fai-
Clinic of Haemato-oncology of the University lure are ignored and treated as right-censored observati-
Hospital in Olomouc. The overall survival pro- ons, and classical survival methods are used for infe-
bability and risk factors of two types of fai- rence [3]. However, this approach leads to a bias in the
lure (death due to CML and death from other Kaplan-Meier estimate [4]. The bias is caused by vio-

causes) are assessed. Predicted probabilities of
the two types of failure with stratification based
on the risk factors (Sokal score, haematologi-
cal response to treatment) are shown. The effect
of the Sokal score classification is found am-
biguous. While the score should identify high-

lating one of the fundamental assumptions underlying
the Kaplan-Meier estimator — the assumption of inde-
pendence of distribution of the time to the event and the
censoring distribution. Furthermore, independence be-
tween distinct causes of failure cannot be verified on the

and low-risk CML patients, it seems to be pre- basis of the observed competing risks data [5]. Specific
dictive only for the failure due to other causes methods are thus needed for the estimation of survival
than CML. probabilities. The Cox proportional hazards model may

be used for regression analysis, but the interpretation of

the results becomes different [4].
1. Introduction

This paper presents the competing risks model and sta-

Methods of survival analysis have become widely used tistical methods for nonparametric analysis. The me-
in medical research in the past few decades. Standard thods are then illustrated on real Chronic Myeloid
survival data (also called time-to-event data) arise in stu- Leukemia (CML) data from the Clinic of Haemato-
dies where time from some origin to an end-point is me- oncology of the University Hospital in Olomouc, Czech
asured. The end-point is defined by occurrence of a cer- Republic. All statistical methods are implemented with
tain event of interest. The time until the specified event the R software, using the survival, cmprsk and mstate
occurs can be characterized by several functions. The packages [6].

most widely used are the survival function, representing
the probability of an individual surviving up to time ¢
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2. Statistical background

Competing risks are used to model a situation where
subjects under investigation are exposed to several
causes of failure. If failures represent different causes
of death, only the first event to occur is observed. In
other settings, second and subsequent failures may be
observable, but not of interest. The violation of the as-
sumption of independent censoring, leading to a biased
Kaplan-Meier estimator, is an important issue in com-
peting risks models. If the competing event time distri-
butions were independent of the distribution of time to
the event of interest, this would imply that at each time
the risk of this event is the same for subjects that have
not yet failed and are still under follow-up as for sub-
jects that have experienced a competing event by that
time [4]. However, a subject that is censored due to fai-
lure from a competing risk will certainly not experience
the event of interest. Since subjects that will never fail
(by the failure of interest) are treated as if they could fail
(they are censored), the standard Kaplan-Meier estima-
tor overestimates the probability of failure and underes-
timates the corresponding survival probability [4], [7].

The competing risks data are represented by the failure
time 7', the failure cause D and a vector of covariates Z
(T is assumed to be a continuous and positive random
variable, D takes values in the finite set {1,...,m}).
Former approach to competing risks used multivariate
failure time models. In such models each subject was
assumed to have a potential failure time for each type of
event. The earliest event was actually observed and the
others were latent. This approach focused on the joint
distribution of the times 77, ..., T}, of the m different
failure types, described by the joint survival function
S(ty,. ..

,tm):P(Tl >t1,...7Tm>tm).

The marginal hazard function

Pt<T; <t+AtT; >1)
At

lim

hi(t
i) At—0+

is defined by the marginal survival

Sj(t) = P(Tj > t) = S(O, ..,0,t,0,. ,O)

However, without additional assumptions, neither the
joint survival function is identifiable from the observed
data, nor are the marginal distributions [2], [8], [5]. This
“latent failure time” approach has thus little practical

use.

A recent concept in competing risks models is the cause-
specific hazard function and the cumulative incidence
function. These two functions completely specify the
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joint distribution of (7', D), the failure time and the fai-
lure cause [9]. The cause-specific hazard function for the
j—th cause is defined by

Pt <T <t+At,D=j|T>t)

Ai(t) = 1
i(t) AtS0+ At '
forj =1,...,m.Itrepresents the hazard of failing from

cause j in the presence of the competing events. The cu-
mulative cause-specific hazard is then defined by

A(t) = /0 '\, (u)du.

A function S;(t) = exp(—A;(t)) should not be inter-
preted as a marginal survival function unless the com-
peting event time distributions and the censoring distri-
bution are independent (in case of independent censo-
ring, the marginal distribution models the situation when
competing events do not occur) [9]. The total hazard
A(t) and the overall survival function S(t) are defined
in terms of the cause-specific hazards:

M) = i Pt<T <tAj AT >t) _ i’\j(t)’
S(t) = P(T>t)=-exp (—/0 )\(u)du) =

mo
exp 72/ Aj(u)du | =
j=1"0

m

exp | — Z A;(t)
j=1

This overall survival function does have an interpre-
tation: It is the probability of not having failed from any
cause at time ¢ [3].

The cumulative incidence function of cause j, I;(t), is
defined by

L) =P(T<t,D=3j), j=1,....m,

and represents the probability of a subject failing due to
cause j in the presence of all the competing risks. It can
be expressed in terms of the cause-specific hazard and
the overall survival function as

6]

This function is sometimes called “crude cumulative in-
cidence function” or “subdistribution function”. It is not
a proper distribution function because the cumulative
probability to fail from cause j remains less than unity,
as I;(co) = P(D = j) [1]. The standard Kaplan-Meier
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estimator of the probability of failing due to cause j be-
fore or at time ¢ satisfies

t

-850 = [ NS @
0

which is similar to the expression of cumulative in-

tensity function I;(¢). Equations (1) and (2) differ by

replacing S(t) by S;(t). Since

S(t) < 55(1),

then
I;(t) <1—55(1),

with equality at ¢ if there is no competition, i.e. if

This shows the bias of the Kaplan-Meier estimator if it
is used to estimate I;(¢) [4].

The cumulative incidence function can be estimated
using the Kaplan-Meier methodology restricted to speci-
fic failures for each cause: Let 0 < t1 < to < --- < tp,
be the ordered distinct times at which failures of any
cause occur. Let d;, denote the number of patients fai-
ling from cause j at ¢y, and let dj, = Z;":l d;i, denote
the total number of failures (from any cause) at ¢j. Let
ny, be the number of patients at risk (i.e. patients still in
follow-up who have not failed from any cause) at time
t. Then the cumulative incidence function of cause j at
time ¢ is estimated by

Z)\tk

ket <t

(tk—1),

where the discretized version of the cause-specific ha-

zard \;(ty) = P(T = tx, D = j|T > tg_1) is estima-
ted by
. din
Aj(te) = ==
k
and
sy = ]I Aj(tk)
kity <t j=1

More detailed derivation of this estimator of I;(t) can
be found in [1] and [4].

Consider now a regression model for the cause-specific
hazard functions. Since the cause-specific hazard functi-
ons are identifiable, regression on these functions is
possible and a competing risks analogue of the Cox pro-
portional hazards model becomes a logical choice [2]. It
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models the cause-specific hazard of cause j for a subject
with a covariate vector Z by

(1, Z) = Xoj (t) exp(B] Z),

where Ao;(t) is the baseline cause-specific hazard of
cause j and (; is a vector of the regression coeffici-
ents related to cause j. Both the baseline hazards and
the regression coefficients are permitted to vary arbitra-
rily over the j failure types. Again,lett;; < tj < --- <
tjk; denote the k; times of type j failures, j = 1,...,m,
and let Zj; be the covariates for the individual that fails
at tj;. Partial likelihood is constructed with conditioning
at each failure time: (1) on the previous history of failu-
res and censoring, (2) that at time ¢;;, a single type j
failure occurs [4]. The partial likelihood function then
reads [2]:

kj
m exp ( Zﬂ(tji))
(B1,---Bm) 1;[1:[ > en,, >exp(5 Z,(t;:))

where R(t;;) is the risk set at time ¢;;. Estimation and
comparison of the regression coefficients 3; can be con-
structed by applying asymptotic likelihood techniques
individually to the m factors.

3. The CML data analysis

For illustration of the competing-risks techniques, data
from the Clinic of Haemato-oncology of the Univer-
sity Hospital in Olomouc are used. The data contain
118 patients suffering from Chronic Myeloid Leukemia
(CML). CML is a cancer of the white blood cells. It is
a form of leukemia characterized by the increased and
unregulated growth of predominantly myeloid cells in
the bone marrow and the accumulation of these cells
in the blood. The median age [in 1999] is 53 years,
but all age groups, including children, are affected [10].
The natural history of CML is progression from a be-
nign chronic phase to a blast crisis within three to five
years [11]. Blast crisis is the final phase in the evolution
of CML, and behaves like an acute leukemia, with rapid
progression and short survival. The blast crisis is often
preceded by an accelerated phase, which signals that the
disease is progressing and transformation to blast crisis
is imminent. Drug treatment can usually stop this pro-
gression if started early [10], [11], [12]. In the Czech
Republic, there are about 200 newly diagnosed CML pa-
tients per year [13].

All 118 patients in the data set were treated in the Olo-
mouc University Hospital in the years 1989-2010. The
last admissible date of diagnosis for the analysis was in
2006 in order to have sufficient follow-up time for all the
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patients. There is one limitation of the data concerning
its consistency: the treatment protocol was changed in
2001 because a new drug — Glivec — had been approved
for treatment of the chronic phase of CML. Until 2001,
patients were treated by Interferon. For first-line treat-
ment, Interferon was used for all patients in the Olomouc
data set (even those diagnosed after 2001) and most of
the patients surviving after 2001 were then treated by
Glivec. Out of the 118 patients, 67 are males (57%). The
age of the patients at the date of diagnosis ranges from
18 to 71, with the mean of 48 years and median of 50
years. At the date of diagnosis, the Sokal score [14] is
evaluated for patients with CML. It identifies low- and
high-risk patients according to their age, spleen size and
blood cell count. The high risk group (Sokal score 3)
contains 21% of the Olomouc patients (n = 25), the
low risk group (Sokal score 1) covers 39% (n = 46).
All other patients were classified with the Sokal score 2.
Complete blood count was recorded at the date of dia-

gnosis and haematological response to the treatment was
assessed. Overall, 73 patients (62%) achieved complete
haematological response (CHR) to the Interferon treat-
ment. Although other types of failure could be conside-
red as well, the focus of this paper is the overall survival
with initial point being the date of diagnosis of CML
and terminal point being death. The events of interest
(competing risks) are two types of failure: death due to
CML (includes accelerating disease, progressive disease
and blast crisis), and death from other causes (different
types of cancer, graft-versus-host disease after stem cell
transplantation, suicide, other). By January 2010, 39 pa-
tients (33%) have died, 23 patients died due to CML
(20%) and 16 due to other causes (14%). Seventy nine
patients (67%) did not experience any of these events
and were censored in January 2010. All the competing
risks estimations are made in terms of the overall sur-
vival, i.e. time from the diagnosis of CML to death is
considered.

0.8 1.0

Probability
0.6
1

0.4

0.0
L

CML-related death

death from other causes

_r'—'_'_'j_ﬂ

0 50

100

150 200 250

Time (months)

Figure 1: Estimates of probabilities of CML-related death and death from other causes, based on Kaplan-Meier (grey) and on

cumulative incidence functions (black).

Figure 1 shows the estimates of the probabilities of
“CML-related death” and “death from other causes” for
all patients. The CML curves are represented as survival
curves, while the other event curves are represented as
probability distribution functions (one minus survival)
for greater clarity. Estimates based on the Kaplan-Meier
method are grey, whereas the estimates of the cumula-
tive incidence functions are black. For this data, the two
estimates are relatively close to each other, however, the
difference between the curves is obvious. The estimates
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of probability of failure based on Kaplan-Meier after 10
years (120 months) of follow-up are P = 0.24 for CML-
related event resp. P = 0.19 for other type of event,
while cumulative incidence estimates are P = 0.22 and
P = 0.16 for CML and other type of event, respecti-
vely. This illustrates the formerly mentioned claim that
the Kaplan-Meier estimator overestimates the probabi-
lity of failure and underestimates the corresponding sur-
vival probability.
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Figure 2: Cumulative incidence curves of CML-related death and death from other causes. Differences between the curves repre-
sent probabilities of the particular events.

Figure 2 shows the estimated cumulative incidence cur- lative incidence functions of CML and other types of
ves again, displayed in a different way — they are stac- death (fc MmrL(t)+ jother (t)). This representation allows
ked. The bottom curve represents the estimate of the an easy comparison of the respective probabilities at any
cumulative incidence function of CML (IoasL (1)), the time t.

top curve represents the sum of estimates of the cumu-

Mean Median Min Max

Age (years) 48 50 18 71
Leu (x10°/1) 131 86 2777
Hgb (g/1) 125 126 70 161
Table 1: Basic characteristics of the continuous covariate variables: age, leukocyte count and haemoglobin level at the date of
diagnosis.
For the regression analysis on cause-specific hazards, vel (Hgb) at diagnosis are continuous. For purposes of
several covariates are used. Basic characteristics of the the analyses, in order to make interpretation of results
covariates are shown in Tables 1 and 2. Sex, Sokal easier, these continuous variables were converted into
score and complete haematological response to treat- dichotomous. The cut-off levels were set (by the medi-
ment (CHR) are categorical variables, whereas age at cal staff) to 45 years of age, 50 x 10°/1 of leukocytes
diagnosis, leukocyte count (Leu) and haemoglobin le- and 110g/! of haemoglobin.
N %
Sex male 67 57
female 51 43
1 46 39
Sokal score 2 46 39
3 25 21
yes 73 62
CHR no 44 37

Table 2: Basic characteristics of the categorical covariate variables. One value is missing in the Sokal score and the complete
haematological response to treatment (CHR) variable.
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Table 3 reports the results of the univariate Cox regres-
sion analysis with single covariates sex, age, Leu, Hgb,
Sokal score and CHR. It is evident that the blood count
has strong effect on the rate of occurrence of CML-
related death. The leukocyte level above 50 negatively
effects overall survival of the CML patients (hazard ratio
(HR) = 2.52, p = 0.09), while the effect of haemoglo-

bin level above 110 is protective (HR =0.42, p = 0.04).
Patients who achieve complete haematological response
to treatment, are in a lower risk of death due to CML
(HR = 0.33, p = 0.01). There is no evidence of any de-
pendence of CML-related death rates on sex, age or the
Sokal score. On the other hand, the strongest effect on
the rate of occurrence of other

CML other
Sex (male) 1.30 0.55 0.52 0.20
Age (> 45) 1.40 0.46 1.43 0.51
Leu (> 50) 2.52 0.09 2.31 0.19
Hgb (> 110) 0.42 0.04 0.40 0.08
Sokal score 1.43 0.19 2.74 0.004
CHR (yes) 0.33 0.01 0.81 0.70

Table 3: Relative risk estimation for the CML-related death and death from other causes with single covariates.

causes of death is achieved by the Sokal score. The ha-
zard ratio for each extra point in the Sokal score is 2.74
(p = 0.004). Thus, an individual having Sokal score 3
has 7.54—times higher risk of death due to other causes
compared to the individual having Sokal score 1 (the es-
timated coefficient Bot ner = 1.01). The effect of haemo-
globin level above 110 is the same for other causes of
death as for the CML-related death: haemoglobin level
above 110 lowers the risk (HR = 0.40, p = 0.08). There
seems to be no effect of sex, age, leukocyte count and
the achievement of complete haematological response
to treatment on the risk of death from other causes than
CML. However, the results for the sex covariate are inte-

CML-related death

resting. Although the effects are not statistically signifi-
cant (p = 0.55 and p = 0.20 for CML and other type of
death, respectively), they are opposite for the two types
of failure. In case of CML-related death, males may be
in higher risk than females (HR = 1.30), while in case
of other types of death, the hazard ratio for males rela-
tive to females is 0.52. Sex is the only covariate with
such opposite effects on the two types of failure. In the
multivariate Cox regression model, no combinations of
the above mentioned six covariates prove to have statis-
tically significant effects on the risk of failure due to any
of the competing risks.

Death from other causes
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Figure 3: Predicted cumulative incidence functions for CML-related death (left) and death from other causes (right), for patients
with and without complete haematological response to treatment, based on the proportional hazards model for the

cause-specific hazards.
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CML-related death

Death from other causes
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Figure 4: Predicted cumulative incidence functions for CML-related death (left) and death from other causes (right), for the Sokal
score classification, based on the proportional hazards model for the cause-specific hazards.

Based on the results of the Cox regression, predicted
cumulative incidence curves can be obtained. Figures 3
and 4 show the predicted occurrence of CML-related de-
ath and death from other causes for the groups of pati-
ents with and without complete haematological response
to treatment and for the Sokal score classification. For
the CML-related death, the CHR achievement has a
strong protective effect: The predicted probabilities of
failure due to CML after ten years (120 months) are
P = 0.15 and P = 0.38 for the “CHR yes” and the
“CHR no” groups, respectively. On the other hand, there
seems to be no relationship between the CHR outcome
and failure due to other causes than CML, which is to
be expected. For both CHR groups, the predicted pro-
bability of death from other causes after ten years from

4. Acknowledgment

The author is grateful to Assoc. Prof. Edgar Faber, M.D.
and the Clinic of Haemato-oncology of the University
Hospital in Olomouc for providing the data and introdu-
cing the author into the subject of CML.

5. Conclusion

The competing risks model and statistical methods for
nonparametric analysis are recalled in this paper. The
bias in the standard Kaplan-Meier estimator and the
need for specific methods for inference on competing
risks data is explained. The data set of Chronic Myeloid
Leukemia (CML) patients from the Clinic of Haemato-
oncology of the University Hospital in Olomouc is ana-
lyzed. The overall survival probability and risk factors of
two types of failure (death due to CML and death from
other causes) are assessed. The interesting role of sex
and the Sokal score classification on the overall survival
of the CML patients is discussed. Predicted probabili-
ties of the two types of failure with stratification based
on the chosen risk factors are shown. The effect of the
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the diagnosis is relatively low (P = 0.15). The effect
of the Sokal score classification is ambiguous. While
the score should identify high- and low-risk CML pa-
tients, it seems to be predictive only for the failure due
to other causes than CML. The predicted probabilities
of death from other causes after ten years are P = 0.35
and P = 0.07 for the Sokal score 3 group and the So-
kal score 1 group, respectively. The predicted probabili-
ties of death from CML after ten years are much closer
one to another for all the groups — P = 0.28 for Sokal
score 3 and P = 0.18 for Sokal score 1. Other predicted
cumulative incidence curves are not presented here, as
they can easily be obtained from the results of the Cox
regression (see Table 3).

Sokal score classification is found ambiguous. While the
score should identify high- and low-risk CML patients,
it seems to be predictive only for the failure due to other
causes than CML. The use of the Sokal score should be
considered more thoroughly.
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Abstract 2. Anatomical-physiological biometric characteris-
tics

The most frequently used anatomical-physiological bi-

This thesis analyzes current state of use K R 7
ometric characteristics in common practice are finger-

of biometrics in computer security. It provi-

des an overview of the most commonly used prints, palm prints, geometry of hand shape and scan-
anatomical-physiological and behavioral bio- ning of bloodstream patterns of the palm or the back of
metric identification methods. The result of the one’s hand.

work will be a new set of methods, which allows

reliable identification of the user in the most 2.1. Fingerprints and palm prints

comfortable way. These new principles of data

security will be used to enhance the protection of Fingerprints and palm prints are based on the uniqueness

specialized health record. This will contribute to of ridge patterns. Miniaturization of sensors and proces-
expansion of generally conceived EHR MUDR sors allows the fingerprint-based biometric identification
concept to other application areas. for large commercial use.

In practice, fingerprints are often used for authentication
of persons accessing to computers or communication de-
vices, for enhancement of protection of identification or
credit cards, for authorization to access buildings and for
Biometrics, biometric identification and verification protection of precious or dangerous devices from unau-
have been investigated since the early 80’s of the last thorized use.

century. At the end of the 20th century first applications
began to emerge, especially in forensic practice where
biometrics was represented by automated processing of
fingerprints and palm prints found at a crime scene.
Nowadays, biometric methods are irreplaceable both in
the forensic sciences and in commercially available ap-

1. Introduction

Interactive fingerprinting, which is now often implemen-
ted in a variety of technical equipment, is done by means
of sensors. These sensors may be contact or contactless
and their functions can be based on different physical
principles [2].

plications.

2.1.1 Contact fingerprint sensors: Contact
In this paper we analyze current state of use of biomet- sensors include optical, electronic, optoelectronic, ca-
rics in computer security, especially the possibilities of pacitive, pressure and temperature sensors. Some of
identification based on biometric data. Biometric cha- these sensor types will be described in detail below.
racteristics can be divided into anatomical-physiological Main advantages and disadvantages of each method are
and behavioral. clearly shown in Table 1.
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Sensor

Advantages

| Disadvantages

Optical contact sensors

very quick
user-friendly

not resistant to dirt
not hygienic
don’t recognize living tissue

Electronic contact sensors

resistant to dirt

not hygienic

very quick don’t recognize living tissue
user-friendly
Capacitive contact sensors very quick not resistant to dirt

don’t recognize living tissue
not hygienic

Temperature contact sensors

recognize living tissue
very quick

not hygienic

Optical non-contact sensors

resistant to dirt
hygienic
very quick

don’t recognize living tissue

Ultrasonic non-contact sensors

resistant to dirt
hygienic

don’t recognize living tissue

very quick

Table 1: Comparison of contact and non-contact fingerprint sensors.

Optical contact sensors: Optical sensors are based
on FTIR technology (Frustrated Total Internal Re-
flection). This means that a laser beam illuminates the
bottom surface of a finger that touches a transparent sen-
sor plate. Reflected light flux is then captured by a CCD
(Charge-Coupled Device) element. The amount of re-
flected light depends on the depth of papillary lines and
furrows. Papillary lines reflect more light than furrows.

Other optical sensors use a thick bundle of opti-
cal fibers that are perpendicular to the plane of the
sensor. Here again, the method of exposure and re-
flection of light flow is applied. Another type of sensors
uses CMOS technology (Complementary Metal-Oxide-
Semiconductor).

Electronic contact sensors:  Electronic sensors ope-
rate on the principle of electric field between two pa-
rallel, conductive and electrically charged plates (see
Figure 1). If the shape of the originally flat plate on
top changes to wavy (papillary lines and furrows), the

skin layer consist of
cross section of skin dead skin cells
¢  (dielectric)
furow . skin surface
ridge

reference
signal " <———  metal pads

enerator
g board emitting
«—  reference signal
* * * * ————  amplifier
«— semiconductor layer

Figure 1: Simplified diagram of the electronic sensors (ac-
cording to [8]).

PhD Conference ’11

30

shape of the electric field changes too. The upper plate
of the sensor is represented by surface of the skin that is
connected to the source reference electrical signal.

The main advantage of this sensor is that it does not scan
only the surface of the skin but it scans deeper skin la-
yers too. This means that this type of sensor is resistant
to dirt and possible damage of the skin surface.

Optoelectronic contact sensors: Optoelectronic
sensors consist of two layers. The upper layer is in con-
tact with the skin and it is able to emit light. This light is
captured in the second glass layer in which photodiodes
are sealed. These photodiodes convert the light into an
electrical impulse.

Capacitive contact sensors:  Capacitive sensors cap-
ture fingerprint by measuring electrical capacity (see Fi-
gure 2). Scanning sensor is composed of a large number
of scanning surfaces that are isolated from each other.
By touching the sensor, papillary lines bridge the con-
ductive pads while furrows act as isolators. The shape
of papillary drawing, therefore, modulates voltage and
capacitance drops between the conductive pads. These
drops are measured and they form a digitalized picture
of papillary drawing.

These sensors are highly nonresistant to various types of
dirt that may significantly alter conductivity of the skin.

Pressure contact sensors:  Pressure sensors respond
to a pressure of papillary lines on the surface of sensor.
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cross section of skin

furrow
ridge

protective cover of sensor

[T metal pads

50 ym

Figure 2: Simplified diagram of the capacitive sensors (ac-
cording to [8]).

The sensor surface is made of an elastic piezoelectric
material that transforms the pressure into an electrical
signal and thus creates a picture of fingerprint.

Temperature contact sensors: Temperature sensors
react to temperature differences between papillary lines
and furrows. A great advantage of this sensor is that tem-
perature is an important factor that can tell whether the
scanned fingerprint belongs to a living person.

2.1.2 Contactless sensors for fingerprint:
The best-known groups of non-contact sensors include
optical and ultrasound sensors. The main advantages
and disadvantages of these sensors are also included in
Table 1.

Optical non-contact sensors: The principle of op-
tical non-contact sensors is similar to the optical contact
sensors described above with only one difference. The
beam of light allows scanning from a distance of 3-5 cm.

The greatest advantage of this sensor is that it prevents
contamination caused by contact with dirty fingers.

receiver of
the reflected
signal

\
1
1
1
<z Nt
of signal

I

1

1

1
1
1

Figure 3: Simplified diagram of the ultrasonic sensors (ac-
cording to [8]).

Ultrasonic non-contact sensors:  Ultrasonic sensors
are also based on a similar principle as the optical ones
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but instead of a light beam a beam of short mechani-
cal waves (ultrasound) is being reflected from the skin
surface (see Figure 3). This type of sensor eliminates all
the disadvantages of previous types of sensors explained
above [1].

2.2. Geometry of hand shape

Another frequently used method is the geometry of hand
shape, the essence of which is measurement of lengths
and widths of fingers, bones or joints of the hand (see
Figure 4). The hand touches a horizontal scanner that
has special fixation pins. These ensure that the hand is
always in the same position. The scanner captures one
image from the top (perpendicularly to the sensor bo-
ard) and one image from the side. This generates two
monochrome images of "hand silhouette’.

Figure 4: The basic principle of hand geometry (according
to [8]).

At first, a user requiring evidence of his identity enters
his or her identification number (PIN) via keyboard or
he or she touches a magnetic stripe, a chip or a card to a
reader. Then the user puts his or her hand to a specified
position according to visual instructions that are on key-
board on the scanner [5]. Hand geometry scanners are
now common in many areas including healthcare.

2.3. Scanning of the bloodstream of the palm or the
back of hand

Another method suitable for use in computer security is
scanning of the bloodstream of the palm or the back of
one’s hand. A CCD camera, which is most commonly
used in this case, takes a picture of the hand and a spe-
cific pattern of blood vessel distribution captured in the
image is then used to identify the person.

An unquestionable advantage of this method is that it
also verifies whether the tested object is alive. The scan-
ning runs in infrared band which is sensitive to tempera-
ture. This method takes advantage of the fact that blood
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vessels in the body are warmer than their surroundings.
The scanned image is further processed in a similar way
as fingerprint (with the shape of vessels being compa-
red).

Another advantage in comparison to scanning of hand
geometry is that it is not necessary to place a hand in the
scanner in the same position every time.

Other options for this method are to scan the blood-
stream of the palm or to perform non-contact scanning
of both the palm and the back of hand, which provides a
high level of hygiene unlike hand geometry scanning or
fingerprints [5].

2.4. Scanning of face and its parts

Instead of hands a face or a part of the face can be used
to identify a person as well. There are computer pro-
grams that can recognize human faces like human brain
does. Face recognition is now typical especially in cri-
minology and there are many different methods and al-
gorithms used for these purposes.

This method can also be easily used to secure common
computing and telecommunication systems. Any stan-
dard video camera, which can be already found integra-
ted in many screens, is sufficient to take the image of
the face. The face scan can replace traditional password
entry. A great advantage of this method is that there is
absolutely no need for direct contact between the user
and the sensor [10].

However, face recognition can be further improved in
many ways. As an example, we can register signs of
emotions.

An interesting application of this method in IT secu-
rity suggests itself. Continuous face scanning during the
work with computer would make it possible to evaluate
whether it is still the same person accessing sensitive
data. Not only that this method secures the system at
the time of login, it can even protect the data later on,
when the authorized user, for example, leaves the un-
locked terminal for a period of time.

2.5. Scanning of iris or retina

Recently, thanks to its simple implementation using only
conventional video systems, scanning of iris or retina is
becoming a more widespread method of identification.
Iris recognition is possible regardless of size, location
and orientation but it requires a complicated algorithm.
This method is, therefore, usually used only to ensure a
high level of security [5].
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A light beam is used to map the bloodstream in the re-
tina. A part of the beam is absorbed by the retina while
the other part is reflected. Special camera, that is requi-
red for the scanning, is expensive and the scanning pro-
cess itself is not very user-friendly (many people are
afraid of the technology) [5].

3. Behavioral biometric characteristics

Keystroke dynamics could be an interesting behavioral
biometric characteristic for use in computer security not
being widely used so far.

3.1. Keystroke dynamics

Keystroke dynamics allows so-called continuous (dyna-
mic) verification, which is based on the use of keyboard
as a medium of continuous interaction between user and
computer. This offers a possibility of continuous cont-
rol over the whole time the computer is being used. This
method is useful in situations when there is a risk of lea-
ving a computer without control for a while [3].

The most common characteristic is the time of pressing
individual keys or the duration of the keypress. Ano-
ther possibility is to measure typing speed, frequency
of errors, style of writing capital letters or a force used
to press the keys. This latter type requires a special key-
board that allows the force of the push to be measured.
All other methods can be evaluated by a special program
without any modification of hardware [4, 6].

4. Comparison of the methods

Most of current data security systems verify user’s au-
thorization to access the system only at the time of lo-
gin. In the case that the question of user identification
is solved only on the basis of biometric data, only one
biometric component (or just a few of them) is used for
verification in most cases.

A solution should preferentially include the methods
mentioned in the introduction and emphasize those of
them, which will prove themselves long-time stable or
the least disturbing for staff. The method must be fast
enough for the user. Hardware requirements and requi-
red processing power will also be considered.

Table 1 shows the main advantages and disadvantages
of different types of contact and contactless sensors for
fingerprinting. All sensors for fingerprinting are relati-
vely quick and easy in comparison to other biometric
methods.
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Sensor

| Advantages

Disadvantages |

Geometry of hand | resistant to dirt

shape

don’t recognize living tissue

require scanning in the same position
not hygienic

Contactless scanning
of bloodstream position

recognize living tissue
hygienic

resistant to dirt

don’t require scanning in the same

no possibility of continuous control

resistant to dirt
recognize living tissue

Scanning of the face

position

don’t require scanning in the same

possibility of continuous control

time-consuming

Scanning of iris resistant to dirt

position
user-friendly

don’t require scanning in the same

Scanning of retina resistant to dirt

position

don’t require scanning in the same

not user-friendly
time-consuming

Keystroke dynamics | user-friendly

hardware-efficient

possibility of continuous control

Table 2: Comparison of anatomical-physiological and behavioral biometric characteristics.

The main differences are in resistance to dirt, which is
important for the following two reasons. The first one is
that the sensor should be able to work even when there
is dirt on its surface or on the surface of the finger that
is being scanned. The second reason is, of course, the
hygienic aspect.

The greatest benefit is sensor’s ability to distinguish li-
ving tissue from dead or synthetic material. Then it be-
comes very resistant to possible abuse.

Table 2 displays main advantages and disadvantages of
other anatomical-physiological and behavioral charac-

5. Application of selected methods in electronic he-
alth record security

The aim of this work is to propose a multifactor system
that will verify a number of biometric features simul-
taneously, thus ensuring greater reliability of identifi-
cation. This will protect access to patient data in electro-
nic record personal identification ERPI, which is con-
ceptually based on the proposal of Universal Electronic
Health Record MUDR, see [7].
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teristics. Besides the aspects mentioned above, we com-
pared also the possibility of continuous authentication,
the need for scanning in the same position and dif-
ficulty/ease of use.

Table 3 compares selected methods in terms of stabi-
lity of biometric characteristics and time-consumption.
Data in the table are not accurate readings but empi-
rical estimates. The table shows that there is no me-
thod that would be “ideal”, i.e. would offer high stability
of biometric characteristics and low time consumption.
Iris scanning, which is currently not used in everyday
practice, is close to this ideal.

Security of patient data is one of the key issues in tele-
medicine. It may appear that this is a standard solution
using the principles of electronic record EHR MUDR.
But unlike our task, the concept of EHR MUDR record
is designed with respect to ordinary patient data, acces-
sed during everyday hospital operation.

Contrastingly, in the case of the electronic record of
personal identification ERPI, there will be much more
sensitive data related to the identification of individuals
from different perspectives. For this reason there is also
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| Method | Stability of biometric characteristics | Time-consuming |

high = more than 80 %, high = more than 3 sec,
medium = more than 60 %, medium = less than 3 sec,
low = less than 60 % low = less than 1 sec

Fingerprint medium low

Geometry of hand shape | medium medium

Scanning of bloodstream | medium medium

Scanning of the face low high

Scanning of iris high medium

Scanning of retina high high

Keystroke dynamics low low

Table 3: Comparison of methods in terms of stability of biometric characteristics in and time-consuming.

a demand for higher level of identification of persons
accessing the data.

With regard to the nature of such data it appears ne-
cessary to use some set of DLP (Data Loss Prevention)
allowing identification of the risks associated with the
loss of sensitive data and possible dynamic reduction of
these risks. Moreover, with regard to the type of sensi-
tive identification data it is useful to have a resource that
will allow consecutive audit of the data.

Commercial solutions such as RSA or Websense are
available. These sets are designed to reduce the impact
of potential risks, irrespective of whether the data are
stored in the datacenter, transmitted over the network
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Abstract

We study some basic properties of Hilbert-
style propositional calculi with the rule of con-
densed detachment instead of modus pones and
substitution. The rule of condensed detachment,
proposed by Carew A. Meredith, can be seen as
a version of modus ponens with the “minimal”
amount of substitution.

1. Introduction

Hilbert-style calculi for various propositional logics
has been studied by prominent logicians, including
Lukasiewicz and Tarski, constituting historically a well-
established branch of mathematical logic. These calculi
are usually equipped with the rules of detachment, we
shall prefer call it modus (ponendo) ponens, and substi-
tution.! One of the logicians who significantly contribu-
ted to the study of such calculi was Carew A. Meredith.
In the 1950’s, he proposed, cf. [1], the rule of conden-
sed detachment as a rule which combines modus ponens
with a “minimal” amount of substitution, cf. [2].

The general idea behind the rule of condensed deta-
chment is that from two formulae ¢ — % and x, such
that there is a most general unifier o of ¢ and , derive
o (1)). However, this brief version does not contain some
important technical details which will be discussed later
in the paper, see Definition 2.1.

The use of unification in the definition of condensed de-
tachment suggests its connection with binary resolution,
cf. [3]. However, the original formulation did not use
unification, which was proposed by Robinson [4] in the
1960’s. There is also a very tight connection with com-
binatory logic, cf. [2].

It is usually claimed that one of the main advantages
of condensed detachment over the rules of modus po-
nens and substitution is an economic presentation of
proofs. The reason is that the result of application of
condensed detachment is unique (up to variable rena-
ming) and a proof can be presented as a sequence of
axioms, there is no need to write substitutions. In this
paper we try to discuss some interesting questions which
arise if we replace the rules of modus ponens and substi-
tution in Hilbert-style propositional calculi solely by the
rule of condensed detachment. Although condensed de-
tachment may seem as a toy tool, there are some rather
interesting applications e.g. in proof complexity [5], see
Section 3.2.

The paper is organised as follows. In Section 2 we de-
fine some basic notions including the rule of condensed
detachment. In Section 3 we prove Theorem 3.1 which
connects proofs using the rule of condensed detachment
and proofs using the rules of modus pones and substi-
tution. Also the uniqueness of application of condensed
detachment concerning the number of different formu-
lae provable from a finite set of axioms by proofs of
some maximal given length is discussed in Section 3.1.
In Section 4 the notion of D-completeness of a set of
axioms A, which means that the very same formulae are
provable by condensed detachment as by modus ponens
and substitution in A, is studied and some basic proper-
ties are proved.

We would like to note that the most of the results in this
paper, although mainly (re)discovered independently,
are implicitly or explicitly discussed in several papers
on condensed detachment, cf. [2,3,6]. These papers also
influenced the presentation given here.

I'Since axiom schemata are sometimes used instead of axioms, the rule of substitution is in these cases only implicitly presented.
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2. Preliminaries

We fix a countably infinite set of variables Var =
{p,q,7,...}. The set of formulae Fml is defined in the
standard way: any variable from Var is an element of
Fml, if ¢, € Fmli then also (¢ — %) € Fml and
nothing other is a member of F'ml. Hence the only con-
nective we are interested in is the implication. The re-
ason for this is that all the things we want to discuss
become apparent already in implication fragments. We
usually denote formulae by ¢, v, and x. The outermost
brackets are mostly omitted.

A substitution o is a function o: Var — Fml. We say
that a substitution o is a renaming if o: Var — Varis
a bijection. The result of an application of a substitution
o on a formula , denoted (), is the formula obtained
by replacing variables in ¢ according to o simultane-
ously. A composition of substitutions o: Var — Fml
and 0: Var — Fml is a substitution o 0 6 = { (p, ) |
(F){p,¥') € ocandyp = 6(¢)')) }. The empty sub-
stitution is denoted ¢ = {(p,p) | p € Var}. In this
paper substitutions are denoted o, J, 6, , and (. Instead
of using ordered pairs we write a substitution as a set of
pairs p/1), usually writing only the important one, mea-
ning the substitution is defined as the empty substitution
on the other variables.

A formula v is a variant of a formula , abbreviated by
1 ~ , if there is a renaming o such that ¥ = o (), i.e.
© = o~ 1(x). Moreover, we say that a substitution o is
a variant of a substitution ¢ if there is a renaming 6 such
thato =5 o6,ie.d =cof 1.

A unification of a set of formulae F' = {¢1,...,on} 18
such a substitution o that o(p1) = - - - = (). If such
a substitution exists we say that ' is unifiable. Due to
the Unification Theorem of Robinson [4], for any unifi-
able set of formulae F' there exists a most general unifier
of F'. A most general unifier (m.g.u.) o of F'is such a
unification that for any other unification § of F, there is
a substitution € such that o o § = §. All the most general
unifiers, if they exist, are the same up to renaming, they
are variants of each other. Since this difference will be
unimportant for us we shall write the m.g.u. instead of a
m.g.u.

2.1. Hilbert-style calculi

In this paper we study Hilbert-style propositional cal-
culi. A Hilbert-style calculus consists of a set of axioms
A, which is just a set of formulae, and deduction rules.
The following axioms are discussed in the paper:

B) (p—q) = ((r—p) = (r—q),
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B) p—q9) = (g—=1)=> (@—1)),
© (p—=(q@—=7)—=(g—(@—=7)
O p—op

(K) p— (¢ —p),

W) (p—=(p—9) = »—a,

® ((p—4q) = p) = p

The names of axioms are based on corresponding com-
binators in combinatory logic, with the exception of (P)
which stands for Peirce’s law. We can present a set of
axioms listing the axioms it contains, e.g. BCK denotes
the set containing (B), (C), and (K).

We shall use only three deduction rules: modus ponens,
substitution, and condensed detachment. The rule of mo-
dus ponens (or detachment) derives ¢ from ¢ — 1) and
. The rule of substitution derives o () from ¢ for any
substitution o.

Definition 2.1 (Condensed Detachment) Ler us have
two formulae ¢ — 1) and x. We produce a variant of
x called ', which does not have a common variable
with @ — ). If there is the m.g.u. o of ¢ and X', then
produce a variant o’ of o such that no new variable in
o’ () occurs in 1. The condensed detachment of p —
and x, denoted D(p — 1)) x, is o’ (). Otherwise, the
condensed detachment of ¢ — 1 and x is not defined.

Note. For technical reasons it is sometimes useful to de-
fine condensed detachment not only for formulae conta-
ining implication but also for variables. In this case, the
condensed detachment of ¢, which is a variable, and Y,
is defined as ¢, cf. [2].

Remark. 1t is evident that the condensed detachment of
@ and v is defined uniquely up to variants (renaming).
Thus we shall write that Dy 1) ~ x. When the rule of
condensed detachment is the only rule we shall also so-
metimes write ¥ ~ x.

As Definition 2.1 is quite technical, we discuss the
whole process of an application of condensed deta-
chment in details. First, we produce a variant x’ of x
with no common variable with ¢ — . To see why, con-
sider ¢ = p — p and x = p: there would be no unifi-
cation of p — p and p. Moreover, if we had ¢ = p — p,
1 = ¢ — g and x = ¢ the condensed detachment of
@ — 1 and x would be (p — p) — (p — p).

Another important technical aspect is that the defini-
tion requires to produce a variant o’ of o (note that
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o’ is also the m.g.u. of ¢ and v’) which satisfies

(Var(o'(¢)) \ Var(p)) N Var(y) = 0. If this condi-
tion was not satisfied we would get a result that would
not be the most general one.

A proof of ¢ in A is a finite sequence of formulae
U1, ..., Pn, where 1, = ¢, with the following proper-
ties. Every element is a member of A or is derived from
the preceding elements of the sequence by a deduction
rule. In this paper we study MP-proofs which have mo-
dus ponens and substitution as their only deduction ru-
les, and D-proofs which have condensed detachment as
the only deduction rule.

If there is a D-proof (MP-proof) of ¢ in A we say that
@ is D-provable (MP-provable) in A. Since we already
pointed out that the result of an application of conden-
sed detachment is unique up to variants we mostly do
not mention that if  is D-provable in A then also all the
variants of ¢ are D-provable in A etc.

It is worth to point out that all the MP-provable formu-
lae in BCI, BCK, BCKW, and BCKWP correspond to
logics BCI, BCK, the implicational fragment of intui-
tionistic propositional logic, and the implicational frag-
ment of classical propositional logic, respectively.

Example 2.1 We prove I in CK by condensed deta-
chment. The proof can be described as (CK)K, which
means that we use condensed detachment on C and K
and then on the result and K.

SinceC=(p— (¢q—r71) = (q@— (p—r))and
K = p — (¢ — p), we produce a variant of K e.g.
s = (t — ). There is the m.g.u. o = {r/p,s/p,t/q}
ofp = (g — r)and s — (t — s), which satisfies
that no new variable in o(p — (¢ — 1)) occurs in
q — (p — 7). It follows that CK ~ o(q¢ — (p = 1)) =
q—(p—p)

Now we can use ¢ — (p — p) and any provable for-
mula, e.g. K, to prove I. We produce a variant of K
e.g. again s — (t — s). There is the m.gu. T
{g/s = (t = s)} of qand s — (t — s). Moreo-
ver, s and t does not occur in p — p. It follows that
(CK)K ~7(p—p)=p—p.

3. Condensed detachment

It is obvious that condensed detachment can be sim-
ply simulated by modus ponens and substitution. As the
idea behind the rule of condensed detachment is to be a
version of modus ponens equipped with the “minimal”
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amount of substitution, we would expect that there is
also some connection in the other direction. This con-
nection was probably first explicitly showed in [3] by
Kalman.

Theorem 3.1 Let A be a set of axioms and P be an MP-
proof in A. Then there is a D-proof P’ in A such that
every step in P is a substitution instance of a step in P’.
Moreover, P’ is not longer than P.

Proof: By induction on the length of the proof P. If
P = 1)1 then 91 € A and hence P’ = 1)1. Assume that
the claim holds for n and we shall prove it for n + 1.
It means we have an MP-proof P = 1, ..., %Un, ¥Ynt1
and D-proof P = 41,... 4., where m < n, corre-
sponding to the MP-proof P* = 11, ..., ¢, as the theo-
rem says. If 1,1 € Athen P' =y, ... 9, g1,
or P’ = P" if 1,11 already occurs in P”, and the claim
holds trivially. Otherwise 1,41 is derived by some de-
duction rule from P*. Both deduction rules are discus-
sed separately.

First, 1,,+1 is derived by the rule of substitution from
¥, 1 < ¢ < n. It means that there is a substitution
o s.t. hpp1 = o(i;). There is a formula ¢} € P”,
1 < j < i, and substitution 6 s.t. ¢; = G(w;-). It me-
ans that ¢,y = 6o o(w;-) and P/ = P”.

Second, v, 41 is derived by the rule of modus ponens
from 9); and ¢;, 1 < ¢ < j < n. For the sake of genera-
lity ¢); = 1); — ¥pn41. There are formulae ¢}, 1] € P”,
1 < k,l < j, formulae ¢, ), and substitutions 6 and
st = 0(hy) = 0(p) — 0(4) and ¥; = ().
We produce a variant 1);" of ¢, which does not have a
common variable with ¢ and . Since 0(¢) = n(¢;)
there is the m.g.u. ¢ of ¢ and v'. We produce a vari-
ant ¢’ of ¢ s.t. (Var(¢'(9)) \ Var(p)) N Var(y) = 0.
Thus P’ = 41,...,9,,¢' () and there is 7 s.t. P11 =
B() = ¢ 0 m(1) = 7(C' (1)), .

Corollary 3.2 Let ¢ be a formula and A be a set of
axioms. Then o is MP-provable in A iff there is a for-
mula 1) and substitution o s.t. 1 is D-provable in A and

o() = ¢.

Note. Tt is easy to transform any MP-proof P to another
MP-proof P’ such that all the substitutions occur before
any application of modus ponens. Theorem 3.1 can be
from a certain point of view understood as an attempt to
produce an MP-proof P where modus ponens occurs
before substitution as much as possible.
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3.1. Proofs with a given length

In Hilbert-style calculi with only finitely many axioms it
is hard to enumerate explicitly all the formulae provable
in a given number of steps, because there are in general
infinitely many substitution instances. Our situation is
completely different, there are only finitely many such
provable formulae (up to variants) if we use only con-
densed detachment, namely:

Observation 3.3 Let |A| = m be a set of axioms and
Fﬁ be the set of all formulae D-provable in A by pro-
ofs with at most n steps, then |F7‘?| is O(an_l) up to
variants.

This means that for a finite set of axioms A we can itera-
tively generate all formulae provable in it. Thus if there
is an MP-proof P of ¢ in a finite A with at most n steps
then there is by Theorem 3.1 a D-proof P’ of 1 in A with
at most n steps such that there is a substitution o such
that o (1)) = . Since there is a finite upper bound on
the number of all possible v, see Observation 3.3, and
we can easily test whether there is such a substitution o
for given v and ¢, we can produce a proof P’ in finite
time. Moreover, we can find all such 1, there are only
finitely many up to variants, and all D-proofs P’ of 1) in
A not longer than n. Among them, there is also some ¢’
and its D-proof P” in A, from which we can construct
an MP-proof P"’ of ¢ in A with at most n steps. This
way we can show that there is no MP-proof of ¢ in a
finite A with at most a given number of steps.

3.2. An application of condensed detachment in
proof complexity

Urquhart in [5] proves a lower bound on the length of the
proofs in Hilbert-style calculi for classical propositional
logic with the rules of modus ponens and substitution,
called substitution Frege systems in proof complexity.
There are tautologies of length O(n), for sufficiently
large n, which require proofs with Q(IOZL?) steps. The
proof is based on the connection between MP-proofs
and D-proofs via Theorem 3.1.

4. D-completeness

Although we know that there is a tight connection for
a given set of axioms A between MP-provable formu-
lae and substitution instances of D-provable formulae, it
does not mean that any MP-provable formula is also D-
provable (up to variants) without the use of substitution.
On the other hand, it does not either mean that there is a
MP-provable formula which is not D-provable. To ela-
borate this problem we define a notion of D-complete
set of axioms.
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Definition 4.1 Let A be a set of axioms and T be the
set of all formulae MP-provable in A. We say that A is
D-complete if all the formulae in T are D-provable in A.

Theorem 3.1 says how the sets which are not D-
complete look like:

Observation 4.1 Let A be a set of axioms then A is not
D-complete iff there is a formula p and substitution o
s.t.  is D-provable in A, but o(p) is not.

The essential question is whether such a bit strange no-
tion of D-completeness makes sense at all. However,
in [2] Hindley and D. Meredith show that BCI and BCK
are not D-complete, but BCKW and BCKWP are D-
complete.

Definition 4.2 Let © be a formula MP-provable in a set
of axioms A. We say that a formula ¢ is basic w.r.t. A
if there is no formula 1) MP-provable in A and non-
renaming substitution o s.t. ¢ = o(1)). We say that a
set of formulae I is basic w.r.t. A ifall ¢ € T" are basic
w.r.t. A. Moreover, we say that a set of axioms A is basic
if A is basic w.rt. A.

Note. For any formula ¢ MP-provable in A, there is
a formula ¢ basic w.r.t. A and a substitution o s.t.
© = (). However, such a formula need not be unique:
formula ((p — p) — p) — p is a substitution instance
of (g = r) = ¢q = qgor((¢g =q) —r) =
Both these formulae are basic w.r.t. any set of axioms
complete for classical propositional logic.

Lemma 4.2 Let A be a set of axioms and  be a for-
mula basic w.rt. A. Then ¢ is D-provable in A.

Proof: From Theorem 3.1 it follows that there is a for-
mula ¢ D-provable in A and substitution o such that
o(¥) = . Since ¢ is basic in A, o is renaming and
consequently ¥ ~ ¢. n

We say that two sets of axioms A; and As are MP-
equivalent if they have the same sets of MP-provable
formulae.

Theorem 4.3 Let sets of axioms Ay and Ay be MP-
equivalent. If Ay is D-complete and basic, then Ay is
also D-complete.
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Proof: Let ¢ be a formula MP-provable in As. Then
o is MP-provable in A;, and consequently also D-
provable in Ay, by the D-completeness of A;. Since A;
is basic w.r.t. A1, and thus it is basic w.r.t. A5 as well, all
the formulae in A; are D-provablein Ao, by Lemma4.2.
Therefore we can transform any D-proof of ¢ in A; into
a D-proof of ¢ in As. ]

Note. In [6], three MP-equivalent sets of three axioms
are presented, BB’I among them, but only one of them
is D-complete. Hence BB'I is not D-complete by The-
orem 4.3, because BB'I is basic. Moreover, the two re-
maining sets differ only in one axiom, and the one from
the D-complete set is a substitution instance of the other
one from the set which is not D-complete. Although it
may look a bit surprising it holds generally.

Corollary 4.4 If a set of axioms A is not D-complete
then there is no set of axioms A' MP-equivalent to A,
D-complete, and basic.

As we already know about BCI, BCK, and BB'I that
these sets are not D-complete, we know that there are no
D-complete and basic sets of axioms MP-equivalent to
them.

On the other hand, Theorem 4.3 has mainly a positive
meaning. We can easily check that BCKW and BCKWP
are basic. It means that any set of axioms which is to-
gether with modus ponens and substitution complete for
the implicational fragment of intuitionistic logic or clas-
sical logic, respectively, is also D-complete.

The following lemmata, especially the second one, are
very useful to prove that some set of axioms is D-
complete. They say that not even all the instances of
axioms are D-provable in sets of axioms which are not
D-complete.

Lemma 4.5 Let A be a set of axioms. All the substitu-
tion instances of axioms in A are D-provable iff A is
D-complete.

Proof: Any MP-proof P can be transformed to an
MP-proof P’ where all the substitutions occur before
any application of modus ponens, and modus ponens
can be easily simulated by condensed detachment. The
converse direction follows from the definition of D-
completeness. n
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Lemma 4.6 (6]) Let A be a set of axioms and ¢ — ¢
be D-provable in A for any formula p. Then A is D-
complete.

Proof: For any ¢ MP-provable in A, there exists 1) s.t.
1 is D-provable in A and ¢ is a substitution instance of
1. From the provability of ¢ and ¢ — ¢ we immedia-
tely obtain that ( is provable by condensed detachment.

]

Note. The fact that A contains I and all the instances
of other axioms are provable does not mean that A is
D-complete. Let A = {((¢ = ¢) = ) = ¢ |
@isaformula} U {p — p}. Then A is not D-complete
since only formulae in A are provable.

It is evident that for any set A there exists its super-
set A” = {¢ | ¢is MP-provablein A } which is D-
complete and have the same MP-provable formulae as
A. However, such a set is infinite even for a finite
A, if A # (. Moreover, there is a finite set A, na-
mely A = I, which does not have a finite superset
MP-equivalent to A.

Theorem 4.7 There is no finite set of axioms A which is
D-complete and MP-equivalent to I.

Proof: Assume that such a set A = {p1,...,0n},
consisting only of substitution instances of p — p,
exists. Since our setting is very special, we show that
any D-proof in A can be transformed to an equivalent
D-proof in A, proves the same formula, with very spe-
cial properties.

The condensed detachment of ¢ — ¢ and v is o(p) =
o(y'), for the m.g.u. o of ¢ and ¢, which is a sui-
table variant of ). The key point is that a formula which
is the result of unification of ¢ and 1’ is itself the re-
sult of condensed detachment. Let ¢ : x1, ..., X, mean
D(...(D(Dv x1) x2) - - -) Xm- Such a notation repre-
sents a formula by presenting its proof. The following
three statements hold. All of them can be proved by
checking the properties of most general unifiers and how
the rule of condensed detachment behaves in our very
special setting.

L. x1,...,Xm is a variant of ¥: Xi,..., X}
where x},..., X}, for k& < m, contains exactly
once all the members of x1, ..., X, in any order.
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2. All the following formulae are variants of each
other:

¢11X1;~~-7Xk7(¢21Xk+1;~~-aXm)» (1)

Y1t (W2: X1,y Xm), 2

Y (Y21 X4y XD 3)

where x7,...,x}, for I < m, contains exactly

once all the members of x1, ..., Xm in any order.

3. 41 (o oo (Wg: X1y Xm) -+ ) Is @ variant

of ¥i: (¥h: - (Y] x1,---sXm) "), where

Py, ...,;, for I < k, contains exactly once all

the members of 91, ..., 1 in any order.

Consequently, any D-proof in A can be transformed to
a D-proof ¢1: (20 -+ (Yt X1,---5sXm) -+ ), Where
k,m <mn;ifi < j,; cpi/,andd)j = @y theni’ < j/;
and if i < j, x; = ¢i, and x; = ¢ then i’ < j'. The-
refore there are only finitely many D-provable formulae
in A up to variants. m

5. Conclusion

We presented the rule of condensed detachment and stu-
died Hilbert-style propositional calculi in which it is the
only deduction rule. We showed a connection between
such calculi and more standard calculi with the rules of
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modus ponens and substitution. Although generally not
all the substitution instances of axioms are provable by
condensed detachment, there are sets of axioms in which
this is true and we provided some observations on such
calculi.
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obor studia:
Pravdépodobnost a matematicka statistika
Abstrakt modernich a populédrnich problémd, jako je navigace po-
moci GPS ¢i piijem FM signdlu.

Kalmanuv filtr, poprvé publikovan je§té v Dalsim vyuzitim KF je pfi tzv. asimilaci dat. Asimi-
Sedesatych letech minulého stoleti, je v dneSnf lace dat je statistickd metoda na odhad skute¢ného
dobé pouzivin ve velkém mnoZstvi aplikaci, stavu systému (typicky se jednd o dynamicky systém
jako napfiklad pfi navigaci pomoci systému vyvijejici se v ¢ase) pomoci fize riznych méfeni s dis-

GPS, piipadn® viude tam, kde nenf moZné mEtit tribuci nerovnomérné rozloZenou v prostoru a case.

bez pritomnosti rusivého Sumu. Pfi jeho pouziti 14 . . . . o
R , M LT Tento Cldnek je strukturovan ndsledujicim zpiisobem.
je vsak tfeba mit uloZenou v paméti pocitace ko- ..

varianéni matici, coz miZze byt problém, kdyZ je PE.VVm C?St /pomer.ne pO(.er})I}C p/OplSLlJC feseny b r(v)l/alve{n,
tento filtr aplikovén na prostorech obrovské di- pricemz nésleduje popis feSeni pomoci KF. Dalsi cast
se zabyva problémy vznikajicimi pfi uziti KF na pro-

menze.

Jednim z fefen{ je ansémblovy Kalmanév storech piili§ velké dimenze a feSenim t€chto problému
filtr, ktery byl navrhnut jako Monte Carlo se zaméfenim na popis ansdmblového Kalmanova filtru.
aproximace pivodniho Kalmanova filtru. Pravé Rovnéz jsou uvedeny nékteré dalsi typy filtrti pivodné
na vysvétleni tohoto feSeni se zaméfime v odvozenych z KF. Posledni ¢ast ¢lanku klade dosud
tomto Clanku, pfi¢emZ budou v krétkosti a s nevyiesené otdzky ohledn& pfenosu KF na obecny Hil-
E’ffsm/gnymi referencemi uvedena i jind moznd bertliv prostor, kterym se bude autor zabyvat v prubéhu
reseni.

svého doktorského studia.
Navzdory faktu, Ze ansamblovy Kalmaniv

filtr je hojné pouZzivan uz od momentu jeho prvni

publikace v roce 1994, aZz do neddvné doby 2. Definice a popis problému
chybély studie jeho asymptotickych vlastnosti
a otekdvané konvergence ke Kalmanove filtru. Predpoklddejme, Ze v diskrétnich Gasovych okamZicich
ProtoZe tyto vlastnosti uzce souvisi s dimenzi
prostoru, privadi nas to na myslenku prenést oba t1,...,tK
tyto filtry na prostor nekone¢né dimenze. Tato ) ) o ) .
prace bude sou4sti doktorského studia autora a mdme k dispozici vstupni data (napfiklad méfent
v zévéru tohoto &lanku jsou uvedeny v soudasné néjakych stavovych veli¢in) ve tvaru m-rozmérnych
dobeé fesené problémy s timto souvisejici. vektort
Dy,,...,Dyy
1. Uvod tj. plati D;, € R™. Stav zkoumaného systému v jednot-
livych ¢asovych okamzZicich budeme popisovat pomoci
vektorQ

Kalmanuv filtr (KF) byl poprvé prezentovan v

Sedesdtych letech minulého stolet{ v ¢lancich [8] a [9] Xers o X

jako mozné feSeni klasické statistické tlohy filtrace délky n. Uvédomme si, Ze stav systému v daném
signdlu a Sumu. Dodnes patii k nejpouzivanéjsim filtrim okamziku je ndhodny vektor. O jeho distribuci budeme
a s jeho aplikacemi se miZeme setkat i pfi feSen{ fady predpokladat dveé zdkladni véci:
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e ma4d hustotu na R™ a

e md omezeny druhy moment.

Vstupni data jsou se stavem systému pfepojena pomoci
observacni funkce (operétoru)

hti : Xti - hti (Xti) ~ Dti’

kterd se miZe v ¢ase ménit ale je zndma. Vyvin jednot-
livych stavi systému pak popisujeme pomoci funkce
M : (Xt”ti, ti+1) — Xt

i+17

a predpokladame, Ze maji Markovskou vlastnost, to jest
je splnéna rovnost

p(XtK‘Xt17"'7XtK—l) :p(XtK|XtK—1)7 (D

kde p(-) znadi hustotu. V praxi je vétSinou funkce M
zaddna formou néjakého numerického modelu. Ze sta-
tistického hlediska se pak Casto jednd, v jistém smyslu,
o “Cernou skiinku”. Za téchto podminek je na$im cilem
odhadnout skuteé¢ny stav systému v Case tx s pouzitim
vSech dat dostupnych do Casu tx 1. K tomu vyuZijeme
Bayesovu vétu, kterd tvrdi, ze za nami deklarovanych
podminek plati

p(XF)

X{ se nazyvd apriorni stav systému a X¢ aposteriorn{
stav systému (v anglickych meteorologickych zdrojich
se tento stav ¢asto oznacuje jako “analysis state”).

= p(X{|Dy) o p(D:|X]).p(X)), (@)

3. Kalmanuv filtr

KF predpokladd, Ze funkce M a hy, jsou linedrni, takZe
je mozZné napsat je ve tvaru

MKy, tistivr) = My, Xy, + by,
hti, (Xf,) = Htv‘,Xti + h?ﬂ

3

M, a Hy, jsou matice rozmérun X nam X n, by, a
h?i jsou vektory délky n a m. Ddle se predpoklada, ze
apriorni rozdélen{ stavu systému a podminéné rozdélen{
vstupnich dat jsou normdlni s néjakymi reguldrnimi ko-
varian¢nimi maticemi Q;, a Ry,

X/ ~ N, Q).
D, |X] ~ N(H,X] Ry,).
Z Bayesovy véty (2) plyne, Ze aposteriorni rozdéleni
stavu zkoumaného systému je taky normdlni. Pro

vyjadrfeni stfedni hodnoty a varian¢ni matice tohoto
rozdéleni si definujme matici
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s jejiz pomoci je mozné tyto charakteristiky spocist po-
moci jednoduchého vzorce

l"’?i = ,u‘tfqL + Kti (Dt, - Htil”/{;)7
Q= 1-K,H)Q/.
K odvozeni téchto rovnosti je potieba jenom Bayesovy
véty a splnéni Markovské vlastnosti, protoZe spojenim

(1) a (2) dostdvame, Ze pro aposteriorni rozdéleni stavu
systému plati

(&)
(6)

p(X?K) X p(DtK‘X{K)p(X{K|Dt17 . ”DtK—l)’

Pokud tedy chceme v Case ¢; pfedpovédét stav systému v
dal$im kroku, KF ndm poskytuje jednoduchy dvou kro-
kovy algoritmus:

e prvni krok - ur€enf aposteriorniho rozdéleni

Mtal = /L{l + Ktq. (Dtl — Htil"‘{l)v
QZ = (I - Ktthi)Qtfi’

e druhy krok - piedpovéd

IJ’{L+1 = Mti /‘l'?, + btz’
Qifi+1 = MZQZMtb

Je tfeba si uvédomit, ze KF umoziiuje, aby se matice
M, ménila v Case. Tato vlastnost je potieba, protoZe ve
vétsing praktickych problémi neni funkce M linedrn{
a Cleny v rovnosti (3) jsou nahrazeny néjakou linedarn{
aproximaci. Jednou z mozZnosti je aproximovat matici
M,, jakobidnem ptivodni funkce M v bod€ ¢; a vektor
bt1 hodnotou M (07 t;, ti+1)~

Tim, Ze je KF zndm a pouZivdn uZ mnoho desitek
let, je mozné najit informace o ném ve spousté
rznych knizek & skript. Ctendfm, kteli se vice
zajimaji o tento problém doporucujeme napiiklad
knihu [12], pfipadné dal§i zdroje uvedené na strdnce
http://www.cs.unc.edu/ welch/kalman/, ktera posky-
tuje pékny souhrn soucasnych znalosti o KF, v¢etné jeho
asymptotickych vlastnosti a rychlosti konvergence.

Velkou vyhodou KF je, Ze ndm poskytuje presné alge-
braické vyjadfeni pro stfedni hodnotu (5) a kovarian¢ni
matici (6) aposteriornitho rozdé€leni stavu systému. K
témto vypoétim je vSak potieba nejprve spocist matici
K, pomoci (4). K tomu je vSak potfeba znalosti ma-
tice Q,{ , rozméru n X n, kterou sice predpokladame,
nicméné v pripadé, Ze je n pfiliS velké, nemusi byt
snadné (nebo dokonce mozné) takto velkou matici uloZit
do paméti jakkoliv vykonného pocitace. Napriklad pri
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predpovédi pocasi pro Evropu se dnes bézné pouZziva
3D grid s velikosti horizontilniho ¢tverce 10 km a s cca
30-50 vertikdlnimi hladinami. Pfi pouZiti 6 stavovych
veli¢in je n rovné cca 5 x 108, P¥i takhle velké dimenzi
zatim neex1stUJe pocita¢ schopny ulozit do paméti ma-
tice Qt a Qf, andsledné s nimi pocitat.

4. Ansamblovy Kalmanuv filtr

Ansamblovy Kalmantv filtr (EnKF - z anglického
ndzvu Ensemble Kalman filter) je jedno z moZnych
feSeni problému s velkou dimenzi stavového prostoru.
Zékladni mySlenka je prostd, nahradime kovariancéni
matice Q£ a Qf, vyb&rovymi kovarian¢nimi maticemi.
Tyto sice maji totoZné rozméry, ale jak ukdZeme pozdéji,
neni potfeba mit uloZeny tyto matice celé v paméti
pocitace v Zddném kroku vypoctu.

Abychom byli schopni spocist vybérovou kovarian¢ni
matici budeme muset, v kazdém Case ¢;, pracovat s
ndhodnym vyb&rem n-rozmérnych vektord

)

Tento vybér se v anglické literatufe o geovédach Casto
oznacuje slovem “ensemble”, jednotlivé Cleny jsou pak
chdpany jako vSechny mozZné scénife vyvoje stavu at-
mosféry.

X/ Xy

Ve statistice se za ndhodny vybér povazuje ta-
kovd mnozina nahodnych veli¢in (vektor), pro kte-
rou plati, ze vSechny jeji Cleny jsou stejné rozdéleny
a navzdjem nezavislé. Jak ukdZzeme pozdéji, Cleny
ansamblu nezavislé nejsou, nicméné v praxi (zejména
v geovédach) se Casto pojmy ansambl a ndhodny vybér
zaménuji.

Pocet ¢lent ansdmblu je N, pficemz plati N << n.
Kazdy clen obsahuje vSechny veliCiny popisujici stav
systému. Takto spocetnou vybérovou kovarianéni ma-
tici pak dosadime do vzorct (5) a (6). Tento ansdmbl
ziskame perturbaci vstupnich dat

D¢, + Vi1, Dy, + Vi,

kde Vi,; jsou ndhodné generované data, navzijem
nezdvisld, z normélniho rozdéleni

Vi ~N(ORy) Vi=1,...,N.

Pfipomerime, Ze jsme piedpoklddali ndsledovné

podminéné rozdéleni vstupnich dat
D, X/ ~ N(H. X/ R.).

Pro dalsi Vypocet si musime definovat apriorni odhad
sttedni hodnoty X a vybérovou kovarian¢ni matici C
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standardni cestou

NZX tig?

X! -

e T
of = 5 20K, ~X0xt, =X

Podobné jako jsme pro pouZziti KF potfebovali znalost
matice K;, (4), budeme pro pouziti EnKF potfebovat
definovat matici

E; = C/H (H,C/H +Ry,)~
EnKF pak ziskdme aplikovanim rovnosti (5) a (6) na
kazdy c¢len ansdmblu, jen matici K;, nahradime ma-
ticf E, a kovarian¢ni matici C{i nahradime vybérovou

kovarianéni matici Q{i .
tedy tvar

Algoritmus vypoctu EnKF md

e prvni krok - ur€enf{ aposteriorniho rozdéleni
X¢, =X+ B, (Dy; - H,X] ),

e druhy krok - piedpovéd

X/, 1), = My X + by,

Uvédomme si, Ze zatim co v klasickém KF jsou apri-

orni stfedni hodnota u{ ., & kovarian¢ni matice Qg
ureny deterministicky, jejich analogie v EnKF, Xf

C{i , jsou ndhodné veliCiny.

Nejvétsim prinosem EnKF je skute¢nost, Ze v prubéhu
celého vypoctu nenf tieba mit uloZenou v paméti kova-
rian¢ni matici. Necht u je libovolny vektor délky n, pak
je mozné zjednodusit vypocet

1 N
ﬁzptﬂPIJ u
Jj=1

Cfiu:

kde jsme oznacili
P, =X/, -X].
Uvédomme si, Ze pocitani vyrazu
TI\T

(x7,; - X{)
je vlastné pocitini hodnoty skalarnﬂlo soucinu dvou
vektortt délky n. To znamen4, Ze C .u miizeme zjed-
nodusit na soudet N skaldrnich sou&ini dvou vektori
délky n. Podobné l1ze ZJCandLISlt

H, C/H/ = v Z H,P,;) (H,P,;)",
j=1
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kde pro rozméry vyrazu v sumé plati

(. (x{, - x])) (Bx], - XD))

mx1

Ixm

Opét jsme tedy vypocet s extrémné velkymi maticemi
prevedli na vypocet skaldrniho soucinu.

EnKF byl poprvé publikovéan v roce 1994 v ¢lanku [4].
Od té doby se stal velmi populdrni a je pouZzivan ve
velkém mnozstvi ptipadi, kdy je tfeba asimilovat data
velké dimenze, jako napfiklad pfi predpovédi pocasi,
predpovédi $iteni lesnich pozéard nebo zpracovani ob-
razu. Podrobné shrnuti této metody spolu s feSenim jeji
implementace a dal$im rozsifenim je mozné najit v [5].
Rovnéz vybornd, ale extrémné obsdhld je i kniha [7].
Velké mnozstvi dalsich ¢lankd, prezentaci a zdrojového
kédu vztahujicich se k této metodé je mozné najit na
strankdch http://enkf.nersc.no/, které byly a dosud jsou
vytvafeny pfedevSim objevitelem této metody.

PfestoZe je tato metoda zndmd a pouzivand uZ témér
dvacet let, dlouhou dobu chyb¢ély teoretické studie, zda-
li a za jakych podminek EnKF konverguje ke KF.
Ve vétsiné zdroji bylo mozZné najit jen argumentaci
zaloZenou na nezdvislosti

thh .. 'th.;Na

a z toho plynouci nezavislosti ¢lent ansdmblu
X—tih ] Xt.;N~

Tyto Cleny jsou vSak svazdny pocatenimi podminkami,
proto predpoklad jejich nezavislosti neni spravny. Te-
prve neddvno se objevily dvé studie zkoumajici konver-
genci EnKF, ato [11] a [13]. Druhy ¢lanek pouziva upra-
veny slaby zdkon velkych ¢isel, pficemz pozadavek na
nezavislost ¢lenli ansdmblu nahrazuje jejich invarianci
va¢i permutacim, pomoci kterého je dokédzand konver-
gence vybérové kovarianéni matice ke skute¢né kova-
rianéni matici. RovnéZ je v ném dokdzana LP konver-
gence a rychlost této konvergence. V obou piipadech je
uvazovano fixni n a konvergence je mySlena pro N —
00.

v v

5. Dalsi moznosti rozsireni Kalmanova filtru

Z konstrukce vybérové kovarian¢ni matice C£ vyplyva,
Ze jeji hodnost je maximdlné N — 1 a z toho divodu je
perturbace ansamblu

a f a f
t1 — X100 XN — XN

omezena do prostoru sloupct matice C{r Kdyz si

uvédomime, Ze N << n, jevi se toto jako zdvazny ne-
dostatek EnKF. Bylo dokonce ukazéano, v ¢lanku [1], Ze
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tato skute¢nost muze, za jistych podminek zptisobit di-
vergenci EnKF. Jednim z feSeni je vyuZit metodu lokali-
zace a podrobné se ji vénuji napiiklad ¢lanky [1] a [14].

Dals{ z moznych otdzek miZe byt, zda-li perturbace dat
neprindsi az prilis velké zaSuméni. Tomuto problému
se podrobné vénuje [6], kde je navrZena varianta EnKF
bez perturbace dat, pfiCemZ algoritmus vypoctu EnKF
se pak rozsiii o jeden krok:

e pifidany krok

X{ = X[ +E,(D;, - H, X)),
o prvni krok - ur¢enf aposteriorniho rozdéleni

X?ij = X?ij + (X{ij - thl)Etw

e druhy krok - piedpovéd

X My, X¢ + by,

f _
(ti+1)5 —

kde matice E;, je definovana jako feSeni rovnice

C! =(1-E,H,)C].

Dalsim moZnym feSenim je snazit se o efektivnéjsi ge-
neraci zaSuméni, neZ je obsaZzena v klasickém EnKF po-
psaném v kapitole 4. Obrovskou skupinou patfici do této
kategorie jsou takzvané “square-root”filtre. Ctendfim

zajimajicim se o tyto metody doporucujeme ¢lanek [15].

Kromé zde vyjmenovanych existuji samoziejmé dalsi
druhy filtrd odvozenych z EnKF, vyuZivajicich se pro
asimilaci dat velké dimenze. Rozsdhlé prace pokryvajici
velké mnoZstvi dal§ich filtrd jsou [2] a [10].

6. KF a EnKF na Hilbertové prostoru

Vsechny asymptotické vysledky zmifiované v pfedchozi
kapitole plati v pfipad€, Ze m a n jsou fixovand, resp.
omezend. Pfirozenou otazkou zdstdvd, zdali se tyto
vlastnosti zachovaji i kdyZ budeme zvySovat m a n (tj.
zvySovat pocet méfeni a zjemtiovat model). Ve statistice
se Casto predpoklddd, Ze chyby méfeni na dvou riznych
mistech jsou navzdjem nezdvislé. V piipadé neustdlého
zjemnovani miizky se vSak splnéni tohoto pfedpokladu
nedd prili§ ocekdvat. Je proto otdzkou, jestli to nemtize
pak nepfiznive ovlivnit chovani filtru. Tento problém je
znam jako tzv. “kletba dimenze”.

Z uvedenych diivodl by bylo optimélni mit dokdzanou
konvergenci EnKF bez ohledu na dimenzi prostoru.
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Jinymi slovy by bylo nutné dokézat tuto konvergenci
na obecném Hilbertové prostoru (Gplny vektorovy pro-
stor s definovanym skaldrnim soucinem). Tato dloha
vSak neni dpln€ jednoduchd, naptiklad dosud nebylo,
dle autorovych nejlepsSich znalosti, nikdy publikovano
ani rozSifeni klasického KF na obecny Hilbertiv pro-
stor, coZ je samozfejmé nutnd podminka k praci s EnKF
na takovémto prostoru.

Jako prvni krok si uved'me definici ndhodné veliCiny.
Nechf W je obecny (nekone&né rozmérny) Hilbertiv
prostor. Skaldrni soucin na ném definovdn oznac¢ime
standardné

<'7 > .

Néhodnou veli¢inu pak na tomto prostoru VW definujeme
jako méfitelné zobrazeni

X;:(Q,8,P) = (W, BW)),

kde (92, S, P) je standardng definovan pravdépodobnostn{
prostor a B(W) je o-algebra vSech Borelovskych
mnozin na W. Stfedni hodnotu takovéto ndhodné
veli¢iny
EX]eWw
definujeme jako feSeni rovnice
(u, E[X]v) = E [{(u, Xv)] Yu,veW.

Kovarianéni operdtor Cov(X,Y’) se pak definuje jako
feSen{ rovnice

(u, Cov(X,Y) [X]v) =
=E[(u, X — EX) (v, Y — EY)]
Yu,v € W.

Stfedni hodnota je jednoznaéné definovédna pro v§echny
ndhodné velic¢iny

XelLl' (QwW).

Podobné je kovarian¢ni operator jednozna¢né definovan
pro libovolné dvé ndhodné veliiny

X, Y e L2(QW).

Tato tvrzeni vychdzeji z Rieszovy véty o reprezentaci.
Podrobné se takovymto ndhodnym veli¢indm vénuje
napfiiklad kniha [3].

V idedlnim piipadé bychom nyni jenom dosadili tyto
charakteristiky do rovnosti (5) a (6) a rozsitili tak KF
na prostor VY. Bohuzel to neni tak jednoduché a tenhle
pokus otevird nékolik otdzek, jako napiiklad

e Jak definovat hustotu na nekone¢né rozmérném
prostoru?

PhD Conference ’11

e Plat{ Bayesova véta na takovémto prostoru?

e Pripocitani KF je v kroku (4) nutné invertovat ma-
tici (HtiQtfiHI + Ry¢,). Na prostoru W by bylo
nutné invertovat analogicky definovdn operétor.
Existuje vibec tento inverzni operdtor? Jestli ano,
je omezen?

e Jak definovat ndhodnou perturbaci na prostoru VW

Odpovédi na tyto a dalsi otdzky autorovi zatim nejsou
zndmy a bude na nich pracovat v rdmci svého dok-
torského studia.
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Abstract The definitions of concept role vary in different fra-
. meworks [2]. Generally speaking, a role is an abstract
In this paper we apply the concepts of agent, representation of stereotypical behavior common to di-

role and group to the field of hybrid intelligence.
The model is formalized in axioms of descrip-
tion logic. The open-world assumption axioms
allow to define necessary relations between con-
cepts and individuals in the system. The axi-
oms interpreted in closed world express integrity

fferent classes of agents. Moreover, it serves as an in-
terface, through which agents perceive their execution
environment and affect this environment. Such a repre-
sentation contains a set of actions, capabilities, which an
associated agent may utilize to achieve its goals. On the

constraints. The model is implemented in sepa- other hand, the role defines constraints, which a reques-
rate ontology agent which fulfils the functions ting agent has to satisfy to obtain the role, as well as re-
of matchmaking and correctness verification in sponsibilities for which the agent playing this role holds
computational MAS. Apart from simple compu- accountable. The role also serves as a mean of definition
tational MAS scenario, we specify the role based of protocols, common interactions between agents. An
model of other hybrid intelligence techniques, agent may handle more roles, and a role can be embo-
such as external and evolutionary learning, and died by different classes of agents. Moreover, agents can
preprocessing. change their roles dynamically.
1. Introduction The role-based solutions may be independent of a par-
ticular situation in a system. This allows designing an
An agent is a computer system situated in some envi- overall organization of multi-agent systems, represen-
ronment that is capable of autonomous action in this en- ted by roles and their interactions, separately from the
vironment in order to meet its design objectives [1]. Its algorithmic issues of agents, and to reuse the solutions
important features are adaptivity to changes in the envi- from different application contexts. The coordination of
ronment and collaboration with other agents. Interacting agents is based on local conditions, namely the positi-
agents join in more complex societies, multi-agent sys- ons of an agent playing the role, thus even a large MAS
tems (MAS). These groups of agents gain several advan- can be built out of simple organizational structures in a
tages such as the applications in distributed systems, de- modular way.
legacy of subproblems on other agents, and flexibility of
the software system engineering. The computational multi-agent systems, i.e. application
of agent technologies in the field of hybrid intelligence,
Many present-day applications require dynamic and showed to be promising by its configuration flexibility
open societies. The importance of interaction and coope- and capability of parallel computation. In order to auto-
ration aspects of agents, therefore, increases. The effort matize the composition of computational MAS, its for-
to reuse MAS patterns brings the need of separation of mal model in description logic (DL) was introduced [3].
the interaction logic from the inner algorithmic logic of We are employing the concepts of role and group and
an agent. There are several approaches providing such transform the role model in axioms of DL [4]. In this pa-
separation and modeling a MAS from the organizatio- per, the necessity of axiom definition both under open-
nal perspective, such as the tuple-spaces, group compu- and closed-world assumption is highlighted and the mo-
tation, activity theory or roles [2]. del is extended by integrity constraints. This formal de-
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Figure 1: Two examples of computational MAS — the simplest one (left), and the more complicated one (right) containing a

neural network trained by an evolutionary algorithm.

scription allows dynamic finding of suitable agents and
groups (matchmaking), verification of correctness of
MAS (system checking) or automated creation of MAS
according to the task.

In the next section, we present a computational intelli-
gence scenario and elaborate the role-based model of a
computational MAS. In Section 3, the model is forma-
lized by means of description logic axioms. The data-
mining processes often require data pre-processing. The
role of a pre-processing agent is defined and included in
the model in Section 4. In Section 5, the implementation
of ontology agent managing the dynamic role-based of
MAS is described. Section 6 concludes the paper and
show future work.

2. Role Model of Computational MAS Scenario

Hybrid models including combinations of artificial in-
telligence methods, such as neural networks, genetic al-
gorithms, and fuzzy logic controllers, can be seen as
complex systems with a large number of components
and computational methods, and with potentially unpre-
dictable interactions between these parts. These approa-
ches have demonstrated better performance over indi-
vidual methods in many real-world tasks [5]. The di-
sadvantages are their bigger complexity and the need
to manually set them up and tune various parameters.
Also, there are not many software packages that provide
a large collection of individual computational methods,
as well as the possibility to connect them into hybrid
schemes in various ways. Multi-agent systems seem to
be a suitable solution to manage the complexity and dy-
namics of hybrid systems. In our approach, a computati-
onal MAS contains one or more computational agents,
i.e. highly encapsulated objects embodying a particu-
lar computational intelligence method and collaborating
with other autonomous agents to fulfill its goals. Several
models of development of hybrid intelligent systems by
means of MAS have been proposed, e.g. [6] and [7].
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In order to illustrate the abilities of role-based models
we will present an example of analysis of a computatio-
nal MAS scenario. We are exploiting the conceptual fra-
mework of the AGR model [8]. Its organization-centered
perspective allowing modular and variable construction
of MAS is well suited especially to more complicated
configurations of computational agents. On the other
hand, GAIA establishes the static assignment between
roles and agent-classes. We are leaving this dynamical
aspect to the development of algorithms controlling in-
dividual instances of agents. These algorithms employ
the concepts of groups and roles, and are allowed to
change roles and enter groups during the run-time.

For two examples of computational MAS see Figure 1.
These descriptions correspond to physical implemen-
tation of agents employing the JADE agent platform and
Weka data mining library [3]. The system in our sce-
nario consists of a Task Manager agent, Data Source
agent, two computational agents (RBF neural network
and Evolutionary algorithm agent) and supplementary
agents. In the case of RBF network, there are unsupervi-
sed (vector quantization) and supervised (gradient, mat-
rix inverse) learning agents. The evolutionary algorithm
agent needs Fitness, Chromosome, Shaper and Tuner
agents.

Such a computational MAS is represented by a role or-
ganizational structure shown at Figure 2. It consists of
possible groups, their structures, described by means of
admissible roles and interactions between them. This
organizational structure contains the following group
structures:

e Computational Group Structure. It contains three
roles: a Task Manager, Computational Agent im-
plementing a computational method and Data
Source which provides it with training and testing
data.

e Simple Learning Group Structure consisting of
two roles: a Teacher and Learned Computatio-
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nal Agent. This structure is instantiated by three
groups for each Teacher (Vector Quantization,
Gradient and Matrix Inverse).

o Evolutionary Algorithm Group Structure contains
an Evolutionary Algorithm Agent, Evolved Com-
putational Agent, Chromosome which translates
representation of an individual into the model pa-
rameters, Tuner with probabilities of the algori-
thm and Shaper scaling the individual fitness.

Simple Learning
Group Structure

Learned
Comp. Ag.

Computational
Group Structure

Task
Manager
Comp. Data
Agent Source

Evolutionary Alg.
Group Structure

Fitness >

Evolution.
Algorithm

Figure 2: The organizational structure diagram of the com-
putational MAS

RBF
Neural Network

Task
lanager,

Comp. Data
Agent Source
e\

Kseudofunction|

Computational
Group

imple
Learning
roup

EA Group

Figure 3: The organization of a concrete computational MAS
scenario (cheeseboard notation)
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Every concrete organization of the MAS is built with re-
spect to the rules of the organizational structure. Aims
of the agents are fulfilled by assuming of roles or estab-
lishing of groups and interactions. The agents can play
different roles in different groups and even a complica-
ted MAS can be built from these structures.

We will show a typical run of such a computational
MAS with data-mining task. At the beginning of the
run, only the computational group exists with the RBF
network in the role of a computational agent. After the
request for learning the problem by the task manager,
appropriate simple learning groups are created and the
learning agents are constructed, reused or found. Simi-
larly, the evolutionary algorithm group is constructed
with all supplementary agents. The interactions proceed
according to the definition of organizational structure.
Figure 3 shows a state of the concrete organization of
such computational MAS.

We can see that the role model allows simplifying the
construction of more complicated computational multi-
agent systems by its decomposition to the simple group
structures and roles, to which the agents assigns. Moreo-
ver, the position of an agent in a MAS in every moment
of the run-time is defined by its roles without need to
take account of its internal architecture or concrete me-
thods it implements. It also reduces a space of possible
responding agent when interactions are established.

3. Description Logic Model of Computational MAS

The family of Description Logic (DL), fragment of first-
order logic, is nowadays de facto standard for ontology
description language for formal reasoning [9]. In DL, a
knowledge base is divided into a T-Box (terminologi-
cal box), which contains expressions describing concept
hierarchies, and an A-Box (assertional box) containing
ground sentences.

Web Ontology Language (OWL), an expressive
knowledge representation language, is based on de-
scription logic [10]. Semantics of OWL is designed
for scenarios where the complete information cannot
be assumed, thus it adopts the Open World Assumption
(OWA). According to the OWA, a statement cannot be
inferred to be false only on the basis of a failure to
prove it. If there is assumed complete knowledge, the
T-Box axioms cannot be used as Integrity Constraints
(ICs) which would test validity of the knowledge base.
In order to check integrity constraints, the Closed World
Assumption (CWA) is necessary. There are several ap-
proaches simulating the CWA by different formalisms,
e.g. rules or queries [10].
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We continue in the effort to describe the computatio-
nal MAS in the description logic model [3]. Our model
would incorporate the concepts of group and role. In pa-
per [4], we have elaborated basic role-based model of
computational MAS in description logic under OWA.

We want to preserve the simplicity of the OWL models
and also to express ICs in the same language. In [10]
the authors presented an IC validation solution redu-
cing the IC validation problem to SPARQL query [11]
answering. Moreover, they introduced a prototype IC
validator extending Pellet [12], the OWL reasoner. For
example, the constraint that every product has a manu-
facturer:

Product T JisM anu facturedBy. M anu f acturer

would not be violated if there is defined a product wi-
thout manufacturer in an A-Box [10]. The SPARQL re-
presentation of this IC would be the following query:

ASK WHERE {
?x rdf:type Product.
OPTIONAL {
?x isManufacturedBy ?y.
?y rdf:type Manufacturer.
}
FILTER(!BOUND(?y))
}

Thus we divided the T-Box of the proposed model into
two parts. The first part contains axioms describing ma-
inly the concept hierarchy and the necessary relations
between their instances. This schema is interpreted in
the OWA and defines the facts the reasoner will infer
from the given A-Box. In the second part, there are con-
straints which define the integrity conditions of the sys-
tem related mainly to the capabilities of agents. These
are interpreted on the CWA..! The time-dependent infor-
mation, the current state of the system is in an A-Box of
the ontology.

As we have already mentioned, a role is defined as a set
of capabilities, i.e. actions (interactions) an agent assu-
ming this role can use, and a set of responsibilities or
events the agent should handle. A group is then descri-
bed by a set of the roles the group contains. A hierar-
chy of concepts should respect this. The designed T-Box
contains the following superior concepts:

e Responder is a responsibility of a role. It stands
for a message type the agent handles.

e [Initiator represents an action from a capabi-
lity set and it is closely related to a particular

Responder. The functional role isInitiatorO f
relates to the agent which the action uses. The role
sendsTo contains the agents to which the action
is connected.

e RequestInit is a subclass of the previous con-
cept which defines only those initiators that send
messages to one agent (unlike e.g. the contract net
protocol). This concept adds the following IC:

RequestInit Co< sendsTo.1

e Agent is a superclass of all roles. The role as-
signment is achieved simply by a concept asser-
tion of the agent individual. The inverse functional
roles hasInitiator (inverse of isInitiatorOf)
and hasResponder couple an agent with par-
ticular actions and responsibilities. While the
hasResponder relation is a fixed property, the
hasInitiator occurs only when a corresponding
connection is established. Finally, the functio-
nal role isMemberO f indicates belonging to a

group.

e Group represents a group in a MAS. It has only
one role, an inverse of the memberO f role, called
hasAgent.

The computational group structure contains three agents
with assigned roles of a task manager, computational
agent and data source. Among these roles two connecti-
ons can be established. First, the task manager sends
control messages to the computational agent in order to
solve a problem. It contains necessary parameters (data
file name, learning options) and an action the compu-
tational agent should perform, such as training and tes-
ting. The second connection is between the computati-
onal agent and data source, which provides data from a
specified file.

The sending of control messages between the task ma-
nager (T'ask M anager), which initiates this connection,
and the computational agent (CompAgent) is modeled
by two concepts, an initiator (Control M sgInit) and
a responder (Control M sgResp). The initiator of this
connection is an instance of Control M sgInit which is
a subclass of the RequestInit class. It sends messages
only to an agent with a running responder handling these
messages, and it is coupled with a Task Manager role as
a capability. The schema file of the ontology contains
axioms of the initiator and responder concept hierarchy,
and a definition of the responder individual:

ControlM sgInit CTo RequestInit

! Axioms of T-Box are distinguished in the next text by a subscript of the inclusion axiom symbol. A standard schema axiom interpreted in the
OWA is in the form C' T Ej. An integrity constraint in the CWA has the form C' Co Ea.
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The following integrity constraints for this concept
check the roles of initiating and responding agents:

ControlM sgInit C¢ VsendsTo.
.JhasResponder.Control M sq Resp
M VisInitiatorO f.TaskManager

The control message responder is a simple descendant
of the Responder concept and this class contains the
instance Control M sg. The schema axioms follow:

ControlM sgResp Co Responder
ControlM sgResp(Control M sg)

The data connection between the computational agent
and the source of data (DataSource) is again divided
in two classes: initiator DataM sgInit and responder
DataM sgResp. The following axioms for these con-
cepts are similar to those for the control connection:

DataM sglInit Co RequestInit
DataM sgInit Co VsendsTo.
.JhasResponder.DataM sgResp
N VisInitiatorO f.CompAgent
DataM sgResp Co Responder
DataM sgResp(DataM sg)

Role definitions are descendants of the Agent concept
and have to contain their responsibilities, i.e. responders
(capabilities are defined on the initiator side). The re-
sponsibility of the computational agent (CompAgent)
is to respond on the control connections. These are axi-
oms inserted in the schema set:

CompAgent Co Agent
M > hasResponder.Control M sg

The data source (DataSource) handles requests for
data and the task manager (T'askM anager) role only
sends messages in a group:

DataSource Co Agent
M > hasResponder.DataM sg
TaskManager Co Agent

Finally, the computational group (CompGroup) conta-
ins only the agents which have asserted that they have
the computational agent, task manager or data source
role. The subclass-axiom is important for open world re-
asoning:

CompGroup Co Group
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On the other hand, entrance of the agent with a wrong
role has to be checked by the following closed world
constraint:

CompGroup Ce YhasAgent.
.(CompAgent UTaskManager U DataSource)

( ControlMsginit
( DataMsginit )

(_EAParamsMsglnit )

=

A« Initiator J<}—i=
EvoAlgorithmGroup  FitnessMsglnit

gl \ ~

Qoo T—i=a— (“compGroup ) X
N—isa —

Learninghsglnit

SimpleLearmingGroup )  EAControlMsgInit )

| Teacher )

( compAgent )
/ P
/ isa/ T
¥ EvoAlgorithm )
/ ( Tuner )
—isa (" eamedCA
( TaskManager )
( EvolvedcA )
\, N ——
\isa i S
N { DataSource )

( chromesome )
 EAParamshisgResp )
( ControlMsgResp )
is-a.” —— S
q ComputeModellMsgResp )

LeaminghisgResp
\ EAControllsgResp )

( DataMsgResp )

Figure 4: Hierarchy of main ontology concepts in the com-
putational MAS model

The simple learning group structure is defined in a si-
milar way by the following schema and integrity rules:
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LearningM sgResp Co Responder
LearningM sgResp(LearningM sg)
LearningM sgInit Co RequestInit
LearningM sgInit Co VsendsT o.
.JhasResponder.LearningM sqgResp
M VisInitiatorOf.LearnedC A
LearnedCA Cp Agent
Teacher Co Agent
M > hasResponder.LearningM sg
SimpleLearningGroup Co Group
SimpleLearningGroup Co VhasAgent.
.(Teacher Ul LearnedCA)

Evolutionary algorithm group contains an evolutionary
algorithm, evolved computational algotihm, tuner with
parameters of the algorithm, and chromosome, i.e. re-
presentation of individuals:

EAControlM sgInit Co RequestInit
FEAControlM sgInit Co VsendsTo.
.JhasResponder.EAControl M sgResp
M VisInitiatorO f.EvolvedC A
EAParamsM sgInit Co RequestInit
EAParamsM sglInit Co VsendsTo.
.JhasResponder.EAParamsM sgResp
M VisInitiatorO f.EvoAlgorithm
FitnessM sgInit Co RequestInit
FitnessM sgInit E¢ VsendsTo.
.JhasResponder.FitnessM sgResp
M VisInitiatorO f.EvoAlgorithm
ComputeModel M sgInit Co RequestInit
ComputeM odel M sgInit Co VsendsTo.
.JhasResponder.Compute M sqgResp
M VisInitiatorO f.Chromosome
EAControlMsgResp Co Responder
EAControlM sgResp(EAControl Msg)
EAParamsM sgResp Co Responder
EAParamsMsgResp(EAParamsM sg)
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FitnessM sgResp Co Responder
FitnessM sgResp(FitnessMsg)
ComputeModel M sgResp Co Responder
ComputeModel M sg Resp(Compute M odel M sg)
FEvolvedCA Cp Agent

M > hasResponder.Compute Model M sg
EvoAlgorithm Co Agent

M 3> hasResponder.EAControl M sg
Chromosome Co Agent

M 3 hasResponder.FitnessM sg
Tuner Co Agent

M > hasResponder.EAParamsM sg
FEvoAlgorithmGroup Co Group
EvoAlgorithmGroup Cc VhasAgent.

.(EvolvedCA U EvoAlgorithm U

UChromosome U Tuner)

The main concepts in the ontology described above are
shown in Figure 4.

4. Role Model of Preprocessing

The real data sets are often imperfect and noisy, contains
outliers, missing values or impossible data combinati-
ons or there is redundant and irrelevant information. The
computational modeling techniques also impose requi-
rements on the data set. Therefore, separate phase of pre-
processing before main computation is necessary [13].
There is variety of pre-processing techniques with di-
fferent effects on data, e.g. feature extraction, missing
values and outlier filtering, or resampling etc.

In order to keep flexibility of computational MAS so-
lution we will implement the pre-processing method as
a separate agent. This pre-processing agent obtains data
from a data source and provides pre-processed data to
other agents. The options of the pre-processing method
and source-file have to be set by a task manager who
controls the computation.

Therefore the interactions defined in Subsection 3 can
be utilized. The pre-processing agent gains properties
of both the data source (it provides data) and com-
putational agent (it receives data from another source
and waits for control messages). Thus the role of
PreprocessingAgent is defined as an intersection of
DataSource and CompAgent:

PreprocessingAgent Co CompAgent M DataSource
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The pre-processing agent with this role is also able to
enter any computational group according to this defini-
tion. It also includes the possibility of creation of agents
chain, where on the one end is an agent providing origi-
nal data table and on the other is a data mining compu-
tational method. Diagram of such a configuration with
two preprocessing agent is at Figure 5.

Computational
Group

Pre-proc)
Agent

Feature
Extraction

Pre-proc!
Agent

Normalization

Data
Source

Figure 5: Example of computational MAS configuration with
two preprocessing agents.

On a request of the task manager the pre-processing
agent obtains data from specified data source and does
the pre-processing. On the next request for the data from
another computational agent it sends the pre-processed
data.

The task manager has to prepare the sequence of compu-
tations of the whole data mining process. Its responsibi-
lity is to run the pre-processing agents in the right order
before it will send a request for the computation of the
data mining computational method.

5. Implementation

To coordinate the run-time role organization of MAS a
built according to the schemas and constraints of T-Box,
it is necessary to have a central autority, separate agent
in which the DL model is represented. Other agents will
change the state of the model and query it by interaction
with this agent.

The model is implemented as an ontology agent (OA) in
JADE, Java-based framework for a MAS [14]. The goals
of the OA are:

o Keeping track of the current state of MAS. Agents
present in the MAS register themselves in the OA,
state changes of their roles, create and destroy
groups and their membership in them, and estab-
lish communication channels.

e Verification of correctness of MAS. The OA con-
trols all changes of the system and does not allow
activities which would violate the integrity con-
straints.

e Matchmaking of agents and groups. When explo-
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iting the concept hierarchy, it is possible to search
groups of certain types or agents that have a cer-
tain role, that are members of certain group or that
can handle certain types of messages.

Reasoner
Onlélogy
model
SPARGL
IC validato

Request
handling

Ontology Agent

Figure 6: Architecture of the ontology agent.

The ontology agent (shown in Figure 6) consists of the
request handling module which is responsible for pro-
cessing of incoming requests and replying. It employs
the ontology functions provided by the Pellet OWL-DL
reasoner [12] and its extensions. The ontology model
contains an assertional box of the ontology and descri-
bes the current state of the system. The open-world rea-
soner infers new facts from axioms in the OWL schema
file and content of the A-Box. The integrity constra-
ints saved in a separate OWL file are converted into
SPARQL queries and run by the SPARQL engine on the
ontology model. The SPARQL engine is also used to an-
swer matchmaking queries.

The communication ontology for contents of OA
messages has been created. This ontology consists of
three types of concepts.

The first group contains actions changing the state of the
ontology. These actions result in changing of assertions
in the A-Box of the model and are validated by the inte-
grity constraints. If any of the ICs is violated, the change
is not performed. In this case the action ends by failure.
For example, setting of a role of computational agent to
the agent rb f is achieved by adding the following asser-
tion to the A-Box:

CompAgent(rbf)

Removing the role is equivalent to removing this asser-
tion. Similarly the creation of data initiator ¢nit of agent
rbf and its connection to an agent ds results in:

DataM sgInit(init)
hasInitiator(rbf,init)
sendsTo(init, ds)

Note that if the CompAgent role is not among the ro-
les of agent which owns that initiator, or the receiving
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agent does not have a DataM sgResp responder, an in-
tegrity constraint is violated and the state of the A-Box
is undone.

In the second group there are concepts specifying
matchmaking queries on groups or agents. The descrip-
tion of the requested agent contains its role, group in
which it should be or its responders. These queries are
transformed into SPARQL queries [10] and executed on
the inferred model.

The third group of concepts contains concepts informing
about results of actions or queries.

6. Conclusion

With rising complexity and dynamism of heterogeneous
multi-agent systems, the importance shifts from inner
structure and algorithmic logic of individual agents to
the cooperation and interaction aspects of the system.
The concept of role and role-based models simplifies the
development of such multi-agent systems.

Hybrid intelligence system, cooperation of various me-
thods of artificial intelligence, has been successfully im-
plemented as a computational multi-agent system. It
contains one or more computational agents, i.e. auto-
nomous encapsulations of individual computational me-
thods, and enables flexibility in run and development of
such a MAS.

In this article, we have elaborated the role-based mo-
del of computational MAS realizing hybrid intelligence.
The model is formalized of description logic. Both the
deduction axioms and integrity constraints are defined
in the same formalism of OWL-DL with distinction of
open-world and closed-world assumptions.

In order to support the real-world data-mining pro-
cesses, the models of computational group, external
and evolutionary learning group, and pre-processing
agent have been included. The proposed model of pre-
processing allows defining chains of pre-processing
agents gradually solving the input data inconsistencies.

The ontology agent representing the model of current
MAS state has been implemented. The ontology agent
allows general management, correctness verification and
matchmaking of the MAS with concepts of agents, roles
and groups. For this purpose, reasoning and querying of
the DL model is employed.

Further research will be put in ontology classification of
computational methods, their parameters and input data.
This model will broaden the possibilities of the model
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to express the computational MAS dynamics. The role-
based model is currently being included in the com-
putational multi-agent system Pikater [15], where ari-
ses the problem of choice of best computational method
with respect to the unknown input data characteristics,
i.e. meta learning.
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Abstract inspecting such instance may likely reveal some of the

flaws of the model. In the rest of the paper, we will re-

Formal modeling methods are becoming fer to such model analysis method based on finding and

an important part of today’s software develo- inspecting model instances as to example-driven model
pment process. The Alloy modeling language, analysis. As an aside, in context of Alloy the search
which is one of the emerging modeling appro- for model instances is limited by their maximal size (in

aches, is gaining popularity due to its powerful
and attractive syntax based on first-order logic
and relational calculus. One of the key features
of the Alloy solver - Alloy Analyzer - is the abi-
lity to find a random instance of a given Alloy
model. One outcome of this feature is simpli-

terms of number of employed objects). Alloy justifies its
approach by proposing the small scope hypothesis [4]
according to which counterexamples invalidating a mo-
del tend to occur in small models instances already,
which in turn are easier to comprehend. Compared to

fication of the Alloy model development pro- other methods form model analysis such as inspection
cess as the found instances may likely reveal the of error traces, this example-driven model analysis is far
flaws of the model and thus may serve for de- more comprehensive. Since this method provides fast fe-
bugging. Compared to traditional inspection of edback during model development, it is suitable for ra-
an error trace in context of model checking tech- pid prototyping of formal models.

niques, this brings a serious development spe-

edup. However, this technique turns out to be However, as a model is getting larger, it is more difficult
ineffective for large-scale models of complex to identify the flaws by analyzing its instances. This is

systems, as the found instances are getting too
complex and the search for the instances is too
time-demanding. In this paper, we describe the
particular difficulties which may be encounte-
red during modeling of complex systems, give
a real-life case study, and propose an overall ap-
proach to address these difficulties.

basically caused by three restraining factors:

(a) The instance generation is random (depending to
the implementation of the underlying SAT solver,
which often employs random steps to solve the gi-
ven formula) and the model developer has to first
recognize the structure of the new model instance

1. Introduction before he can actually analyze the instance. This
is more difficult as the instance is getting bigger.
While modeling large-scale complex systems with mul- Moreover, a model developer typically needs to
tiple concerns, it is often difficult to develop, analyze, analyze variations of a certain part of the model,
and debug such formal models since they are too big to which he is currently working on, only. However,
be verified/checked on a regular basis during the deve- when the developer updates the specification, the
lopment. Moreover, the results given by model verifier newly generated instance can be completely dif-
(error traces, etc.) are generally hard to interpret which ferent to the one generated from the original spe-
further impedes the model development and analysis. To cification.
facilitate the model analysis, the Alloy framework [3,4]
offers possibility of finding and inspecting a random in- (b) As the Alloy Analyzer tool supports incremen-
stance of the model in development. The reason is that tal execution of the underlying SAT solver, it
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allows traversing a sequence of generated instan-
ces. However, the ’interesting’ instances may be
scattered in this sequence (the sequence is likely
going to be different for different executions of
the tool). Therefore, a tedious traversal of the
sequence is required each time a certain scenario
is needed for analysis (for example after a change
in the model in order to verify that the change
corrected a flaw in the scenario). The sequences of
the generated instances may contain large amount
of ’uninteresting’ instances (due to variability in
the ’uninteresting’ parts of the specification). This
together with the fact (a) makes the traversal very
difficult.

(c) The performance demands grow exponentially
with the size of the specification (because the spe-
cification is transformed into a SAT formula). In
scope of the rapid development of Alloy models
this represents a serious drawback.

All these limitations restrain the usage of example-
driven analysis in context of large and complex models
in Alloy.

The Alloy Analyzer provides basically two ways of
fighting the restraining factors. The former is the
already-mentioned configurable visualization of instan-
ces. However, this visualization has severe limitations,
such as restricted layout modifications, constrained vi-
sualization of individual instance elements, etc. The lat-
ter is to provide the model finding process with suitable
Alloy specification which constrains the set of model in-
stances to the currently ’interesting’ ones. However, in
non-trivial models the adequate constraint specification
is too extensive and too complex to be written manually.

Nevertheless, the method of systematically constraining
the model appears to be a promising approach for fi-
ghting the mentioned drawbacks of example-driven ana-
lysis. In this sense, a challenge is to find an automatic
or semi-automatic way of assessing the constraints and
converting them to a corresponding Alloy specification.

1.1. Goals and Structure of the Paper

In this paper, we propose a modeling method for Alloy
(i.e., multilevel modeling) which enables example-
driven model analysis also for large-scale and com-
plex models. The approach is based on partitioning of
a model into separate partitions by exploiting the inhe-
rent internal structure of the model, and separate con-
strained analysis of the individual partitions by semi-
automatically making the rest of the model immutable.
The goal is to allow easy and comprehensive analysis of
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a particular model part in development. The key idea is
that the immutable model partitions restrict the set of all
model instances, so that the found instances are easier to
comprehend (as they share properties determined by the
immutable model partitions) and due to the implemen-
tation of the Alloy Analyzer also quicker to find (since
the underlying SAT solver does not have to solve the
whole formula but is given a partial solution based on
the immutable partitions). In fact, the respective partiti-
ons of the model in development are made immutable
according to a selected sub-instance. This sub-instance
can be either artificial (automatically or manually crea-
ted for the purpose of model immutability only), or de-
rived from a previously-analyzed instance.

The possible use cases of this approach are the
following:

(a) During development, several instances are found,
one of them indicating a model flaw. After the
model is corrected, it is necessary to re-check not
only the particular erroneous instance but also the
(in some sense) ’similar’ instances in order to as-
sess whether the flaw was actually fixed. After
making an appropriate sub-instance of the errone-
ous instance immutable, the consequently found
instances will address the updated parts of the mo-
del.

(b) After a new partition of the model in develo-
pment was created, it is required to analyze it
using ‘reasonable’-example-driven analysis. After
a suitable sub-instance comprising only the pre-
vious model partitions (created either from exis-
ting instance using Alloy’s model finding feature,
or manually) is made immutable, the consecuti-
vely found instances will introduce variability in
the new model partition only and will thus fa-
cilitate its analysis. Moreover, they will share a
common structure determined by the fixed sub-
instance which would make them more compre-
hensive. Obviously, to achieve required level of
confidence, the process has to be repeated for se-
veral immutable sub-instances.

In summary, our contribution is:

o Experiments. We present a real-life case study
that demonstrates the obstacles of example-driven
modeling of complex systems and outlines the ap-
proach to address them.

e Multilevel modeling. We introduce the idea of
extending the basic example-driven analysis ap-
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proach by systematically fixing a particular parti-
tion of the model in development in order to find
constrained instances and thus allowing easier
analysis and debugging of the model. We refer this
method as to multilevel modeling. Moreover, we
propose the necessary tool support and associated
workflow for the multilevel modeling method.

The rest of the paper is structured as follows: Section 2
presents a real-life case study based on formal model of
AADL, Section 3 presents a brief outline of the multi-
level modeling method and proposes the associated too-
ling, Section 4 surveys the related work, and Section 5
concludes the paper and gives future work remarks.

2. Case Study

To illustrate the mentioned obstacles of example-driven
analysis in context of large-scale complex systems, we
present a case study based on an Alloy specification of
the AADL [7] modeling language which is an industrial
standard for modeling embedded and real-time compo-
nent systems.

2.1. Internal Structure of the AADL Model

The presented Alloy model of AADL inherently consists
of several distinct parts representing different concerns
and different levels of abstraction.

System1
épods
System0 Port1 Data
@r;%utpothorts

Port2 Port0

Figure 1: AADL structural model instance.

Specification of Component Structure. The base mo-
del part defines the component structure of the AADL
and its semantics. This part comprises definition of
ports, components, component properties, and compo-
nent hierarchy. Except for structural component defini-
tion, this model part also determines how a valid compo-
nent refinement can look like, what properties a particu-
lar component type can have, etc. The following code
example contains a partial specification of AADL com-
ponent structure including ports and component refine-
ment, specification of System component type, and basic
requirements on valid system structure. Figure 1 shows
a simple instance of the structural part.
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abstract sig Component {
in_ports: set AbstractPort,
out_ports: set AbstractPort,
subcomponents: set Component,

}

fact ComponentNotInSubcomponents {
all c:Component | ¢ not in c. subcomponents
}

sig System extends Component { ... }
fact SystemSubcomponents {
System.subcomponents in
(System + Data + Process)

}

—-— In valid system only a Sytem component can be
-—- the top level component
pred ValidSystem {
all c:(Component — System) |
one pc:Component |
c in pc.subcomponents

System1
)Arts lsubcomponemts
Port1 System0
connection linports
Port0

Figure 2: AADL compositional model instance.

Specification of Component Bindings. Based on the
structural part, a compositional part is specified. This
part comprises specification of port types, valid com-
ponent composition, and component bindings. Seman-
tically, this part determines valid application architectu-
res. The following code example contains a partial spe-
cification of AADL port types and basic requirements
on a valid system architecture. Figure 2 shows a simple
instance of the compositional model part.

abstract sig Port extends AbstractPort {
connection: set Port

}

-— A valid connection is either
fact {
all p:connection.Port | some parent:Component
all dp:p.connection |
(
—- in-port delegation from parent
-- to a subcomponent
some cmp:parent.subcomponents |
(
p in parent.in_ports
and dp in cmp.in_ports)
out-port delegation from
-- a subcomponent to to parent
) or (
p in cmp.out_ports
and dp in parent.out_ports
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) or (
—-— or connection of two subcomponents
—— from out-port to in-port
some disj cmpl,
cmp?2:parent.subcomponents |
p in cmpl.out_ports
and dp in cmp2.in_ports

System1

in_ports
\J
Port1

subcomponents

SystemO

in_ports

connection
Port0

active_components

ModeTransition

ﬁMod%Mode

Mode0 Mode1

owner

Figure 3: AADL reconfiguration model instance.

Specification of Architecture Reconfigurations. The
third model part is the architecture reconfiguration spe-
cification. This part comprises specification of valid ar-
chitecture changes in a system. In AADL, architecture
changes are modeled using Finite State Automata (FSA)
where each state represents a valid system architecture.
These states are called architectural modes since they
represent possible versions/modes of the system archi-
tecture. Further, the reconfiguration specification cap-
tures the transitions between the modes and conditions
that have to be met in order to trigger the transitions. The
following code example contains a partial specification
of AADL modes and mode transitions, as well as their
basic properties. Figure 3 shows a simple instance of the
reconfiguration model.

sig Mode extends AbstractMode {
active_components: set Component,
connections: Port -> Port,
owner: one Component

active_components in owner.subcomponents

-- A mode can refer to existing connections
-- between currently active components only

all pl, p2: Port | (pl->p2) in connections => (
(p2 in pl.connection) and
(pl+p2) in

(owner.ports + active_components.ports)
}

sig ModeTransition extends AbstractModeTransition {
triggerEventPort: set Port,
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srcMode: one Mode,
dstMode: one Mode,
owner: one Component

—— Only transitions between modes from
—— the same component are allowed.
owner = srcMode.owner

owner = dstMode.owner

—— Only ports from the owner component
—-- can be triggered.
triggerEventPort in owner.ports

The AADL standard also introduces other model parts
such as the platform-definition part or control-and-data-
flow part. These are left out from this case study for sim-
plicity.

System1

in_ports
subcomponents

Port4 System2 Port1

connecti’% podsknports

Port2 Port3 Port0

Figure 4: Uninteresting variability in structural part.

2.2. Analysis of the AADL Model

Using the case study presented in Section 2.1, we can
illustrate the drawbacks of the example-driven model
analysis which were listed in Section 1.

\

de *subcomponents

T Modes
|~

mponerabive_somponens ~——_actva_compenarts /cive_companats
-~ AN 3

Datat

Process
LR

wner '\ owner ModeTransition3 ModeTmns\(hM\

subcomponents

T > Mode!  Mode3
active_components/ T
subcomponents

A
N

Threado.

out_ports
v v
EventPort in_ports  DataPort

Al
EventDataPort

Figure 5: Complex instance of the AADL reconfiguration
model.
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As for (a), while analyzing a more-elaborate version of
the reconfiguration model part, the Alloy Analyzer will
likely find complex random instances which are hard to
interpret (Figure 5). Moreover, each time the model is
updated, the consecutively found instance will probably
represent different reconfiguration scenario based on a
different architectures (e.g., the actual architecture in Fi-
gure 5 significantly differs from the one in Figure 3).

As for (b), the found instances in the instance sequence
will likely introduce variability in uninteresting model
parts such as variability in port specification while ana-
lyzing compositional specification (Figure 4). Naturally,
this increases the complexity of analyzing large instan-
ces such as the one in Figure 5.

As for (c), Table 1 illustrates the growth of performance
demands while developing the individual layers of the
AADL model. Measurements were performed on a par-
tial AADL specification similar to the one illustrated in
previous section bounded by at most 10 objects for each
Alloy signature. The measurements do not include the
time needed for generation of the associated SAT for-
mula. It is clear that while developing the full-fledged
versions of all model parts, the example-driven analysis
would be greatly impeded by the growth of performance
demands.

Min | Max | Average
Structural part 28 71 37.8
Compositional part 135 | 228 145.6
Reconfiguration part 397 | 439 410
Reconfiguration part 40 68 46.5
with a fixed sub-instance

Table 1: Time required for finding an instance of the indivi-
dual model parts in ms.

3. Solution

As mentioned in the first section, the multilevel mode-
ling method, targeting example-driven analysis of com-
plex models, is based on a semi-automated process of
making a particular model partition immutable accor-
ding to a selected sub-instance. Not only the immutable
model partition makes the found instances more com-
prehensive (as it enforces certain properties and patterns
to be shared by all the instances), but it also reduces the
time complexity of the model finding process (as the im-
mutable partition represents a partial solution of the as-
sociated SAT formula). As an aside, it may be necessary
to repeat the process for several sub-instances in order
get the required level of confidence in results of the mo-
del analysis.
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As an example, in context of the reconfiguration mo-
del part presented in the case-study, it is beneficial to
fix a particular system architecture (set of architectu-
res) and analyze the reconfiguration model part strictly
on this particular architecture (set). Not even it would
allow interpreting the found instances and traversing the
sequence of instances more easily (as they will be all
based on the shared architecture), but the instance fin-
ding will also require significantly less time (an example
with an immutable component composition featuring
5 components, 10 ports, and 7 connections is illustrated
in Table 1, rows 3-4).

3.1. Method Description

The multilevel modeling method consists of several
steps: (i) identification of the model partitions and their
dependencies, (ii) acquisition/creation of a suitable sub-
instance, and (iii) making a model partition immutable
according to the sub-instance. In general, all these steps
can be performed manually; however, we aim to make
them as much automated as possible. In this section, we
will outline the possible methods of targeting these indi-
vidual steps.

Identification of model partitions and their depen-
dencies. The Alloy Analyzer allows splitting the speci-
fication into several separate modules and declaring de-
pendencies between these modules. We will exploit this
mechanism to address the task of identification of mo-
del partitions. A model partition is therefore recognized
as an Alloy module. For more fine-grained partitioning
of Alloy models, it is possible to introduce independent
definition of model partitions and their dependencies for
example by explicitly enumerating the relevant Alloy
constructs included in each partition.

Acquisition of a suitable sub-instance. An immutable
model sub-instance can be obtained in several ways.
First, it can be constructed manually. Second, it can be
extracted from a previously-found and analyzed instance
with assistance of a specialized tool. Third possibility is
to employ methods adopted by the related Alloy model
synthesis approaches - for example in [5], Java object
structures are interpreted as Alloy model instances. In
our preliminary experiments, we have employed a vari-
ant based on the second case.

Making a model partition immutable according to a
sub-instance. There are basically two possible methods
of making a model partition immutable. The former is
an explicit creation of an Alloy specification which en-
forces the particular sub-instance. The latter is to use the
Kodkod API [9, 10], which allows to provide the under-
lying SAT solver with a particular sub-instance directly.
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Although the usage of the Kodkod API is considered
more effective, the former approach brings noticeable
performance improvement as well (Table 1, rows 3-4).
Since an Alloy specification is transformed into a SAT
formula, making a sub-instance immutable corresponds
to assigning some of the variables of the corresponding
SAT formula. Technically, the Alloy specification enfor-
cing a particular sub-instance causes immediate assig-
nment of some of the SAT variables (during BCP in
DPLL-based [1] SAT solvers [2]). In our preliminary
work, we have adopted the former method because of
its comprehensibility and implementation simplicity.

3.2. Tooling and Workflow Proposal

In this section, we propose required workflow and too-
ling for the automated multilevel modeling support in
the Alloy Analyzer.

As the identification of model parts is based on the Alloy
modules, it is not necessary to provide any additional
support for this step, since the Alloy library already pro-
vides all the required support. Since no user interaction
is required in this step, it does not influence the work-
flow.

Concerning acquisition of suitable sub-instances, the
idea is to integrate the support for selection of sub-
instances directly into the current Alloy instance visu-
alization tool. The selection of immutable sub-instance
can be then performed either directly, by selecting the
immutable parts of the current instance, or indirectly, by
selecting the variable parts of the current instance (eve-
rything except the selected parts is considered fixed). It
is also necessary to support storage of the selected sub-
instances.

As for making a sub-instance immutable, the Alloy
specification enforcing a sub-instance can be genera-
ted from the sub-instance XML description provided
by the Alloy Analyzer. The specification can be auto-
matically combined with the original model so that the
set of possible instances will be constrained to the ones
sharing the sub-instance. The only change of the work-
flow caused by this step is the selection of a stored sub-
instance before the actual instance finding. A prototype
of the supporting tool is currently being developed.

3.3. Applicability of the Method

The proposed method is applicable only for a particu-
lar class of Alloy models, i.e. models with an inherent
internal structure. In general, the model is required to
be composed from inter-dependent parts (one part can
employ constructs defined in another part), where the
dependencies between the individual model parts have
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to form an acyclic oriented graph (typical case is a laye-
red model structure, i.e., a hierarchy).

For example, as illustrated in Section 2, every common
component model is eligible for the multilevel modeling
method. In general, inherent structure of a component
model comprises three parts: a structural specification
of components (e.g., provided/required interfaces, inter-
face types), a compositional specification (e.g., compo-
nent bindings), and a specification of architectural chan-
ges (e.g., reconfigurations of component bindings).

Model parts typically represent the individual concerns
and levels of abstraction of the modeled system. More-
over, these parts are typically developed separately in a
particular order (e.g., in case of a component system the
parts are developed in the same order as listed in the pre-
vious paragraph).

4. Related Work

In [5], the authors use a set of instances to automatically
generate an executable Alloy model, which represents
the properties shared by the instances. The instances are
determined by given Java object structures. In compa-
rison with the multilevel modeling method, this work
employs the given instances to completely synthesize
a fitting model, whereas in our case the instances are
employed for synthesis of an extension of an existing
model. In both cases, the goal is to enforce the shared
properties of the instances in the resulting Alloy model.

In [6], the author presents a method called Modeling by
Example, based on automated model refinement. MBE
generates near-hit and near-miss examples for the user
to decide whether they should be included or excluded
in the target Alloy model. The model is continuously
refined according to these choices. In some sense, the
MBE method represents an enhancement of the original
example-driven model analysis by automated proces-
sing of the user decisions. Similar to the multilevel mo-
deling method, the goal is to generate instances which
carry meaningful information with respect to the model
in development (i.e., instance without uninteresting vari-
ability). However, in context of multilevel modeling the
“uninteresting’ instances have to be eliminated manually
and the method itself serves only for easier identification
of such instances.

In [8], the goal is to speed-up the Alloy model verifi-
cation with respect to a particular property by separate
verification of programmatically-identified model parts
and composition of the verification results. Compared to
the proposed method, the method in [8] is rather tool-
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oriented than model-developer-oriented; i.e., it aims for
speeding-up an automated process, whereas our appro-
ach aims for speeding-up a manual process. Still, both
methods exploit separate analysis of individual model
parts.

5. Conclusion and Future Work

Alloy has been gaining popularity due to its ability to
provide rapid feedback - by employing the example-
driven model analysis. However, development of Alloy
models of large-scale complex systems introduces vari-
ous problems which are reducing this feedback. In this
paper, we have described these problems. We have also
provided a real-life case study for illustration. To fi-
ght these problems, we proposed a simple developer-
oriented method, applicable for specific class of mo-
dels (i.e., models with an inherent internal structure),
based on making particular model parts immutable in
order to allow constrained example-driven analysis of
the model part of interest. The proposed method allows
focusing on development of a particular model part and
thus increases the feedback of the example-driven ana-
lysis. Currently, we are at the stage of implementing the
first prototype of a tool which integrates the multile-
vel modeling into the standard Alloy Analyzer’s work-
flow. The tool is based on programmatic transformation
of an XML description of a given sub-instance into a
corresponding Alloy specification. As a future work, we
plan to implement a more elaborate tool which would
allow quick and interactive diagram-based construction
of sub-instances both from scratch and from previously
found instances (an interesting option is to allow se-
lection of the variable parts in a given instance instead of
the immutable parts). We also plan to employ the Kod-
kod API to enforce the given sub-instances.
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Abstrakt 1. Preprava a distribuce zemniho plynu v CR

1.1. Zdroje zemniho plynu

o¢c

V Ceské republice existuji Ctyfi typy ,zdroji* zemniho

Clanek pojedndvd o problematice detekce b o .
plynu. Jednd se o dovoz, vlastni t€Zbu, zdsobniky a

zvySenych ztrat v distribucni soustavé. Je pre-

zentovéna problematika pepravy, méfeni a od- akumulaci. Hlavnim zdrojem plynu je dovoz, ostatni
hadu spotfeby zemniho plynu ve svét&, s zdroje jsou spiSe podpurné (vlastni téZba pokryva
dirazem na situaci v CR. Dile je prezentovan dle Plyndrenské prirucky [25] fddové jednotky pro-
projekt, v rdmci néhoZ je zkouména problema- cent spotfeby v CR). Pritok importovaného plynu je
tika detekce ztrdt na vybranych uzavienych lo- v priibéhu roku relativné stdly, naproti tomu nerov-
kalitich v rdmci distribu¢ni sit¢ RWE GasNet, nomérnost spotfeby v rdmci roku je obrovska. To je d4no
$.I.0.

skute¢nosti, Ze nezanedbatelnd ¢ast zemniho plynu je
spotiebovadvdna pro tcely vytapéni. Spotfeba v zimé pak
¢ini az desetindsobek letni spotfeby.

Uvod Tyto vykyvy ve spotfebé je potieba vyrovndvat.
V zdsadé existuji dvé moZnosti:

Pro obchodniky se zemnim plynem predstavuji ztraty
v distribu¢ni soustavé ztraty financni. Proto je pocho-
pitelné, Ze je snaha ztraty minimalizovat. BohuZel, jak
bude podrobnéji popsdno v dal§ich odstavcich, jsou 2. vyuZiti zdsobnikd.
v piipadé zemniho plynu ztraty prakticky neméfitelné.
Presné (nebo prinejmensim uspokojivé presné) zméreni
vySe ztrat by znamenalo osazeni vSech vstupd a vystupti
v siti podrobnym prib&éhovym méfenim, naptiklad
v dennim rozliSeni. Toto feSen{ je vSak v soucasné dobé
velice ndkladné (obn4si jednordzové naklady na pofizeni
méfidel, ale také dlouhodobé ndklady na pribézné zpra-
covéni obrovského mnoZstvi naméfenych tdaji). Z to-
hoto divodu je obvyklé vyuziti matematickych mo-

1. nerovnomérnd t€Zba zdroju,

vV CR pochopitelné pfipadd v tvahu pouze moZznost
2 vzhledem ke zminéné zanedbatelnosti vlastnich
téZebnich zdroji. Zdsadni roli pfi vyrovndvéani ne-
rovnomérnosti spotieby v pribéhu roku tedy hraji
z4sobniky. Plyndrenskd pfirucka [25] rozliSuje dva typy
zasobniku podle zpisobu vyuZziti:

deli spotfeby plynu. V dalSim textu je naznaCena sezénni zdroje — ty se vyznacuji velkou uskladfiovaci
situace v CR, popsdn zplsob pfepravy a distribuce kapacitou, t&€Zba, resp. vtla€eni, je vSak u téchto
zemniho plynu, méfeni jeho spotieby a odhad spotieby zésobnikdl relativng pomald; jednd se predev§im
pomoci matematickych modeli. Déle je popsn pro- 0 tzv. aquiferové zdsobniky (piirodni zdsobniky
jekt, jehoz cilem je detekovat zvySené ztrity ve vy- podzemni vody jsou vyuZity pro skladovéni
branych uzavfenych lokalitdch v rdmci distribu¢ni sité plynu) a vytézend ropn &i plynovd loziska,
spole¢nosti RWE GasNet, s.r.o. V rdmci tohoto pro-

jektu jsou vyvijeny metody vyuziti niZze popsanych ma- Spickové zdroje — slouzi piedevsim ke kryti $pickové
tematickych modelt k identifikaci oblasti se zvySenymi spotieby (nejchladnéjsi dny), ale také k vy-
ztratami. rovndvéani kritkodobych vykyvl; vyznaluji se
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vvvvv

jednd se napf. o solné ¢i umélé kaverny, ply-
nojemy, zdsobniky zkapalnéného plynu (LNG -
v CR nevyuzivano).

Zvlastnim typem zdsobniku je akumulace plynu v po-
trubi. Akumulace soustavy je definovdna jako cel-
kovy objem plynu v pfepravni soustavé. Vzhledem
k plynnému skupenstvi miZe tento objem (a spolu s nim
i tlak) pomérné€ vyrazné kolisat. Toho lze do jisté miry
vyuZzit k regulaci nerovnomérnosti spotfeby v ramci dne.

1.2. Pieprava zemniho plynu

Ve svéte existuji dva typy prepravy zemniho plynu:

1. potrubni pfeprava,

2. preprava zkapalnéného plynu (LNG) tankery.

VvV CR je pochopitelné vyuzivdn pouze prvni zplsob
prepravy. Pfeprava pomoci tankeri je vSak i ve svété az
na vyjimky kombinovéna s potrubni pfepravou.

Prepravni sif zemniho plynu v Ceské republice se sklada
z nékolika kategorif plynovodu:

nizkotlaké plynovody — pracovni tlak do 5 kPa v&etné,
slouzi pro domovni rozvody pripadné distribuci
v mensich obcich, tlak plynu neni tfeba pted
pouzitim ve spotfebicich dale upravovat,

stiedotlaké plynovody — pracovni tlak do 400kPa
vcetné, vyuZivaji se pfi potiebé vyssi kapacity a
pruZnosti sit€¢ (pfi pfipojeni na stfedotlaky roz-
vod si musi odbératel opatfit reguldtor k dpraveé
tlaku plynu na hodnotu potiebnou pro provoz

spotfebicl),

vysokotlaké plynovody — pracovni tlak do 4 MPa
véetné, slouzi predev§Sim pro vnitrostitn{
dalkovou dopravu plynu do jednotlivych plyno-
fikovanych obct,

velmi vysokotlaké plynovody — pracovni tlak nad
4MPa, slouzi predev§im pro mezindrodni
dalkovou dopravu plynu,

DovédZzeny plyn z Ruska vstupuje na uzemi CR
v preddvaci stanici Lanzhot. Ze systému dalkové
prepravy se dostdva zemni plyn (ta ¢ast, kterd neni ex-
portovédna do dalsich zemi) pfes pfeddvaci stanice vnit-
rostatn{ soustavy. V téchto pfeddvacich stanicich se také
upravuje tlak plynu na hodnotu obvyklou v dané vnit-
rostatn{ siti. Vnitrostatni siti je zemn{ plyn dopravovan
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do mést a obci, pfipadné pfimym odbératelim (typicky
velkym primyslovym podniktim).

1.3. Méfeni spotieby zemniho plynu

Udaje o mnoZstvi prepraveného plynu jsou pochopiteln
dilezité jak pro provozovatele distribu¢ni sité (poplatky
za prepravu), tak pro obchodniky s plynem (pfedstava
o mnozstvi spotfebovaného plynu). Pfeddvaci stanice
jsou osazené pribéhovym méfenim, které poskytuje ho-
dinové hodnoty mnozZstvi plynu, ktery témito body pro-
tekl. Spotfeba plynu jednotlivych odbératell je taktéz
meéfena, aby mohla byt na zdkladé méfeni provedena
fakturace odebraného plynu a poplatkii za piepravu.
Za predpokladu konstantni akumulace (jejiz zmény lze
odhadnout pomoci méfeni tlaku v preddvacich bo-
dech) odpovida rozdil mezi vstupnim a spotfebovanym
mnozstvim plynu ztritdm v daném useku distribucn{
soustavy.

Tyto ztraty vSak nelze v Zddném okamziku piesné
vypocitat, a to ani kdyZ zanedbdme vliv akumu-
lace. Problém je na strané¢ méfeni spotieby. Jednot-
livd odbérna mista jsou (zpravidla dle primérné ro¢ni
spotfeby) osazena jednim ze ti{ typi méfidel [30]:

méridlo typu A — pribéhové méfidlo s dédlkovym
pfenosem, naméfené hodinové hodnoty jsou
prubézng odesildny na dispecink,

méridlo typu B — pribéhové méfidlo bez dilkového
pfenosu, naméfené hodinové hodnoty jsou zpra-
vidla jednou mésicné ru¢né vycitiny pomoci
prenosného zafizent,

méridlo typu C — bez pribéhového méfeni, je za-
znamendano pouze celkové mnozstvi odebraného
plynu, to je v urcitych intervalech (jeden az
osmndct mésici) odeéitdno, spotfeba se urci
rozdilem dvou po sobé jdoucich odectenych hod-
not.

Denni hodnoty ztrit by bylo moZno piesné urcit pouze
v pfipadé, Ze by vSechna odbérnd mista byla osazena
meéfenim typu A, pfipadné méfenim typu B (pak by
bylo mozno ztrity urcovat zpétné vzdy na konci ka-
lendafniho mésice). Osazeni timto typem méfeni je vSak
velmi ndkladné (pofizovaci cena méfidla se pohybuje
v desitkdch tisic korun). Proto je vétSina odbérnich mist,
predevsim u domécnosti a maloodbératelt (tj. zdkaznikt
s rocnim odbérem do 630 MWh), ale i nékterych
stiednich odbératell (zdkazniki s roénim odbérem mezi
630 a 4200 MWh), osazena méfenim typu C.

K ziskdni ddaji o spotiebé z méfidla typu C je za-
potiebi provést fyzicky odecet. Ten spoc¢iva v odecteni
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stavu plynoméru povéfenym pracovnikem a zdpisu do
databdze. Pofizeni fyzickych odecti vSech zdkaznikd
v jednom dni je velmi technicky i ekonomicky ndrocné.
Z tohoto divodu vétiina dodavateld plynu v Ceské
(ale 1 Slovenské) republice pfistoupila k tzv. cyklickym
odeétim. V kazdém mésici daného roku je odeétena

£ X4

urdita ¢ast zakaznika (rozloZeni neni zcela rovnomérné
s ohledem na obtiZné&js{ pfistup k plynomérim v letnich
mésicich z divodu Castych dovolenych). Pii planovan{
odectovych tras pritom musi byt zajisténo, aby interval
mezi dvéma odecty daného zdkaznika nebyl delsi nez
18 mésicu. Typicky je délka intervalu mezi jednotlivymi
odecty roéni, u vétsich zdkaznikt vSak neni vyjimkou
ani mésicni odecitani.

Disledkem cyklického odecitani je skuteCnost, Ze
v Zadném okamziku neni pfesné zndm celkovy ob-
jem spotifebovaného plynu v daném udseku distribu¢ni
soustavy. Z toho plyne, Ze nelze presné urcit ani
ztraty. Pomineme-li v soucasné dobé ekonomicky
neprichodnou variantu osazeni vSech zdkaznikim
méfenim typu A, je pro vybrané dlohy (ureni ztrat,
mnozstvi nevyfakturovaného plynu, obchodni bilance
atd.) nutné pouzit odhad. V nasledujici kapitole je
popsdno nékolik matematickych modelt pouZivanych
k odhadu spotfeby zakazniki s méfenim typu C
v riznych situacich.

2. Modelovani spotieby zemniho plynu

Vzhledem ke komplikacim pfi distribuci zemniho plynu
popsanym v kapitole 1 (rovhomérny dovoz, nerov-
nomérny odbér, obtizné skladovani, ndkladné méfeni)
je modelovin{ spotfeby zemniho plynu velmi dileZitym
nastrojem distribu¢nich spolecnosti. Modely popsané
v literatufe maji n€kolik spole¢nych znaku. Typicky je
soucasti modelu klasifikace zdkaznikd na zdkladé je-
jich odbératelského chovéani. Nejjednodussi formou je
klasifikace podle vySe odbéru (napf. maloodbératel —
stfedni odbératel — velkoodbératel, ptipadné jemné&;jsi
cenikovd pasma), ddle se ale také pouZivaji klasifikdtory
jako je zplisob uZiti zemniho plynu (vafeni, ohfev vody,
vytdpéni, technologicky odbér) piipadné typ podniku
(vyrobni prostory, sluzby, zemédélstvi atd.) a dalsi.
Volba vhodné klasifikace je naro¢nd a zavis{ mimo jiné
také na technickych moZnostech konkrétni distribu¢ni
spoleCnosti a spravnosti udaja v jeji databazi. Vysledné
tiidy by mély byt pokud moZzno homogenni v ro¢nim
prubéhu spotifeby, zdroveil by vSak mély byt od sebe
zietelné odlisitelné. Nezanedbatelnym poZadavkem je
také dostate¢né zastoupeni zdkaznikl v kazdé tiide.

Modely popsané v literatufe vyuzivaji nejruzné&jsi
vysvétlujici proménné. Typicky byvaji zahrnuty meteo-
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rologické veli¢iny. JiZ v praci [1] byla popsédna zavislost
spotfeby na teploté. UvaZovény jsou vSak i dal$i me-
teorologické veliCiny, jako je rychlost a smér vétru,
slune¢ni svit, atmosféricky tlak ¢i srazky. Teplotni ode-
zva byva Casto velmi komplexni, minimdln€ se uvazuje
rozdilna teplotni zavislost pro teplé a studené dny. Exis-
tuje koncepce tzv. ,heating degree days™, kterd spociva
v zanedbdni vlivu teploty na spotiebu nad urcitou sta-
novenou mezi [12, 27]. Podobnd koncepce je pouZita
napiiklad i u modelu GAMMA pouZivaného v CR
[13,28]. Dalsimi bézné pouzivanymi prediktory jsou ka-
lendaini efekty jako je den v tydnu, resp. rozliSeni na
pracovni a nepracovni den, svatky, vanoce, velikonoce
a dalsi. Pouzivany jsou také jiné veliiny, jako je napf.
cena plynu, resp. ropy, s niZ je cena plynu vdzana [24].

Déle je mozné délit modely podle zptisobu jejich
vyuZiti:

1. Odhad individudlni spotfeby:

a) rozpocet zndmé spotieby do krat§ich Casovych
usekl (napiiklad pfi zméné ceny plynu, ke které
doslo mezi dvéma fddnymi odecty méfidla typu
O,

odhad spotfeby za urcity casovy usek v minulosti
(napriklad v pfipadé, kdy je ze zdkona nutno vy-
stavit zakaznikovi fakturu, ale nejsou k dispozici
udaje z méfeni, pak je tfeba odhadnout spotfebu
od posledniho odectu do okamziku fakturace),

b)

¢) predpovéd individudlni spotieby v budoucnu.
2. Odhad spotieby vétsich skupin zdkazniki:

a) odhad nevyfakturovaného plynu (celkové
mnoZstvi plynu, které bylo spotfeboviano, ale ne-
bylo fakturovano),

b) bilance v soustavé (odhad ztrét ¢i jejich rozpocet
mezi jednotlivé ucastniky trhu),

c) predikce celkové spotieby celého zdkaznického
kmene.

Rozpocet (pfipad la) je uloha s nejvétsi dostupnosti
potiebnych tdaji. Z tohoto divodu je svym zptisobem
jednodussi neZ zbyvajici tdlohy. Problémy 1b a Ic
se lisi pfedev§im v dostupnosti hodnot vysvétlujicich
proménnych, napf. primérné teploty vzduchu. Ve
svétové literatuie je nejvice publikaci vénovano predikci
celkové spotieby (2¢) [9, 10, 12, 17, 21-24], méné pak
tvorbé tzv. typovych diagramit dodavky (TDD), tj. Gloze
2b [11].

Ruzné dlohy pochopitelné mohou né€kdy byt feseny po-
mocf stejného modelu, obecné vsak nelze zkonstruovat

vy v

model, ktery optimalné fesi vSechny. Pouziti jednotného
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piistupu k feSenf riznych problému je vZdy kompromi-
sem. Nicméné vzhledem k pfirozené tendenci minimali-
zovat ndklady je tento poZadavek v praxi béZny.

K feSeni tdlohy la se dfive v CR pouZzivala tzv. oto-
pova kiivka [29]. Jednalo se o sadu dvanacti mési¢nich
koeficient, kterd uddvala empiricky zjistény podil
daného mésice na spotfebé plynu pfi vytdpéni. Pro
zdkazniky s malou spotfebou, u nichZz se vytdpéni
plynem nepredpoklddalo, se rozpocet provadél rov-
nomérng€. V dnesni dobé se pouZiva k rozpoctu pouZziva
model TDD [30]. Ten se nyni uziva i k ndhrad€ odectu
(iloha 1b). Uloha predikce individudlnich spotieb (1c)
byla feSena pro zdkazniky s méfenim typu B napft. v pu-
blikaci [3].

Pro odhad nevyfakturované slozky plynu (2a) byl zkon-
struovdn nelinedrni regresni model GAMMA [8, 13,
28]. Pro ucely zuctovani odchylek (2b) slouzi ponékud
models) [4,5, 30]. Reseni problematiky odhadu ztrét se
v CR teprve pripravuje. Predikci celkové spotieby (2c)
se zabyval napf. systém ELVIRA [18, 19], ktery byl
zaloZen na metoddch analyzy ¢asovych fad.

V nésledujicich odstavcich jsou podrobnéji popsany mo-
dely GAMMA a TDD pro odhad spotieby zemniho
plynu vyvijené v UI AV CR ve spolupraci s G&astniky
trhu s plynem v CR.

2.1. Model GAMMA

Model GAMMA [13, 28] byl primarné uréen pro od-
had nevyfakturovaného plynu [8]. O mozZném vyuZiti
k dal§im praktickym tlohdm pojedndva ¢lanek [2]. Je
zaloZen na odhadech individudlnich spotieb, které jsou
posléze agregovény po stanovenych téidich zdkazniku.
Celkové mnoZzstvi nevyfakturovaného plynu se urci jako
soucet individudlnich odhadl zakaznikd v dané z6né.
Model byl v letech 2004 az 2009 rutinné pouzivan
v ZapadoCeské plyndrenské, a.s. (dle jen ZCP). Od
roku 2010 pfebrala model firma RWE GasNet, s.r.o.
(ddle jen RWE), kterd uvazuje o jeho pouZiti pro odhad
ztrat v tzv. uzavienych lokalitach. Tato problematika je
podrobnéji popsdna v kapitole 3.

Odbérnd mista jsou klasifikovdna dle typu klienta
(domacnost, maloodbér) a dle charakteru odbéru
(vafeni, ohfev vody, vytdpéni, technologicky odbér).
UvaZovéany jsou vSechny kombinace prvnich tfi charak-
tert (celkem 7 tfid pro domécnosti a 7 téid pro malo-
odbér) a dvé tfidy pro technologicky odbér (Cisté tech-
nologicky a v kombinaci s vytdpénim). Celkem mame
tedy k dispozici 16 zdkaznickych tfid. Vybrané parame-
try modelu jsou spole¢né vSem zakazniklim dané tfidy.
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Zékladnim casovym rozliSenim modelu GAMMA je
den, typické pouZiti je vSak pro odhad spotfeby za
delsi ¢asové obdobi (1 az 18 mésici). Jako vysvétlujici
proménné se pouzivaji primérné dennf teploty vzduchu
v daném regionu a také dlouhodoby teplotni normal.
Model je relativné jednoduchy s ohledem na to, Ze
pro odhad parametril nejsou a nikdy nebyla k dispo-
zici denni data. Pro odhad parametrd se vyuziva kom-
binace mimofddnych mési¢nich odectli ndhodné vy-
branych cca 1700 zdkaznikti a déle ddaji z fadnych
(zpravidla ro¢nich) odeétt celého zdkaznického kmene
(ocisténého od podezielych hodnot).

Pro spotiebu Y4 zdkaznika ¢ tfidy k ve dni d je defi-
novan ndsledujici nelinedrni regresni model:

6]

Yika = pixPrd + €ikd,
kde

Wi je individudlni parametr zdkaznika ¢ urcujici
globdlni (Casové nezdvislou) hladinu jeho
spotieby,

Z Xz

®1q je systematickd ¢ast modelu, spole¢nd pro tiidu &,

€ika je ndhodnd slozka, u niZ pfedpokldddame nulovou
sttedni hodnotu a rozptyl imérny stfedni hodnoté
denni spotieby, tj. Clenu 11;, Prq.

Individudlni parametr p,;; je odhadovdan metodou
véazenych nejmensich Etverct s vyuZzitim faddnych odecti
daného zdkaznika az tfi roky do historie. Délka
vyuzivané historie je také jednim z parametri modelu
specifickych pro zdkaznickou tfidu. V minulosti bylo
také experimentovdno s odhadem parametru ;3 pomoci
metod NLME (nelinedrni modely s smiSenymi efekty)
[14, 15]. Tento pfistup vSak nakonec nebyl v provozu

Ny

vyuzit z divodu vyrazné vyssi vypocetni naronosti.

Systematicka ¢ast ¢4 ma nasledujici tvar:

g Zra(Ya - exp{—y&f (T4, Na)} + pr.)
+(1 = Zya)qr,

2
kde

Zq je indikatorova proménnd, je rovna 1, jestlize
je prumérnd teplota ve tfech poslednich dnech
(d,d—1,d—2)niz8i nez 14° C (indikuje zimni ob-
dobi) nebo je tfida k tzv. ,neotopovéd™ (zdkaznici
nevyuZzivaji plyn k vytipéni), v opacném pripadé
ma Zj.4 hodnotu 0,

W, jesezdnni slozka s ro¢ni periodicitou spole¢nd viem
tfidam,

Yk je parametr udavajici miru teplotni zavislosti,

ICS Prague



Ondrej Konar

Detekce zvySenych ztrdt v distribu¢ni siti zemniho plynu

f(Tq, Ng) je funkce primérné denni teploty Ty a
normdlové teploty N, tvaru
f(Ta,Na) = T4 — Na, 3)

pr je stald (nesezénni) slozka spotfeby v ,zimnim‘ ob-
dobi,

qr je stald slozka spotieby v ,Jetnim* obdobi (pouze pro

,otopové” tfidy).

Indikatorovd proménnd Zi4 slouzi k ,prepinani*
zimniho a letniho provozu u zdkaznikl vyuZivajicich
plyn k vytipéni. U téchto zdkaznikd se ukdzalo,
Ze pouziti jednotného tvaru po cely rok zptsobuje
neuspokojivou piesnost odhadu spotfeby v letnich
mésicich. Pouzit{ tfidennich primérd teplot misto
pevného Casového urceni Cdstecné fe$i problém tzv.
prechodovych obdobi, tj. obdobi zacatku a konce topné
sezony, které nastavaji v kazdém roce jindy. Tato ob-
dobf jsou zédrovei velice citlivd, nebof je zde zvySend
variabilita ve spotfebé mezi zdkazniky dand rozdilnym
zdkaznickym chovanim.

Sezénni slozka ¥, byla jednordzové odhadnuta nepara-
metricky z mési¢nich hodnot vstupu do distribu¢ni sité
ZCP. Mési¢ni hodnoty byly posléze interpolovany po-
moci polynomu. Tak vznikly denni hodnoty ¥ . Tento
odhad je nasledné pouzivéan jako vysvétlujici proménnd
v nelinedrnim regresnim modelu daném rovnicemi (1)
a (2), tj. je pro dany den v roce povazovin za pevnou
konstantu. Didvodem tohoto postupu byla skuteénost, Ze
v dobé ndvrhu modelu nebyla k dispozici jind data s do-
statecné jemnym Casovym rozlisenim.

Tvar teplotni funkce f(Ty, Ng) byl zvolen pro jedno-
duchost a snadnou interpretovatelnost. Jak skutecné,
tak normdlové teploty jsou vSak pred vypoctem shora
ofezany v hodnoté 14°C. Divodem je experimentdlni
zjiSténi, Ze pfiblizné v této hodnoté zanikd teplotni
zavislost spotieby.

Ostatni parametry modelu, tj. %, pr a g jsou od-
hadovdny metodou nejmensich absolutnich odchylek
s vyuZitim tddaji z mimofddnych mési¢nich méfeni.
V pfipadé nedostatecného mnozstvi mimoradnych
méfeni se pouziji fddné odecty. Tato metoda byla

zvolena, nebof poskytovala stabilngjsi odhady nez

Modularita modelu umoziuje provadét diléi zmény bez
vyrazné€j$tho naruseni struktury, a tudiZ i procesu od-
hadu parametra. Chceme-li napiiklad zménit tvar tep-
lotni odpovédi modelu, 1ze prosté zaménit funkei f ji-
nou vhodnou funkci. Pfi vyvoji modelu byl kladen diraz
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na maximdlni pfesnost odhadu celkového nevyfaktu-
rovaného plynu, tj. odhadu spotfeby relativné velkého
celku za relativné dlouhé obdobi. Pro pouZiti k detekci
zvySenych ztrdt mize byt nutné provést uréité modifi-
kace.

3. Detekce zvysenych ztrat

V soucasné dobé probihd ve spolupraci s distribucni
spolecnosti RWE GasNet, s.r.0., vyvoj metodiky detekce
anomdlniho Casového pribéhu ztrit v uzaviené loka-
lit€ s vyuzitim modelu GAMMA popsaného v odstavci
2. Prikladem atypického pribéhu miZe byt kratkodobé
zvySeni ztrat (napf. pfi havdrii) pfipadné dlouhodobé
vyS§i ztraty (napf. pfi ilegdlnim odbéru). Soucdsti pro-
jektu je ziskdni tidaji z n€kolika desitek uzavienych ob-
lasti v ramci cel€ jeji distribucni sité (prakticky celd CR
s vyjimkou Prahy a Jihoceského kraje).

Uzavienou lokalitou se rozumi ¢ast distribucni sou-
stavy, kterd md jeden nebo vice méfenych vstupt a
vystup pouze u koncovych odbératell. Typicky se jedna
o nékolik mensich obci (fddové 500-1000 odbérateln).
Piiklad takové lokality je v podobé mapy uveden na
obrazku 1.
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Obrazek 1: Piiklad uzaviené lokality.

Veskery plyn, ktery vteCe do oblasti by mél byt
spotfebovan. Rozdil mezi spotfebou plynu a pfitokem
do soustavy predstavuje ztraty v soustavé. Problém je
v tom, Ze spotiebu (a tudiZ ztraty) na rozdil od vstupu
do soustavy nelze v praxi zméfit v dostatecném Casovém
rozliSenim, jak bylo popsano v kapitole 1.

Odhad dennich ztrit ziskdme pomoci odhadu spotieb
(napf. modelem GAMMA) tak, Ze od mefeného

ICS Prague



Ondrej Konar

Detekce zvySenych ztrdt v distribu¢ni siti zemniho plynu

vstupnitho objemu v daném dni odecteme méfenou
spotfebu velkych zdkaznikd a odhadnutou spotiebu
malych zdkaznikl. Vysledkem je pro kazdou oblast fada
dennich odhadd ztrat.

3.1. Data

Pro feseni dlohy jsou k dispozici nasledujici datové sou-
bory:

1. Data z vybranych uzavienych oblasti:

a) denni méfené objemy vstupujiciho plynu,

b) denni méfené spotfeby vSech velkoodbératelt a
stfednich odbérateld,

¢) fakturacni odeCty vSech odbératelti v dané oblasti
(typicky rocni interval).

2. Primérné dennfi teploty v jednotlivych krajich (zdroj
CHMU) od roku 1999.

3. Podpirnd data:

a) mimotadné mési¢ni odecty cca 1700 zdkazniki ze
zapadnich Cech,

b) fakturacni odecty zdkaznického kmene RWE.

Objem zpracovavanych dat je pomérné rozsdhly.
Kromé toho jsou data v pomérné syrovém stavu.
Zkusenosti s dosavadni implementaci modelu GAMMA
v zépadnich Cechéch ukazuji, Ze model muze slouzit
také jako ndstroj k automatizovanému hledani chyb
v datech. To vSak pochopitelné nevede k odstranéni
vSech chyb a je tfeba kombinovat s ,yu¢nim* hledanim.

Ptikladem vyuziti modelu GAMMA pro hledani chyb
v datech je Cisténi dat z mimofddnych mé&si¢nich odedtu.
Oznalime-li Y;;,,, mési¢ni spotfebu zdkaznika ¢ v mésici
m, Yim jejl odhad modelem GAMMA a M cel-
kovy pocet méfenych mésicl, zavedeme pro kazdého

zdkaznika a kazdy mésic penalizaci

1o (Mg tals o)
N M
Pi?n = <szm — Y;ml > 0, 75% Z Kt)
t=1
0 jinak.

C))
Jako podezielého pak oznac¢ime zakaznika, pro kterého
plati Zf\le P, > % Validita méfeni u podezfelych
zakaznikl je nasledné ovéfovana poskytovatelem dat.

3.2. Reseni

Hlavnim tkolem je porovnavat odhady ztratovych pro-
cest v jednotlivych méfenych oblastech. Cilem je
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vytipovat oblasti se zvySenym objemem ztrit a ty
pak osadit pribéhovym meéfenim, a to ve vSech bo-
dech. Primdrné bude vyménéno méfidlo na vstupu
z divodu vyloucenf jeho piipadné systematické chyby.
Pokud bude po uréeném case stav pretrvavat, budou
prubéhovymi méfidly osazena vSechna odbérnd mista,
aby bylo moZno ztraty zméfit. Poté bude nésledovat vy-
hodnoceni redlnych (naméfenych) ztrét oproti jejich od-
hadiim pomoci modelu GAMMA.

Uloha detekce ztrét je komplikovana n&kolika problémy,
které vyZaduji nestandardni postupy:

1. Chyba odhadu neni a nikdy nebude pozorovéna.
V daném dni je totiZ méfen pouze vstup do soustavy,
nikoli vystup. Spotfeba zdkaznikl v daném dni je od-
hadovana modelem GAMMA. Rozdil mezi méfenym
vstupem a odhadnutou spotiebou piedstavuje odhad
Ztrat.

2. Do hry vstupuje velmi mnoho proménnych, které
mohou vice ¢i méné ovlivnit pribéh odhadu ztrat:

a) raznd skladba zdkaznikt v jednotlivych lokalitich
(pocet i spotieba),

b) rdzné odbératelské zvyklosti v riznych regionech
(napf. riiznd pracovni doba, rizné ndroky na tep-
lotu v byté, v domé apod.),

Yoive

¢) rizné povétrnostni podminky (chladnéjsi a tep-
leji regiony),

d) vlastni chyba pouzitého matematického modelu a
jeji variabilita (v Case i mezi regiony).

Tyto faktory je tfeba brat v ivahu a snazit se odfiltro-
vat jejich vliv pred vlastni diagnostikou.

3. Pojem ,zvySené ztraty” neni zcela jasné definovan.
Pfed hledanim detekénich metod bude tfeba dobie
rozmyslet, co vlastné chceme detekovat. V zdsadé
jde o problém detekce odlehlych pozorovani, ovsem
s tim, Ze mame dva druhy odlehlosti:

a) odlehlost uvnitf lokality (napf. pri kratkodobém
¢erném odbéru, tniku pfi havarii apod.),

b) odlehlost mezi lokalitami (napf. pfi dlouhodobém
¢erném odbeéru, ale také napf. pii odliSné skladbé
zakaznik).

Nenfi vylouceno, Ze bude tfeba pouZit rozdilnych me-
tod pro detekci riznych typa odlehlosti.
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4. Prvni vysledky

V soucasné dobé jsou k dispozici pro testovani tdaje z
9 uzavfenych lokalit (v budoucnu by se mél tento pocet
roz§ifit na fadové desitky lokalit). Z dtivodu diivérnosti
pouZzivanych dat budou v dalsim textu lokality rozliSeny
Ciselnymi kédy. V téchto lokalitich byla odhadnuta
spotfeba vSech zdkazniki modelem GAMMA a po-
rovndna s celkovym vstupem do soustavy (po odecteni
pribéhové méfenych zakazniki).

4.1. Kritérium

Proces detekce musi byt pii pfipadném provoznim
pouziti pln€ automaticky (nelze spoléhat na rucni
prochézeni stovek aZ tisici pribéhi spotieb). Z toho
divodu je kli¢ova volba kritéria pro hodnoceni ztrit
v dané lokalité. V zdsadé je tfeba vytvofit usporadani
lokalit podle zvoleného kritéria a posléze vénovat

zvySenou pozornost ,nejhor$im* lokalitdm.

Pfirozenou cestou je vyuZivat odchylky modelovanych
spotieb od méfeného vstupu (které predstavuji odhad
ztrat v dané lokalit€). Vzhledem k tomu, Ze prioritni je
odhalit ztraty dlouhodobé, je vhodné v prvni fazi volit
kritéria zohledniujici chovani na del$im casovém tseku.

Dile je tfeba volit mezi kritérii absolutnimi a rela-
tivnimi. Vyhodou absolutnich kritérif, jako napf.

1 .
Err(l) = HZWH — Yul, (%)

ter

kde

Yy je odhad celkové spotieby nepriub&hové méfenych
zdkazniki za den ¢ v lokalité [,

Y: je méfend hodnota vstupu do lokality ! ve dni ¢
po odecteni spotfeb vSech prubéhové méfenych
zékaznik,

7 je vyhodnocované obdobi (v soucasné dobé celé
méfené obdobi od 1.6.2007 do 31.8.2010),

|7| je pocet dni obdobi T,

je primd vazba na vysi piipadnych finan¢nich ztrat (i
pres relativné komplikovany systém cen plynu pro riizné
zdkazniky lze pfinejmensim odhadnout, o kolik penéz
by spolecnost prichazela za predpokladu, Ze by odhad
ztrat byl presny). Distribu¢ni spole¢nosti vSak typicky
zajima také vztah k né€jakému celku. To vede k pouziti
ruznych typu relativnich kritérii.
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Napfiklad kritérium

S er Y — Yal
L b
% Zl:l ZtET Yu

kde L je celkovy pocet vyhodnocovanych lokalit, vede
ke stejnému usporaddni lokalit jako kritérium (5), hod-
noty kritéria jsou vSak vztaZené k celkové primérné
denni spotfebé vSech vyhodnocovanych lokalit. Pocho-
pitelné z hlediska uspofdddni neni hodnota normovaci
konstanty dileZitd, normovéni je pouZito s ohledem na
interpretovatelnost vysledka.

Erra(l) =100 - (6)

Kritérium (6) vSak ,znevyhodnuje“ velké lokality,
u kterych Ize ocekdvat vyssi odchylky jiZ z toho diivodu,
Ze maji celkové vyssi spotfebu. Nejvice budou tedy pe-
nalizovdany lokality s nejvyS$§imi odchylkami mezi v§emi
lokalitami. Tomu lze pfedejit uZitim kritéria

ZtET |Y/tl B )/tl‘
ZtET Y;l 7

které posuzuje primérnou denni odchylku vzhledem
k primémé denni spotiebé v dané lokalité. Toto
kritérium pochopitelné naopak vice penalizuje lokality
malé, kde je nizky zdklad diky nizké spotiebé. Nejvice
jsou tedy penalizovany lokality s vysokymi odchylkami
v rdmci Casového prub&hu dané lokality.

Errg(l) = 100 - (7

Vzhledem k tomu, Ze odhad modelem GAMMA ma
pochopitelné také svou chybu, kterd je neméfitelnd
a promitd se do odhadu ztrit, lze uvaZovat také
o kritériich, kterd alesponi Cdstecné vliv této chyby
potlacuji. Napiiklad 1ze zvolit lokalitu A minimalizujic{
kritérium 7 a posléze uZit kritérium

Z (Y — Yi) — (Yia — Yar)|,  (8)

1
Erry(l) = _|7'|
ter

resp. jeho relativni podobu

e (Y = Yi) = (Yia — Yan)|
ZtET Y;fl .

Errs(l) )

4.2. Vliv chyby modelu

K posouzeni vlivu chyby modelu byly vedle vyuZiti
vySse popsanych kritérii (8) a (9) provedeny experimenty
s riznymi verzemi modelu GAMMA. Kromé posledn{
provozni verze modelu GAMMA urcené k odhadu ne-
vyfakturovaného plynu v Zdpadoceské plyndrenské, a.s.
(ze zafi 2009 — ozn. jako verze 2.4.0) byly testovdny
dalsi verze (se stejnou strukturou, odlisné pouze volbami
pii optimalizaci parametru), a to:

verze 2.4.1.0 — optimalizace standardnim zplisobem
(s vyuzitim dat ZCP),
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verze 2.4.1.1 — optimalizace s vyuZitim dat ze
zakaznického kmene RWE GasNet,

verze 2.4.1.2 — regiondlni optimalizace parametra.

Kritériem pro porovnani jednotlivych verzi je relativni
chyba odhadu posledniho odeétu viech zdkaznikd, tj.

2iYi
2

(10)

kde

Y; je posledni méfend spotieba zdkaznika ¢,

Y; je odhad spotieby zakaznika ¢ modelem GAMMA za
obdobi odpovidajici spotfebé Y;.

Vypoctené hodnoty kritéria (10) pro jednotlivé testo-
vané verze jsou uvedeny v tabulce 1. Ukazuje se dilci
zlepSeni v jednotlivych po sobé jdoucich verzich.

Tabulka 1: Porovnani testovanych verzi modelu GAMMA
na kmenovych datech podle kritéria (10).

lokalit proto zvolime jednu z dostupnych verzi. S ohle-
dem na nejlepsi vysledky na kmenovych datech
pouZijeme regiondlni verzi modelu (2.4.1.2).

Porovnani podle kritéria (6) poskytuje tabulka 2.
Kritérium (5) dava stejné uspofddani, proto je
z tuspornych divodd vynechdno. Porovnani podle
zbylych kritérii uvedenych v odstavci 4.1 je uvedeno
v tabulce 3.

Tabulka 3: Porovnani testovanych lokalit podle kritérif (7),

(8 a9).

L. | Errs(l) || L. | Errqa(l) || L. | Errs(l)
7| 48,730 || 8| 3435258 || 2| 95,322
8 | 28,115 || 7| 1268978 || 3 | 49,797
3 25,838 9| 479,103 7 43,227
21 23,602 | 2 59,767 || 6 | 27,201
1| 21,886 || 3| 327,209 || 8| 27,104
4 20,512 || 4| 312,672 || 1| 16,246
6| 16505 | 1| 307,173 | 4| 11,708
9| 16209 || 6| 293452 | 9 9,710
51 12,386 | 5 0,000 | 5 0,000

Verze

24.0

24.1.0

24.1.1

24.12

Presnost [ %]

97,67

98,15

98,53

98,69

K otestovani vlivu verze modelu na porovnani lokalit 1ze
vyuzit naptiklad kritérium (6), jehoz hodnoty jsou uve-
deny v tabulce 2. A¢ pozorujeme drobné (ve srovnini
s celkovou hodnotou) rozdily v hodnotéach kritéria (6),
vysledné poradi lokalit se neméni. Zd4 se tedy, Ze vliv
verze modelu bude pfinejmensim v prvni fazi vyhodno-
covani zanedbatelny.

Tabulka 2: Porovndni testovanych verzi modelu
GAMMA na dostupnych uzavienych
lokalitach - kritérium (6).
verze modelu

Lokalita 24.0 | 24.1.0 | 24.1.1 | 24.1.2

8 | 128,25 | 127,68 | 129,91 | 131,00

71 78,61 75,32 | 76,10 | 77,35

9| 4429 | 41.70 | 40.79 | 39.56

4| 2941 | 27,05 | 27,32 | 27,32

51 2574 | 2335 | 23,04 | 2285

1 24,01 21,98 | 21,85 | 21,81

6 10,35 9,82 9,75 9,66

3 9,70 9,49 9,36 9,13

2 5,19 5,02 4,89 4,74

4.3. Vyhodnoceni

Jak bylo ukdzdno v predchozim odstavci, volba verze
modelu ma na vyhodnoceni ztrdt v jednotlivych loka-
litich zanedbatelny vliv. Pro vyhodnoceni dostupnych
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Pfi pohledu na potadi podle prvnich tff kritérii figu-
ruji v popredi (jakoZto nejhorsi) lokality 8 a 7. V loka-
lit€¢ 8 je vSak pozorovdno podezielé chovani vstupnich
hodnot, jak ukazuje obrazek 2. Zda se, Ze cca od fijna
2008 do fijna 2009 vypadlo méfeni na jednom nebo
vice ze Ctyf vstupnich boda do lokality. V této loka-
lit€ je proto zapotiebi provérit kvalitu vstupnich méfidel.
V lokalité 7 1ze pozorovat obdobny problém (obrdzek
vynechdn z uspornych divodit). Vynechdme-li tyto lo-
kality, 1ze vénovat zvySenou pozornost lokalitdim 4 a 5
podle kritéria (6), ptipadné 2 a 3 podle dalsich kritérii.
V soucasné dobé bylo na zdkladé prezentovanych
vysledki rozhodnuto o osazeni lokalit 7 a 4 prubéhovym
méfenim ve vSech vstupnich i vystupnich bodech a k re-
vizi prubéhového méfeni vstupu v lokalité 8.

- = - - Vstup
GAM

Spotreba

[ i
T T S T S S T S T S SR R
9/2008 12/2008 3/2009  6/2009  9/2009 12/2009 3/2010  6/2010
Datum

Obrazek 2: Porovnani ¢asového pribéhu vstupu a odhadu
celkové spotfeby modelem GAMMA v lokalité
8 za dostupné casové obdobi.
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5. Zavér

Byla uvedena problematika prepravy, méfeni a odhadu
spotieby zemniho plynu ve svété a (zejména) v CR. Dile
byl prezentovdn projekt, v rdmci néhoz je ve spolupraci
pracovnich skupin UI AV CR, v.v.i., a RWE GasNet,
s.r.o., feSena problematika detekce zvySenych ztrat v
uzavienych lokalitach.

Projekt je v pocéatecni fazi, kdy probihd vyvoj meto-
diky vyhodnocovéni odhad ztrat. Jsou testovana rtizna
kritéria hodnoceni ztratovych procesti a na zdkladé
nich vytipovavdny lokality s nejvétsimi problémy. Ty
mohou byt zpisobeny jak chybami v pfeddvanych
udajich (napriklad vypadky méfeni na vstupu, chyby
v pribéhovych méfenich spotieb velkych zdkaznikl
apod.), tak skuteCnymi zvySenymi ztratami. Také pocho-
piteln€ mohou hrat roli dals{ zatim nepfedvidané vlivy.

Uvedeni do praxe (rutinni zpracovani stovek az tisict
uzavienych lokalit v rdmci celé distribucni sité)
musi kromé& masivniho Cisténi zdkaznické databdze
pfedchédzet jest¢ minimdlné otestovani na méfenych
udajich o ztratidch, coz obnasi osazeni vybranych lo-
kalit pribéhovym méfenim (vSechny vstupy i odbérna
mista). Tyto lokality budou vybrany na zakladé vysledkt
soucasné faze projektu.
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Abstract tive solver may be a method of choice. The term iterative

solver includes wide class of methods, which converge

This paper deals with an approximate in- to the solution in some precisely defined sense (residual
verse preconditioning and solving linear alge- minimization, energy norm of error minimization, etc.).
braic equation systems Az = b with symmet- Some general iterative solvers converge to the solution

ric and positive definite n X n matrix A ha-
ving a sparse pattern. The preconditioning is
based on incomplete decomposition using the
Gram-Schmidt process with the non-standard in-
ner product induced by the matrix A. The in-
completeness is achieved through dropping en-

in infinite number of steps, but there are several methods
which converges in exact arithmetic in at most n-steps
(eg. conjugate gradient (CG) method, generalized mi-
nimal residual (GMRES) method, etc.). As mentioned
above, only a solution approximation can be hopefully

tries which are small absolutely, or relatively obtained in a few iterations is often seeked. The conju-
with respect to other computed quantities. The gate gradient method minimizes energy norm of error. It
main goal of the paper is to show a connection is probably the most frequently used iterative method for
among dropping in the described incomplete de- solving linear systems of equations with SPD matrices.
composition, loss of A-orthogonality and con- We will focus on the linear systems, which arise from
vergence of the iterative solver which is the con- the finite element method. The matrix A and the right

jugate gradient method. The results for a real-
world problem are accompanied by the derived
bounds for the loss of A-orthogonality bounds.

hand side b involve error, which may have the following
main sources:

e Chosen partial differential equations do not de-
1. Introduction scribe given reality exactly,

e exact material parameters are not precisely

Solving systems of linear algebraic equations forms a
& 5y & d known,

crucial part of many problems of scientific computing.
There are two basic solving approaches - using a direct e error from model linearization,
or an iterative solver. By direct solver we mean a general
class of approaches based on the Gaussian elimination.
The direct solver may often change the matrix sparsity

e discretization error.

pattern and this can result in adding new nonzero ent- The sources of error induce perturbations AA and Ab,
ries, which are called fill-in. The amount of the fill-in so that the solution of the perturbed system

and of the resulting memory requirements may be decre- ) N

ased by sophisticated reorderings of the original matrix, (A+Ad) (@ +Az) =b+ A M
see, e.g., [12]. Direct solvers are typically very robust, is x4+ Ax where Az can be often estimated based on the
they often provide rather accurate solution, but they may initial system perturbations. Consequently, it may not be
be expensive. Very often only a rough approximation of necessary to find the exact solution of the linear system
the solution is needed. This is the reason, why an itera- (1). Instead, a solution with small residual may be fine
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and this can be easier to find. As a direct solver in gene-
ral needs suitable matrix reordering and other technical
enhancements, an iterative solver needs for a success-
ful convergence apart from other tools a transformation
called preconditioning. In our case and for SPD matrices
we can see a preconditioner as an aproximation of the
inverse matrix, which improves its spectral properties. It
is a well known fact, that the eigenvalues determine the
CG convergence.

Section 2 presents an introduction to the preconditi-
oning, simple overview of preconditioning techniques
which then focuses to the generalized Gram-Schmidt.
Section 3 is dedicated to the conjugate gradient method
in general. Finally Section 4 contains some experimen-
tal results for a test problem. Section 5 concludes this
contribution mentioning also the future work.

2. Preconditioning

As it was mentioned above, a preconditioner approxima-
tes the inverse of the matrix A. In practice we distinguish
preconditioning from the left and from the right. Assume
that P is a preconditioner. The preconditioning transfor-
mation of a given linear system Ax = b from the left
can be put down as follows

PAz = Pb. @

Similarly, system preconditioned from the right can be
written as
APy = b, (3)

In both cases this notation is just symbolic, since the
real implementation may differ. Formally, for CG there
is a problem because the products PA and AP do not
preserve symmetry of the original matrix A and in or-
der to preserve it we have to combine both approaches.
If we assume the preconditioner in the factorized form
P = ZZ7 we get both-sided preconditioned linear sys-
tem in the form

y=P 1z

ZTAZy=2"b, y=2"'z “)

which may be obtained implicitly in the implemen-
tation. A successful preconditioner has to satisfy the two
following requirements

e nnz(Z) (number of nonzeros in Z) have to be
small

e the norm || Z7 AZ — I|| have to be small for a gi-
ven sparsity pattern of Z

The first assumption is connected to the internal compu-
tations in iterative methods. Small nnz(A) and nnz(2)
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do not necessarily imply small nnz(Z7 AZ), but since
we may store these quantities implicitly, the fast matrix-
vector multiplications (matvecs) repeatedly applied in
iterative methods guarantee fast computation and small
number of flops. The second assumption is connected to
the spectral properties of the preconditioned matrix im-
plying fast convergence of the iterative method.

2.1. Preconditioning techniques

There is a lot of ways to compute a simple preconditi-
oner (see, e.g., [2]), which may also take into account
parallel computing environment. Here we will deal with
explicit preconditioners which approximate the inverse
problem P = ZZT ~ A~'. An interesting example
is the SPAI approach [4] which minimizes the functi-
onal || — PA| r and may be reduced to decomposi-
tion to n much simpler problems. In addition, this ap-
proach is naturally parallel. For a general survey of pre-
conditioning techniques see also [10]. Briefly, for SPD
matrices we may use the incomplete Cholesky factori-
zation (IC), see its explanation in [9], modified incom-
plete Cholesky factorization (MIC), incomplete Cho-
lesky treshold (ICT) [1] , approximate inverse (AINV)
[3] and SAINV (stabilized AINV) [5] which are based
on the generalized Gram-Schmidt process. AINV uses
specific orthogonalization between classical and modi-
fied Gram-Schmidt process and SAINV uses modified
Gram-Schmidt process. The last two algorithms will be
described in this contribution. An important subclass
of incomplete decompositions is based on prescribing
more sophisticated pattern of the nonzero entries. This
type of procedure provides level based preconditioners.

2.2. Generalized Gram-Schmidt based preconditio-
ners

Generalized Gram-Schmidt algorithm assumes SPD
matrix A and initial basis of the column vectors (li-
nearly independent) - matrix Z(©), which will be A-
orthogonalized against previously computed vectors.
Algorithm produces matrices Z and U, where the ma-
trix U is in an upper triangular form. In exact arithmetic
the computed matrices satisfy the following identities

o 7TAZ =1,

o 70 = ZU,

e (ZNTAZO) =UTy.
It is clear that for an upper triangular Z(®) we get
the matrix Z as the inverse upper triangular fac-
tor of A (unique). In addition for ZO) = T we

get matrix U as the Cholesky factor of the mat-
rix A. The basic algorithm has a lot of variants eg.
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classical - CGS/modified - MGS/AINV orthogona-
lization, right-looking/left-looking, with/without pivo-
ting, with/without iterative refinement and their arbit-
rary combinations. For distinction with exact arithme-
tic counterparts, we denote quantities computed in finite
precision arithmetic using an extra upper-bar. Main ver-
sions of the algorithms can be put down as follows

MGS algorithm

(1) fork=1:n

(2) forj=1:k-1

(3) U= (5", %)

(4) 2 =207 Uiz

(5) end for

©  Uy= (50 A
(7) Z) = zk )/UM

(8) end for

fork=1:n
forj=1:k-1

(1)

@) )

(3) U = (=", ")/ Uy

(4) 2 = 71(5 Y~ Uiz

(5) end for

It T
k = Z

(8) end for

CGS algorithm

(1) fork=1:n

(2) forj=1:k-1

(3) Upk = (5" %))

(4) endfor

(5) forj=1:k-1

(6) 2 =27 = Uz,

(7) end for

(8  Tye=g " ma

(9) 2k = 2/ U,

(10) end for

Notes:

In the third row can see a significant difference among
the algorithms - each of them uses different vectors to
compute the inner product. In exact arithmetic this leads
to the same results. To compute the diagonal entries U
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one can use several ways. Among all given algorithms
MGS leads to the best results in finite precision arithme-
tic. For Z(®) = I inner product in AINV algorithm redu-
ces to the Euclidean inner product (consequently ortho-
gonalized vector Z ’(] 1 and row/column of the matrix
A selected via e;). CGS variant offers significantly bet-
ter potential for parallel implementations. Initial vector
basis Z(©) in the form Z(®) = T is the most prefered
way for using this (incomplete) algorithms for compu-
ting preconditioners. In finite precision arithmetic CGS
and AINV behave similarly (they have the same error
bounds as we will show later). All these algorithms are
breakdown free for well-conditioned problems. In ad-
dition all of them can be modified to the square root

1
free versions if we do not scale vectors z(J )

Uj; = 1.

and put

A pioneering work in the analysis of the standard Gram-
Schmidt algorithm can be found in [7] and in the recent
work [6], but generalized Gram-Schmidt as an algorithm
for computing preconditioner has not been analyzed yet.
In [11] we provided the bounds for the described algori-
thms as follows:

CGS, AINV orthogonalization:

_ _ 5/2 1/2 7(0) (0)
|1—ZTAZ| < O ur(A)k(AYV2ZONk(Z\Y))
1 — O(n®/2)ur(A)k(AV2Z0))k(Z())
MGS:
o 5/2 1/2 7(0)
- 27 AZ]| < O(n**uk(A)k(A/2Z0)

1 — O(n®/?)ur(A)k(AY2Z)’

where O(n) is a low degree polynomial in the pro-
blem dimension and w is the corresponding unit roun-
doff. For instance floating point double precision has
u ~ 1.1-107 6. Quality of the computed symmetric pre-
conditioner can be assessed via the norm || ZTAZ — I,
which was already mentioned. This norm can be seen for
Gram-Schmidt as the loss of A-orthogonality of the co-
lumn vectors in the matrix Z. Matrix Z, which is com-
puted by the complete algorithm does not fulfil condi-
tion of the small nnz(Z). There is a way how to use
the bounds in [11] and construct incomplete algorithms
using on already analyzed full algorithms. Rounding
error analysis is then based on the worst case which can
occur in finite precision arithmetics. For instance for ge-
neral atomic floating point operation - op and two num-
bers x and y in finite precision arithmetics we can write
as follows [8]:

[fifz op y]| < [(z op y)|(1 + u), )

where fl[-] means computation in the finite precision ari-
thmetics. This rule can be used to the algorithms on the
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level of vector SAXPY updates (line 4 for MGS and
AINV and line 6 for CGS). Assume an update of the

vector zl-(j ~Y For every component it holds
(G-1)

NOJ

— UjiZj + 5§j), (6)

where 6i(j ) is the rounding error obtained from (5) as

89 < |97V 4 2u|Uji)|21. )

Arithmetic with higher unit roundoff u,,,, can be simu-
lated using the following generic rule:

(0
(2)

mask = |27 > tnew (12770 + 2|01 12])

zim = zz(j). * mask

Note that mask represents a vector of the boolean va-
lues. It is componentwise set if the result (zgj )) in double
precision arithmetic is greater or equal than the simula-
ted roundoff error. Second line shows dropping of com-
ponents corresponding to components in mask which
were not set. In this way we get the incomplete GS al-
gorithms.

One can extend the previous dropping approach to com-
puting inner products. For example, the roundoff error
in computing inner product in the MGS variant is given
by

Az 20 Al < (a7 204 + AU, (8)
where using (5) we get
AU < 2m2ul A28 Plllzl. ©)

For the other algorithms, dropping on the level of the
orthogonalization coefficients can be done similarly.

Reasonable limit in the e, that we can use is given
by the loss of orthogonality bounds. It is desirable to
have the loss of A-orthogonality || ZTAZ —I|| < 1. For
simplicity the numerator has to be < 1 and denominator
> (. For our loss of orthogonality both bounds lead to
the same conditions. Low degree polynomial O(m>/2)
arise from the worst case roundoff, for low dimensi-
onal problems it behaves as O(m°/?) ~ 1, how we
can see in [11]. Substitution O(m5/?)u by e, and
using assumption for the loss of A-orthogonality, one
gets equation

Unewk(A)P/? < 1, (10)

but this condition is very strict and does not provide a
sparse preconditioner, as it will be shown later in text.
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Summarizing previous lines, we introduced a dropping
strategy having the same behavior as the derived bounds
for rounding errors. Note that there exist a lot of drop-
ping strategies for different preconditioners but most of
them were not analyzed and it would be difficult to do
$O.

3. Conjugate gradient method

The conjugate gradient method (CG) is an iterative me-
thod based on the Lanczos process which belongs to
the class Krylov subspace methods. The solution appro-
ximation xj, in the k-th step of the algorithm satisfies
xr € Ki(A, 1), where Ky (A, ro) is the k-th Krylov
subspace generated by the matrix A and by the initial
residual 79. CG can be seen as a procedure to minimize
the quadratic functional f(z) = 127 Az — 2™'b with the
gradient g of this functional equal to ¢ = Ax — b (nega-
tive residual vector). The standard CG algorithm can be
put down follows

(1) To = b— AI’O
(2) Po =To
(3) fork=0:n-1
T

(4) Qg = p%"';;k
(5) Thy1 = Th + QrP
(6) Thy1 = T — apApg
M =

' Pj, Apk
(8) Pk+1 = Tht1 — PPk
9) endfor

CG preconditioned from both sides (4) can be after some
substitution written as follows:

(1) ro=b— Az
2)  po=2ZZ"r
(3) fork=0:n-1
T

(4) ap = p%k‘AT;k
(5) Tt1 = Tk + apPk
(6) Tt = Tk — QAP

DL AZZ v
(8) Pr1 = ZZ rey1 — Brpk
9) endfor

As mentioned above, if we do not compute the product
ZT AZ explicitly, it is not necessary to have the precon-
ditioner in the factorized form because P = ZZT ~
A~!. CG algorithm minimizes energy norm of the error,
which is not known during the process. This fact does
not enable a simple stopping criterion based on this va-
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lue. Instead, stopping criteria are often based on the re-
lative residual. Note that it can occur that the residual
vector norm may locally grow.

4. Test problem

As a test problem we chose the matrix BCSSTKO07 with
dimension n = 420 from MatrixMarket [13]. Condition
number of this matrix ~ 1.2-107. In this section we will
discuss convergence of CG preconditioned by AINV
and SAINV with respect to the loss of A-orthogonality
of the column vectors of the factorized preconditioner.
As the matrix of initial columns vectors for all cases in
this section we use Z(©) = I. All presented results are
computed by using dropping on the level of vector up-
dates (not in orthogonalization coefficients).

besstk07.mtx
T

Loss of orthodonality

Figure 1: Loss of orthogonality for the AINV algorithm.

besstk07.mtx

Residual norm || r ||

5

Iteration n

Figure 2: Convergence for CG preconditioned by AINV.

Convergence of CG is similar (Figures 2 and 4) until
drop tolerance is equal to 1 - 10~%. Differences can be
found for the drop tolerances higher than 1 - 1076, In
both cases the A-orthogonality is completely lost as we
can see in the corresponding Figures (1) and (3).
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Loss of orthodonality
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50 100 150 200 250 300 350 400
Stepn

Figure 3: Loss of orthogonality for the SAINV algorithm.

besstk07.mtx

Residual norm || r ||

Iteration n

Figure 4: Convergence for CG preconditioned by SAINV.

Whereas SAINV converges for drop tolerance 1 - 107!
in about 50 steps, AINV needs about 200 steps for the
corresponding nnz(Z), see Table (1).

| matrix besstkO07 |
Unew AINV nnz(Z) | SAINV nnz(2)

0.0 82722 82722
1.0- 10710 82648 82648
1.0-1079 82646 82646
1.0-10°8 82626 82626
1.0-10°7 82513 82512
1.0-106 81773 81752
1.0-107° 78573 78418
1.0-107* 68843 68391
1.0-1073 52730 44628
1.0-1072 32173 16559
1.0-1071 7924 5648

Table 1: Number of nonzeros in the factor Z for given w,ew
computed by AINV and SAINV.
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We get the matrix Z by columns, so that in the i-th step
we have the matrix Z; with ¢ columns. For given drop
tolerances we try to show how to eigenvalues of the ma-
trix Z;ZT evolves and converges to the eigenvalues of
the matrix A~! during the computational process. Fi-
nally we will show spectral properties of the matrix A~!
with comparison of the spectral properties of the compu-
ted matrix ZZ7, which is computed using incomplete
Gram-Schmidt algorithms.

besstk07.mtx,droptol = 0.1
T T

Submatrix eigenvalues
3

. , . , .
200 250 300 350 400
Stepn

450

Figure 5: Evolution of the eigenvalues for the AINV algori-
thm.

Dotted horizontal lines show eigenvalues of the inverse
operator A~1, by x-marks are displayed eigenvalues of
the matrices Z; Z7. Dropping causes cancelation of the
smallest eigenvalues of the matrix A, therefore spectrum
of the approximate inverse does not involve the lar-
gest eigenvalues when compared with the spectrum of
the exact inverse as we can see in Figures (5) and (6).
Although the spectra of the preconditioners seem to
be similar, results of SAINV are much better and we
currently do not know why.
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5. Conclusion

In this paper we have summarized derived bounds for
the gereralized Gram-Schmidt algorithm analysis and
proposed a new dropping strategy which is based on the
problem analysis (local bounds) further, we tried to find
a connection among loss of A-orthogonality, dropping
and convergence of CG. As it was shown, the quality of
the preconditioner is not given only by the loss of A-
orthogonality because preconditioner computed by SA-
INV provides much better results than AINV also for
the cases when A-orthogonality among column vectors
in the factor Z is completely lost, although having for
similar nnz(Z). Presented dropping strategy (dropping
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Abstract

This presentation introduces an approximation heuristic suitable for solving a certain class of partially observable
Markov decision processes (POMDPs) that has been developed by the author within his master’s thesis. The POMDP
framework is generic enough to represent any real world stochastic process, however, an exact solution is compu-
tationally tractable for only the simplest models. The presented heuristic is based on decomposing the process to
non-disjoint subprocesses, each of which is significantly dependent on only a limited number of other subprocesses,
thus reducing the superexponential nature of the generic problem at a cost of ignoring some weaker dependencies
within the stochastic process. Although the original idea is applicable to many POMDP problems and solution algo-
rithms, an example application and implementation is presented including some test results.
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Abstrakt lze téméef jisté fict, Ze ndvrh distribuovaného systému
stejnym zpusobem jako lokélniho bude mit katastrofaln{
nasledky.

Cilem vyzkumné prace je priiprava deter-
ministickych optimaliza¢nich metod pro fizen{

integrani architektury informacnich systémi Prehled zdkladnich rozdil mezi lokdlni a sifovou ko-

(IS,) ve Zdravomlmil' Pfipravovand n,lemdlka munikaci je uveden v tabulce 1. Nyni se podivejme na
ma poskytnout aparat ke strukturovanému vy- ednotlivé aspekty podrobndii:
hodnoceni a porovndni dil¢ich ndvrhd inte- J pexty p s

grace IS. Ocekdvanym piinosem je sniZeni cel-
kovych nédkladi (TCO - Total Cost of Owner-
ship) a zvySeni flexibility prostiedi (TTM - Time
to Market). Pti aplikaci a kombinaci vzort a
osvédcenych feSeni musi architekt vzdy vzit v
uvahu informace o prostfedi, ve kterém se in-

Spolehlivost komunikacnt infrastruktury

Budeme-li uvazovat o spolehlivosti, méli bychom vzit
v tvahu parametry jako stav  HW, mnoZstvi kon-
kurence procesi v daném prostiedi, topografickou

tegrace buduje. Pravé objektivizace hodnoceni vzddlenost mezi komupikuji.(_tfmi procesy apod. V
prostiedi by méla tikol zjednodusit a jeji pitklad lokdlnim prostfedi se nejcastéji pohybujeme na drovni
je pfedmétem tohoto ¢lanku. jednoho operacniho systému (OS) nebo middleware,

pfipadn€ na tdrovni spolecného HW, na némZ jsou
pomoci virtualizaéni technologie definovdny virtudlni
stroje. Zasadnim faktem je existence spole¢ného HW.
Spolehlivost HW je zde témé&f bindrni (stroj bud b&zi
nebo ne, piipadné chyby se sdili), na rozdil od sitového
spojeni, kde za prvé procesy bézi oddelené a za druhé
na komunikaci se podili fada dal$ich aktivnich prvku.

1. Komunikace

Pro ucely této prace definujme 2 zdkladni typy komuni-
kace, které budou ddle hloubéji strukturovany:

o lokdlni komunikace je definovana jako fizend Detekce chybovych stavii a alerting je fadové jed-
vyména dat mezi 2 programy spuSténymi na nodussi lokalné neZ v siti. Také mnoZstvi konkurencné
stejném HW. bézicich procest je typicky mensi neZ pti komunikaci

o sitovd komunikace je definovdna jako Fizend pies obecné sdilenou sitovou infrastrukturu.

vyména dat mezi 2 programy béZicimi na riznych .
Y . . prog y R y Rychlost komunikace
strojich propojenych pomoci pocitacové sité.

V lokdlnim prostfedi také prakticky zanedbiavame

Motivaci k prezentovanému vyzkumu je i fakt, Ze lokalni vzdalenost komunikujicich procest, protoze sdileji
komunikace se v mnohém li{ od komunikace pies sit. stejny HW a jejich komunikace je omezena Sitkou a
Toto prosté tvrzeni md pomérné komplexni mnoZinu taktem sbérnice. U dnes$niho hardware se pohybujeme v
pfi¢in a dusledkid. Jak bude ukdzidno, zanedbdvanim f4dech desitek a stovek Gbps. Naopak pfi sitové komu-
uvedeného tvrzen{ a jeho disledkd dochdzi k vytvafeni nikaci se v redlnych hodnotach pohybujeme o fady niZe,
nevhodnych integracnich feseni. Nékteré technické stan- nejcastéji ve stovkach kbps, maximdlné v jednotkach
dardy pro integraci pfes sif byly vyvinuty evoluci ze Mbps. Mluvime zde o redlné komunikaci mezi procesy

standardi pro synchronni lokdlni komunikaci. Pfi ex-
trapolaci téchto standardi do oblasti integrace pies sit
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na aplikacni vrstvé (tzv. End-to-End), nikoli o rychlosti
prenosovych siti, které mohou byt mnohem vyssi.

Technologickd diverzita

V navrzich integrace mezi systémy je potieba pocitat
s rozdilnosti operacnich systémti, pouZitych programo-
vacich jazykl, middleware platforem, kédovani nebo
obecné formdth dat. U sifovych feSeni je tfeba se
na vSechny uvedené potencidlni problémy pfipravit.
Dnes existuje fada platformové nezdvislych standarda
zaloZenych na jazyce XML [10], jejich vyuziti v§ak ma
svd omezeni. Jednak nejsou implementovdny ve vSech
technologiich a dale pak nemusi byt pouZitelné ve vSech
ptipadech, predev§im z vykonnostnich divoda.

Rozdilny reZim sprdvy

Se tykd predev§sim organizatniho zajisténi integro-
vanych systémi a integracni technologie (véetné sité).
Je zfejmé, Ze 2 libovolné 1S integrované pres sit mo-
hou patfit a ¢asto patfi rozdilnym spoleCnostem. Riizné
spolecnosti se vyznacuji riznou mirou penetrace ICT
do jejich prostiedi, véetné rozdilného mnoZstvi orga-
nizacnich procest, které IT podporuje. Tato mira spolu
s velikost{ spole¢nosti indikuje 2 druhy rozdila v IT.

Za prvé je to vyuZitf odliSnych technologii. Napf. sa-
mostatné pracujici prakticky 1€ka¥ si jisté nebude kupo-
vat 64-jadrovy server vyZadujici 2kW chlazeni a opticky
spoj s WDM. Naopak velka fakultni nemocnice si z
nemuze dovolit budovat svou serverovou infrastrukturu
na stolnich PC, ani pro pfistup do sit€ pouzivat ASDL
nebo 802.11g spojeni. Rozdilnd troveni pouZivanych
technologii pak implikuje i odli$né moZnosti v propo-
jeni spolecnosti s externimi subjekty. Tak vznika riziko,
Ze se nepodafi nalézt zpisob vyhovujici obéma stranam.

Za druhé existuje odliSnost v reZimu spravy resp. per-
sondlnim zajisténi. VEétsi spolecnosti maji obecné vyssi
dostupnost své ICT infrastruktury a také mohou vyka-
zovat lepsi kvalitu svych ICT sluzeb. Naopak flexibilita
pfi zméndch byvd u vétsich spolecnosti vyrazn€ mensi.

Tato prdce neni zaméfena na organizacni zajiSténi pro-

vozu a rozvoje integrovanych systémi. Vice informaci
o problematice fizend architektury lze nalézt napt. v [2].

2. Zpusoby integrace

Dnes rozliSujeme 4 zdkladni koncepty integrace [1],
které se s rtiznou dspé$nosti vyrovndvaji s vyse uve-
denymi aspekty integrace:
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Batch File Transfer (BFT)

Dévkovd vymeéna soubort je nejjednodussim zptisobem
komunikace dat. Zdrojovy systém vytvoii soubor obsa-
hujici fidici piikazy resp. data a uloZi ho na persistentni
dlozisté (napf. diskové pole). Soubor je interaktivné
nebo automaticky prenesen k cilovému systému, kde ho
cilovy systém nacte. Samoziejmé lze realizovat jedno- i
obousmérnou komunikaci. Kromé& obsahu dat je nutné
dohodnout a respektovat fadu obsluZnych parametri
jako jména soubor(, ¢as vymény, umisténi, mazani sou-
bori i mechanismy obsluhy chybovych stavii.

Shared Database (SDB)

Reprezentuje archetyp dvou a vice systému sdilejicich
v redlném Case jedno datové tloZisté. V praxi se jedna
nejcastéji o spoleCnou databizi (DB), ale stejné tak
lze za pfisluinych podminek vyuZit pamé&f nebo dis-
kovy prostor. Nemusi se jednat o integraci s vyménou
dat, protoze integrované systémy sdili fyzicky jedno
uloZisté.

Remote Procedure Call (RPC)

Predstavuje model, ve kterém jeden systém nabizi
urditou svou funkci pies sifové rozhrani a jiny systém
ji vold. Vznikl evoluci lokdlniho voldni procedur /
funkef v rdmci jednoho stroje resp. systému na voldn{ v
ramci pocitacové sité. Extrapoluje koncept synchronn{
blokujici operace z prostfedi jednoho pocitace na in-
frastrukturu separétnich stroji propojenych v siti a
prinasi problémy uvedené v ivodu tohoto ¢lanku. Jednd
se o synchronni blokujic{ komunikaci v redlném Case.

Messaging (MS)

Vyuziva dedikovaného software k dorucovédni zprdyv.
Odesilatel pfeddva zpravu MS a sam mtiZe pokracovat
ve své dalsf Cinnosti. MS je zodpovédny za doruceni
zpravy. Tato komunikace je asynchronni a neblokujici.
Koncept asynchronni komunikace vznikl pravé v reakci
na nemoznost pristupovat k systémim propojenym siti
stejné jako k systémtim lokdlnim. BohuZel, dodnes nen{
na mnoha mistech vSeobecné prijat do praxe. Pfi nartstu
objemu a poctu komunikaci nad udrzitelnou mez neni jiz
vhodné programovat messaging ru¢né. Dnes se k uve-
denému tucelu pouziva témét vyhradné néktery z pro-
duktu kategorie Message Oriented Middleware (MOM)
[1]. MOM pak tvofi transportni zdklad v modelu Enter-
prise Service Bus (ESB) [5]. Rozbor ESB je mimo roz-
sah moZnosti tohoto ¢lanku.

Uvedené 4 zplsoby nelze brit jako ruzné evoluéni

urovné. Mezi zminénymi kategoriemi neexistuje Zadné
usporadani, které by vypovidalo o kvalité toho kterého
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zpusobu samo o sobé. Zdkladni ur€eni zpisobu inte-
grace (jesSte bez vazby na jakékoli dalsf vzory ¢i ovéfené
postupy) musi byt ddno vZdy aktudlnimi podminkami
tj. jednak vyspélosti ICT infrastruktury integrovanych
spolecnosti a dale predevsim pozadavky na konkrétn{
vyménu dat. Generalizace na jeden zpidsob je vhodna
jen od urcité urovné komplexnosti a nikdy nemuze byt
uplnd (tj. dogmaticky uplatiiovand).

2.1. Casovy rozmér komunikace

Zasadni informaci u vySe uvedenych zakladnich
zpusobu integrace je uréeni, zda je komunikace syn-
chronni nebo asynchronni (viz tabulku 2). Magnam par-
tem se zajimdme o integraci systémi pfes pocitacovou
sit. Dokonalé rozd&leni neni moZné, protoZe komu-
nikace probihd na vice vrstvach. Neékteré pouZzivaji
blokujici operace a jsou tedy synchronni, nékteré ne.
Rozdéleni je tedy nutné stanovit dohodou vychazejici z
nésledujicich predpokladi:

e Déleni na blokujici a neblokujici operace defi-
nujme na aplikacni vrstve tj. na vrstvé volajictho
a piijimajiciho procesu '

e Predpokldddme, Ze subsystémy realizujici niZs{
vrstvy umoziuji minimalné kvazi-paralelni zpra-
covani vice pozadavku. Tzn., Ze Zadny aplikacn{
proces neni na vyznamné dlouhou dobu odstaven
od prostiedku.

Vsechny uvedené zplsoby lze vyuZit k ziskdvani infor-
maci on-demand (request/response) i k proaktivni publi-
kaci informaci (one-way). Zptsob integrace tedy neim-
plikuje smér komunikace ani typ vyméfiovanych infor-
maci.

3. Vzdalenost integrovanych systému

Abychom mohli v analyze integra¢niho scénéfe zohled-
nit topografické rozdéleni jednotlivych IS, je nezbytné
zavést pojem vzddlenosti mezi integrovanymi systémy.
Vzdalenost musi byt ordindln{ veliina s ostrym tGplnym
usporddanim, tj. na oboru hodnot musi byt definovdna
bindrni antireflexni, tranzitivni, antisymetrickd relace
usporddani [16]. Pro objektivni hodnoceni je také tieba
definovat vSechny hodnoty tak, aby bylo mozné jednot-
livé scéndfe mezi sebou porovndvat. Pro tcely této prace
navrhujeme nésledujici kategorie A — F:

A Komunikace mezi procesy jednoho OS pomoci
sdilené paméti (shared memory).

B Komunikace mezi procesy jednoho OS pomoci
lokélntho sit ového rozhrani (loopback) resp. mezi
2 virtudlnimi stroji na stejném HW (virtual ne-
twork).

C Komunikace v LAN/SAN na prepinané siti v€etné
L3+ switchingu tj. fadime sem komunikaci siti,
ve které jsou pouze aktivni prvky s vypoctem nad
asociativni paméti (CAM).

D Komunikace v LAN/SAN na smérované siti tj.
pres aktivni prvky pracujici s CPU vypoctem. Pro
zatazeni do této kategorie je vyznamnd inspekce
paketd tj. fadime sem i firewally a IPS systémy

kontrolujici hlavi¢ky protokolll vyssich vrstev.

E Komunikace dedikovanou (pronajatou) WAN —
nad ramec uvedeného v kategorii D pfibyva trans-
portni zpoZdéni na siti, omezeni pasma a prodleva
konverze protokold.

F Komunikace pres Internet tj. WAN spojeni bez
zaruky dostupnosti a bez moZnosti aplikace QoS.

Kazdd z wuvedenych skupin je charakterizovana
odlisnym pfenosovym pasmem, dostupnym pro komu-
nikujici procesy. Napriklad komunikace 2 aplikaci pres
sdilenou operadni pamé&t jist€ pob&zi rychleji neZ pfi
komunikaci v rdmci pocitacové sité spolecnosti, nebo
dokonce pii volani Internetem tieba z Ceské Republiky

do Austrilie.

Vyse uvedené kategorie 1ze hrubé charakterizovat mi-
nimdlné 3 atributy: dostupnym pfenosovym pasmem f,
transportnim zpozdénim na siti ¢ a mirou vyjadfujici
pocet paralelnich/kolidujicich pfenost na siti a. Na
drovni predstavovaného modelu neuvaZujeme o ko-
liznich prenosech ve smyslu sdileni jednoho lokédlniho
sitového pdsma, ale jako o pravd&podobnosti, Ze v
daném Casovém useku nebude pfenos dat nijak vyrazné
narusen vyuzitim stejné pfenosové infrastruktury jinym
komunikaénim procesem. Infrastrukturou je zde celd ko-
munikacni cesta ve vSech svych vrstvich a v celé své
délce. Ze stejného divodu nelze definovat transportni
zpoZdéni jako veli¢inu nepfimo imérnou dostupnému
pdsmu, protoze, predevsim u komunikaci s ,,delSi ces-
tou” tj. s pfenosem pres rozsahlé site, je linearita relace
mezi pdsmem a latenci narusena vyuzitim fady aktivnich
prvku.

Prenosové pdsmo f lze vyjadfit v rdznych jed-
notkdch, pro naSe ucely volime Hz a zanedbdvdme

IJe tfeba dodat, Ze je mozné a Gasto vhodné realizovat synchronni scéndt typu pozadavek/odpovéd pomoci MOM. Messaging implikuje asyn-

chronni mechanismy na vrstvach nizsich nez je aplikacni
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tak rozdilnd prenosovd kdédovéani. Naopak niZe uve-
dené hodnoty frekvenci jsou vZdy vztazeny k Sifce do-
stupné sbérnice (napf. ndsobeni zakladni frekvence bito-
vou Sitkou sbérnice u lokalni komunikace apod.). Trans-
portni zpozdéni ¢ je druhym parametrem, vyjadfenym v
sekundéch. Predstavuje latenci mezi odeslanim zpravy
odesilatelem (aplikaci/systémem) a jejim pfijetim na
aplika¢ni vrstvé u pifjemce. Jednd se tedy o ¢as zpozdéni
mezi 2 procesy. Poslednim parametrem je mira dostup-
nosti pfenosového pasma a, ktery souvisi se spolehli-
vosti komunikaéni infrastruktury diskutované v tvodu
tohoto ¢lanku.

3.1. Vypocet vzdalenosti

Shora uvedenym veli¢indm jsme pfifadili hodnoty.
Radové pasmo f a zpozdéni t bylo stanoveno na zdkladg
parametrii dnes pouZivanych technologii. Miru dostup-
nosti a stanovime dohodou jako redlné cislo z inter-
valu (0; 1), kde hodnota 1 vyjadiuje 100%-ni rezervaci
pasma. Vzddlenost d mezi integrovanymi systémy lze
tedy vypocitat jako 1:

++t
d=log |—— (1)
a

Pro vypocet pouZijeme pfevracenou hodnotu f tak,
abychom s nardstajici Sitkou pfenosového pasma kle-
sala hodnota vzddlenosti. Naopak transportni zpoZdéni
t pripocitdvame v linedrnim smyslu. Mirou dostupnosti
a vysledny vyraz délime kvuli oboru hodnot, ktery je
pro a definovan (0; 1).

Po provedeni vypoétl pro skute¢né hodnoty frekvenci
1

. oL . <
a latence vyrazu <— ziskdvame hodnoty, které se v

krajnich pfipadech vzajemné 1is{ o 8 fadu. Dals{ pocitani
s takovymi hodnotami je nepraktické, proto je vhodné
provést transformaci pomoci logaritmu. 2

3.2. Normalizace vzdalenosti

Pro praktické uZiti by bylo vhodné redlnd cisla, kterd
jsou vysledkem vypoétu vzdalenosti, transformovat na
uritou normalizovanou stupnici. Provedeme norma-
lizaci vzddlenosti do intervalu (0;1). Pro provedeni
normalizace musime urCit mezni hodnoty vypoctené
vzdélenosti odpovidajici teoretické hodnoté O resp. 1.
Hodnoty mezntho vypoctu jsou uvedeny v 3.

Vyslednd normalizace se pak provede transpozici do
R* + {0} a jeho projekei na interval (0; 1). Normali-

zace tedy obecné vypadd ndsledovné 2:

d + ‘dmin|
|dm1n| + |dmaac‘

dnorm =

(@)

Pak vSechny hodnoty d, o pro vstupy uréené katego-
riemi A - F 3 padnou do intervalu (0; 1) a pro mezn{
hodnoty plati d7%" = 0adle* =1.

norm norm

3.3. Urceni hodnot pro ruzna prostiedi

Nasleduje vypocet normalizované vzdalenosti pro jed-
notlivé kategorie vzdalenosti. ProtoZe ICT infrastruk-
tura se lisi subjekt od subjektu v zdvislosti na jeho veli-
kosti, po¢tu procestt podporovanych IT, poétu uZivateld,
mnoZstvi spravovanych dat, po¢tu integrovanych part-
neri, mife legislativni regulace, geografické lokaci
a dalSich parametrech. Proto jsme piiklad vypoctu
rozdélili na 3 samostatné jednotky. Kazd4 jednotka cha-
rakterizuje spolecnost o specifické velikosti.

SOHO (Small Office Home Office)

Malé subjekty, s jednotkami az desitkami uZivatelt.
Piikladem mohou byt ambulance praktickych lékaftt,
lékdrny apod. Predpokladd se vyuZiti low-end zafizeni
pro sitovou komunikaci, plochd struktura mistni
sité, bézné Sirokopasmové pfipojeni do Internetu.
Neocekdvame prondjem WAN spoji, ani dedikované
serverové infrastruktury se specidlnim serverovym HW.
Ohodnoceni vstupnich veliin i vypoctené normované
vzdalenosti Ize nalézt v tabulce 4.

Mainstream

Spolecnosti stfedni velikosti s desitkami az stovkami
zaméstnancl. MiZe se jednat o mistni nemocnice, po-
likliniky, drobné vyzkumné tstavy, mensi pojistovny,
zdravotnické registry. V mainstreamu predpoklddame
centralizaci dedikovanych serveri do vypocetnich sélu,
hierarchizaci pfepinanych sit{, moZnou existenci pro-
najatych linek s partnerskymi spole¢nostmi. Je mozny
vyskyt sytému IPS a aplika¢nich firewallti. Ohodnoceni
vstupnich veli€in i vypoétené normované vzdalenosti 1ze
nalézt v tabulce 5.

Enterprise

Velké spolecnosti. Stovky az tisice uzivateli — fakultni
nemocnice, centrdlni registry, velké pojistovny, orgdny
statni spravy etc. Ocekdvdme high-end vypocetni
prostfedky, specializované SAN sité, optické spoje, de-

2Byla testovéna i varianta s logaritmem odmocniny vyrazu, nicméné vysledky se vzdjemn& v fadech piili§ neli3f a je inhibovana informace o
proporci mezi jednotlivymi kategoriemi. Proporcionalita hodnot miZe byt dileZitd v uplatnéni veli¢iny vzddlenosti, a proto byla zvolena varianta

vypoctu bez pouZiti odmocniny.
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dikované linky pro spojeni s detaSovanymi lokalitami.
Ohodnoceni vstupnich veli¢in i vypoc¢tené normované
vzdalenosti Ize nalézt v tabulce 6.

3.4. Vyuziti normované vzdalenosti

Normovand vzdélenost zavisi na deterministickych
vstupech (pasmo, latence, dohodnutd mira dostupnosti).
Vypocet i normalizaci zachovdva proporce mezi jed-
notlivymi kategoriemi, a proto by mélo byt mozné
vyuzit nejen uspotrddani kategorii, ale i pfimo hodnoty
vzdalenosti pfi dalSich vypoctech. Diky stanoveni in-
tervalu hodnot (oboru hodnot funkce vzdalenosti) je
mozné vzdélenost vyuZit i pro pfipady, kdy se integruji
2 spolec¢nosti rizné drovné vyspélosti. Kone¢nd nor-
malizace nemd vliv na vypocCty se vzdalenosti, pouze
usnadfiuje jejich provedeni a zlepSuje Citelnost.

4. Vazby mezi integrovanymi systémy

Druhou vlastnosti integracnich feseni analyzovanou v
tomto ¢lanku je vazba mezi koncovymi komunikujicimi
aplikacemi. Zatimco vzdalenost je pfikladem charakte-
ristiky prostfedi v némz se integruje, vazbu formuji sa-
motné integrované systémy. Interaplikacni vazba miZe
byt popsdna sadou vlastnosti / atributd. Charakteris-
tika vazby je dilezitd pro objektivizaci popisu inte-
graéniho scénéfe, protoZe rizné systémy mohou nava-
zovat diametrdlné odlisné vazby a to nejen na zakladeé
zpusobu jejich propojeni nebo vzddlenosti (viz vyse).
Z hlediska vazby nds zajimd mira zdvislosti mezi in-
tegrovanymi systémy. Pravé mira zdvislosti miZe byt
vyjédfena mnoZstvim a vlastnostmi vazeb mezi komu-
nikujicimi IS.

V softwarovém inZenyrstvi se nejcastéji pouziva kla-
sifikace oznacujici volnou vazbu (Loose Coupling) a
tésnou vazbu (Tight Coupling). Takova klasifikace je
pro formaln{ objektivizaci nedostatecn4, a proto je nutné
klasifikaci déle propracovat. Zdklad klasifikacntho mo-
delu Ize pfevzit z metod pro optimalizaci ndvrhu pro-
gramového kédu [3]. Problematika architektury inte-
gracnich feSeni vykazuje celou fadu spole¢nych znakd,
a proto muzeme zédklad klasifikace vazby mezi kom-
ponentami komunikujicimi pfes pocitatovou sit posta-
vit na modelu ur€eného pro programovani na jednom
pocitaci. Tento model je vSak nezbytné nutné déle roz-
pracovat, abychom zabrénili automatické extrapolaci
vlastnosti lokdlni komunikace na komunikaci v siti,
jak bylo uvedeno dfive [1]. Vyjdeme-li z existujictho
modelu, miZeme definovat ndsledujici kategorie vazeb.
Ke kazdé kategorii uvddime pro srovnani vzdy piiklad
lokélniho kédu i integracniho fesent:

PhD Conference ’11

85

Content Coupling (silnd tésnd vazba)

Voland komponenta nabizi svou funkcionalitu piimo,
tj. volajici iniciuje pfimo vykonny kéd volaného. Vo-
lajici musi znét pfesné strukturu, ve které volany volan{
prijima. Prikladem je voldni silné typované funkce v
imperativnim programovacim jazyce (napr. v C) nebo
voldnt funkce pies socket, tedy situace, kdy neni vyuZit
Zddny vyssi protokol nad TCP a zasiland data prijimajict
program primo interpretuje a to vZdy stejné (data neob-

sovo

sahuji Fidici znaky).
Common Coupling (sdilent iiloZisté dat)

Predstavuje archetyp, v kterém 2 a vice systému sdileji
stejnd data. Lze uvaZovat na lokdln{ drovni (pamét), i na
drovni sité (spolecnd DB). Urcujicim faktorem je i nut-
nost znét presné datovy model a schéma fizen{ pfistupu.
Informace drZi a implementuje kaZdy integrujici systém.
Pikladem miiZe byt lokdlni voldni funkce a pieddni pa-
rametru odkazem (pointer), nebo vytvoreni sdileného
segmentu paméti (mezi 2 procesy OS), nebo tieba sdilent
Jjedné databdze dvéma a vice aplikacemi.

External Coupling (externalizovand spolecnd vazba)

Predchozi typ lze upravit exportem informaci o syn-
taxi na spolecné tulozisté. Export obsahuje jak datové
tak fidici schéma. Samostatné se dnes prakticky ne-
pouZivd, ale je nedilnou soucdsti masivné rozsifenych
pripadii externalizace schémat webovych sluZeb (XSD),
WS-Standardii (policies etc.), nebo tieba kaskddovych
stylii webovych aplikaci (CSS). Lze vSak externalizoval
i jiné informace, nap¥. o mistu pristupu k datiim (tnsna-
mes.ora pro Oracle DB apod.). Je tedy tfeba uvaZovat o
Jjednotlivych vrstvdch ISO/OSI.

Control Coupling (vazba s Fizenim)

Kategorie, kde volajici komponenta piikladd k da-
tovému obsahu zpravy fidici pfiznak (prikaz), tj. in-
formuje volaného, jak s daty naloZit. Volajici tedy ne-
musi znat vSechny funkce volaného a s touto mnoZzinou
Ize dynamicky pracovat. Pfikladem je jakdkoli funkce,
obsahujici Fidici argument. Lze vytvofit na irovni
kodu programovaciho jazyka, ale stejné tak se vyuZivd
i v modernich WS-Standardech — nap¥. hlavicka
(SoapAction... /)

Stamp Coupling (volnost datového schématu)

Je analogii predchoziho pfipadu, ale v oblasti dat. Vo-
lajici nemusi nutné zaslat vSechny datové atributy, ale
jen nékteré a volajici data dokaze zpracovat (pokud to
sémantika pripadu dovoluje). Webové sluzby zaloZené
na standardu SOAP [14] umoZiiuji definovat povinné a
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nepovinné parametry stejné jako dynamicky jejich mul-
tiplicitu v dané zpravé. VyuZiti principu Stamp Coupling
predisponuje bezpecnostni slabiny systému a celkové
zvySuje ndroky na robustnost vykonného kodu.

Message Coupling

Komunikace probihd pres prostiednika, ktery uvoliiuje
vzdjemné zdvislosti mezi komunikujicimi systémy. Zde
se nejednd o komunikaci messagingen tj. technologii pro
asynchronni persistentni komunikaci, ale o prvek typu
ESB [14]. MiZeme nalézt vice drovni vyspélosti vazby
Message Coupling, jejich rozbor je vSak pfedmétem
vyzkumné price a je mimo rozsah tohoto ¢lanku. Mezi
lokdlnimi programy lze vyuZit preddni pres sdilenou
pamét s intervenci OS (nap¥. pipelines na *nixu). V
sitové integraci jsou piikladem jednak komercni pro-
dukty IBM WMQ, p¥ipadné produkty s vyssi logikou jako
IBM WESB, SAP-PI, MS Bizztalk, BEA WebLogic ...,
ale i ESB reSent urcend pro oblast zdravotnictvi [4].

4.1. Ordinalni vyjadfeni vazby mezi IS

Stejné jako u vzdélenosti bude vhodné pro veliciny
charakterizujici vazbu mezi systémy definovat relaci
ostrého usporddani. Jeho tplnost je dil¢im predmétem
dalsiho vyzkumu. Predpokldddme ovSem, Ze bude nutné
ustoupit od Uplnosti a moZnd i od ostrosti usporadani
mnoziny definujici kvalitu vazby. Tj. pfedpokladdme, Ze
vazba mezi systémy nebude charakterizovatelnd jedinou
ordindln{ veli¢inou, ale miniméalné dvéma. Divodem je
vzdjemnd kontradikce poZzadavki na volnost vazby a
pozadavkt na vykonnost celého feseni. Cilem tedy bude
nalezeni optimalniho vyvézZeni téchto dil¢ich metrik.

Zde uvddime moZné vyhodnoceni miry zdvislosti
mezi komunikujicimi systémy pomoci mnoZstvi
vstupné/vystupnich fidicich a datovych parametrt.
Zaklad Ciselné reprezentace miry zdvislosti (sily vazby)
mezi systémy lze zalozit na [3].

1
" D;+2-Ci+D,+2-C,

Cplm,n -1

(&)

kde D;, C; jsou poCty datovych resp. fidicich vstupnich
proménnych (parametrd volani) a D,, C, jsou polty
datovych resp. fidicich vystupnich proménnych (para-
metri odpovédi).

Je zfejmé, Ze uvedenou Ciselnou reprezentaci lze velmi
jednoduse ovlivnit zménou poctu datovych i fidicich pa-
rametrii. Uvedeny historicky model uréeny pro vyhod-
noceni vazby mezi 2 lokdlné béZicimi programy tedy
nelze pouZit v jeho origindlni podobé a musi byt upra-
ven. Shriime nejzdvaznéjsi nedostatky:
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e Pokud komunikujici systémy neznaji vzdjemné
svou vnitfni strukturu, mluvime o volné vazbé.
Teoreticky by bylo moZné sniZit pocty datovych
parametrd na 1 resp. 2 (in/out) a fidicich na 0 a
dosdhnout tak vazby ¢ = 0, 5. Budovdni takovych
rozhrani je vSak kontraproduktivni. Volnad vazba
znamend i moZnost zmén v rozhranich bez nut-
nosti zmén mezilehlych a predevsim protilehlych
komponent. To nelze provést u nestrukturovaného
rozhrani.

V zavislosti na mife vyspélosti je u mensich fesen{
(SOHO/Mainstream) vhodné budovat integrace s
pfimym fizenim, kde komunikujic{ strany pfimo
ovladaji zpracovani dat a naopak u vyse zminéné
kategorie Enterprise dedikovat logiku zpracovani
na ESB [5]. A i dile je mozné fidici atributy
délit na ty zpracované ESB a ty, které nesou in-
formaci o sémantice dekddovatelné az koneénym
piijemcem.

Ridici informace mohou byt poskytnuty v riizné
kvalit¢ v zdvislosti na mife jejich standardi-
zace. U integracniho feSeni postaveného na
obecné platnych standardech [8] je zarucené vyssi
pravdépodobnost jeho opakovatelného vyuZiti
a robustnosti v Case, neZ u téch budovanych
na lokdlnich kédovénich, ciselnicich, signali-
zaci apod. Uvedené tvrzenf lze chdpat na vSech
vrstvach od transportnich protokold, ptes fidici in-
formace pro komunikujici sluzby [13] aZ po stan-
dardizaci na aplikacni drovni [9].

Komunikace mezi systémy muiZe z hlediska
aplika¢ni logiky rozloZzena do vice krokd.
NejtrividlngjSim  pfipadem je komunikace
pozadavek/odpovéd, dal§{ varianty pak zname-
udrZovani informaci o relaci (session). Informace
o poCtu stavii musi byt ve vyhodnoceni volnosti

vazby také zahrnuta.

Na zdklad¢ uvedenych informaci upravime algoritmus
pro vypocet volnosti vazby o dal{ aktivujici i inhibujic{
Cleny.

Predevsim zavedeme miru externalizace integracnich
Jfunkci e jako ordindlni diskrétni veli¢inu vyjadiujici mo-
hutnost ESB. Defini¢n{ obor i navrhované hodnoty jsou
uvedeny v tabulce 7. Prerekvizitou zafazen{ konkrétniho
prostfedi k dané urovni je splnéni vSech vlastnosti
urovni niz8ich, coz n€kdy nemusi byt automatické,
predevsim pfi vyuziti orchestrace [6] procesii pomoci

Business Process Engine [7].
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| aspekt | lokdlni komunikace | sitovd komunikace |
spolehlivost komunikaén{ infrastruktury vysoka nizka
rychlost komunikace vysokd nizkd
technologicka diverzita nizka vysokd
rozdilny reZim spravy nizké riziko vysoké riziko

Tabulka 1: Aspekty sifové komunikace

| I synchronni | asynchronni |
komunikace v redlném Case SDB, RPC, MS MS
davkova komunikace off-line - BFT

Tabulka 2: Relace zptisobu komunikace a jeho provadéni v Case

| mezni hodnoty vzddlenosti | pdsmo [Hz] | latence [s] | mira dostupnosti pdsma | vzddlenost |
dmen 103 10 10~4 —8.995
dmaer 1012 1079 0,99 5,000

Tabulka 3: Mezni hodnoty vzdalenosti

| pripad | pdsmo [Hz] I latence [s] | mira dostupnosti pdsma l vzddlenost | normovand vzddlenost |

A 1010 107 0,9 —6,954 0,146
B 10° 107° 0,7 —4,845 0,297
C 108 10714 0,1 —3,000 0,428
D 107 1072 0,1 —1,000 0,571
E n/a n/a n/a n/a n/a

F 108 1 0,0001 4,000 0,929

Tabulka 4: Vypoctené hodnoty normované vzdalenosti pro kategorii SOHO

| pripad | pdsmo [Hz] | latence [s] | mira dostupnosti pdsma | vzddlenost | normovand vzddlenost |

A 1010 10~7 0,9 —6,954 0,146
B 109 10~° 0,7 —4,845 0,297
C 10° 1071 0,1 —3,000 0,428
D 108 1072 0,01 0,000 0,643
E 109 1071 0,01 1,000 0,714
F 108 1 0,0001 4,000 0,929

Tabulka 5: Vypoctené hodnoty normované vzdélenosti pro kategorii Mainstream

| pripad | pdsmo [Hz] | latence [s] | mira dostupnosti pdsma | vzddlenost | normovand vzddlenost |
A 1011 1078 0,9 —7,954 0,074
B 1010 10~ 0,7 —5,845 0,225
C 10° 10712 0,1 —3,000 0,428
D 10% 102 0,01 0,000 0,643
E 107 1071 0,001 2,000 0,789
F 108 1 0,0001 4,000 0,929

Tabulka 6: Vypoctené hodnoty normované vzdalenosti pro kategorii Enterprise
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| tiroveri externalizace | popis | navrhovand hodnota metriky |
p2p ad-hoc integrace. Pro n systémut max. @ integraci 1
adaptéry standardizace L4 protokoli 2
ad-hoc messaging MOM pro P2P spojeni 3
content-based routing | agregace, publish/subscribe a smérovani dle fidicich dat 4
dynamic routing externalizace fidicich pravidel (konfigurovatelnost) 5
BPM fizeni org. procesi dedikovanym SW nas ESB 6

Tabulka 7: Kvantifikace miry externalizace integracnich funkci mimo integrované aplikace

I tiroveri DTD jazyka I popis | navrhovand hodnota metriky |
zadny DTD syntaxe neni externalizovdna 1
vlastni DTD syntaxe urcena vlastni definici ad-hoc 2
syntaktické XSD vyuziti CSA standardizace [2], [11] 3
sémantické XSD vyuziti IS standardizace [2], [9] 4

Tabulka 8: Kvantifikace miry standardizace dat

Dalsim duleZitym parametrem je mira standardizace
jazyka pro definici dat s. Opét se jednd o ordindlni
diskrétni veli¢inu. Definice je ddna tabulkou 8.

Poslednim parametrem musi byt pocet komunikaci v
ramci relace mezi integrovanymi systémy n. Pro zjed-
noduseni zanedbavame piipad bezstavové komunikace
typu poZadavek/odpovéd a hodnotu parametru defi-
nujeme jako celkovy pocet pienost dat nezavisle na
sméru. Pfi ome-way komunikaci bude tedy n=1, pfi
request/response bude n = 2, pfi 2 komunikacich tam
a zpét bude n = 4 etc.

Vyse uvedené veli¢iny zavedeme do vypoctu volnosti
vazby c ndsledujici dpravou vzorce 3:

n 1

- 1,
€S DZ+QCZ+DO+2CO

Cplain —

“

Je mozné, Ze pro praktické vyuziti bude nutné upra-
vit hodnoty e a s tak, aby lépe vyjadfovaly propor-
cionalitu mezi definovanymi kategoriemi. K dpravé je
mozné pristoupit aZ po provedeni testovacich vypocti na
redlnych scéndarich, coz zatim nebylo provedeno. Hod-
noty téchto veli¢in maji pfimy vliv na obor hodnot vol-
nosti vazby. Z toho divodu zatim neni vhodné navrhovat
normalizovanou miru vazby tak, jak jsme to provedli pro

vzdélenost mezi integrovanymi 2.

4.2. Vyuziti normované miry vazby

Na rozdil od normované vzddlenosti vyjadfuje mira
vazby nejen vlastnosti existujictho prostiedi, ale dotyka
se i samotného ndvrhu konkrétn{ integrace (vstupy C;,
D;, C,, D, a n). Normalizovanou miru vazby by tedy
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mélo byt moZné vyuZit pfimo ve vyhodnocovani kombi-
naci integraénich vzora.

4.3. Degradace vykonu

Nezanedbatelnym markerem pifi objektivizaci inte-
gracnich feseni je mira degradace vykonu, kterd imérné
souvisi s volnosti vazby mezi komunikujicimi IS.
Uvolnéni vazby mezi systémy vynucuje jednak struk-
turalizaci rozhran{ vCetn& datovych formdtd a déle pak
pouziti dal§ich mezilehlych komunikacnich prvkd pra-

cujicich na vyssich vrstvach modelu ISO/OSI [15]. De-
gradace vykonu je pak dana predevsim:

e Prolongaci vytvofeni resp. parsovani zpravy ve
vSech bodech scéndre (volajici, ESB intermedia-
ries, volany). V analyze je nutné zvazit jednot-
livé vrstvy ISO/OSI, nicméné lze ocekavat, Ze
fadové nejvyznamnéjsi bude prace s dokumenty
ve formatu XML zplsobend DOM transformaci
[12] a déle pak konverze datovych typi do/z
fetezcového zapisu (viz déle).

Zvyseni doby potfebné na transport informace
siti kvuli existenci mezilehlych prvki pracujicich
primo s aplikacnimi daty.

Vyhodnoceni degradace vykonu jiz indikuje nutnost
rozdélit vypocet po jednotlivych vrstvach modelu
ISO/OSI, coz prekracuje moznosti tohoto ¢lanku. Do
vypoctu degradace vykonu bude zahrnuta i normovana
vzdalenost integrovanych systému 2.
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5. Zavér

Uvedli jsme pfehled a rozbor nékterych vlastnosti
prostiedi, v némz jsou budovany komunikace mezi
informacnimi systémy. Ukdzali jsme mozZnosti jejich
strukturalizace a ordindlniho ohodnoceni. Ukdzali jsme
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Abstract This work discuss examples of application in biomedi-
cal research whose deployment relates to high speed ne-
twork from different perspectives. Even the application
demands higher connection rate, they are not limited
only to be used in and from high speed network avai-
city of a cloud as a set of virtual devices and !able in academic community (e.g. CESNET2 network
virtualized machines. Infrastructure as a service in the Czech Republic). Several technologies allows to
can be offered separately to each project. The deploy and use these application effectively and dyna-
same capacity of connected physical machines mically.

and devices can be shared. Currently, the con-

cept of an Infrastructure as a service is tested

Infrastructure as a service (infrastructure
which is offered to customer in the form of ser-
vice of the provider) is a deployment model
which allows utilize data and computing capa-

on several projects within activity of CESNET 2. Virtualization

association, First Faculty of Medicine, Charles

University, Prague and Musical and Dance Fa- Virtualization is a technology which provides separation
culty of Academy of Performing Arts in Prague. between software layer and underlying hardware layer.

The current research in the field of compu-
tation physiology is demanding on high compu-
tation capacity. The computation tasks are dis-
tributed to computers, which are provided by the
infrastructure. The project in the field of analy-

It allows execution of one or more so-called virtual
machines sharing one physical hardware. Virtualization
techniques introduce some overhead when translating
isolated application instruction to lower level of a sys-

sis of human voice is demanding on high throu- tem, however, performance penalty is generally small on
ghput of computer network between acoustic or newest hardware and virtualization systems (VMWare,
video device on the local side and analytic appli- XEN, KVM, ...). Thus the virtualization allows to con-
cation on remote high performance server side. solidate hardware capabilities into smaller units which
This paper describes features and main challen- may be utilized effectively.

ges for infrastructure dedicated for such type of
application. Infrastructure as a deployment mo-
del of cloud computing might be beneficial for 3. Virtual infrastructure
multi domain team and for collaboration and

integration of high specialized software appli- Several virtual machines which are connected via e.g.

cation. virtual network which is routed on the physical network

may form a virtual infrastructure. These virtual machi-

1. Introduction nes may not necessarily run on one physical machine
but may run on different physical machines geographi-

The penetration of broadband connection to the Internet cally dispersed. In contrast to virtual infrastructure, they
with speed at least 2 Mbits per second was about 95% may become a virtual organization is set of users from
in Czech Republic in the beginning of the year 2011 different physical organizations who for example work
[8]. Therefore application with higher demand on con- on the same project or share same data. Such virtual or-
nection speed becomes more available for general users. ganization may use a virtual infrastructure which is de-
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dicated only for their purpose. Establishing the virtual
infrastructure is more easy with the virtualization tech-
niques.

The following figure shows an example of several virtual
organizations and theirs infrastructures. On the right part
there are schematic view on physical connections among

different organizations (hospitals, research institutions)
via academic network or the Internet. The physical re-
sources are shown as vertexes and network connections
are shown as edges. Each amebe connects virtual machi-
nes into virtual infrastructure. On the left part there is a
physical server executing more virtual machines, each
machine belongs to different virtual infrastructure.

Figure 1: Illustrative schema.

4. National grid and desktop grid

The computational grid is a hardware and software
infrastructure that provides dependable,consistent, per-
vasive, and inexpensive access to high-end computatio-
nal capabilities [3]. The grid are used e.g. for compu-
tation in high energy physics. An additional effort is ne-
eded to administer and maintain the grid infrastructure.
This task is typically provided by national grid initia-
tive and the grid infrastructure is shared among different
independent users. The national grid initiative in Czech
Republic is maintained by the METACENTRUM acti-
vity part of the association CESNET and coordinates
also the work with NGI from neighboring countries in
the European Grid Initiative (EGI). In contrast to nati-
onal grid, there may be established ad-hoc, voluntary
or also named desktop grid system. Known project is
SETI@home [4] which follows the idea that anyone
connected to Internet can join this project and enhance a
voluntary grid by downloading small client program and
execute it in the background. This small program perio-
dically asks for computational jobs and computes them
e.g. as a screen-saver. The grid nodes are typically PCs
owned by individuals [5] [6].

5. Cloud computing

Cloud computing is a model for enabling network ac-
cess to a shared computing resources that can be rapidly
provisioned and released with minimal management ef-
fort or service provider interaction [7]. The cloud com-
puting is offered in three different types, as a service,
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platform or the whole infrastructure. Infrastructure as
a Service (IaaS) consists from data-centers, computing
resources and network. Like in the grid computing, the
user of an infrastructure isn’t typically the owner of the
infrastructure and doesn’t need to maintain the physi-
cal hardware. The cloud is currently offered as public
cloud by multiple vendors, private cloud may be bu-
ilt using opensource or proprietary software (VM Ware
vCloud, Eucalyptus, OpenNebula, ...) or hybrid cloud
which combines private and public cloud capabilities.

6. Voice signal analysis

The aim of the project FONIATR is to built a system
which can analyze input signal such as human voice or
video of voice chords and provide a graphical output,
which support decision of specialists e.g. phoniatrist or
othorynolaryngologist. On top of that, it should collect
statistical information and voice samples with context
information provided by specialist for further analysis.

The deployment of the application was a local in-
stallation on the user’s working computer in the past.
This deployment model was changed from local in-
stallation to a remote installation with remote ac-
cess. There were considered several technologies and
currently used access over remote desktop protocol
(RDP) keeps transparency of the application in the me-
aning, that a user of such application should not no-
tice significant change in use and behavior. Even de-
velopment of such application doesn’t need any chan-
ges if there is not specific requirements on quality of
data transfered. RDP transfers from user’s client appli-
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cation events from mouse and keyboard to the remote
system where it is interpreted and graphical changes are
transferred back to client’s application which visualizes
it. Due to lack support of sound recording redirection in
RDP, there were introduced our own customization for
RDP protocol to redirect sound recording over RDP wi-
thout loss of information [1].

The system currently consists of two distinct parts. One
part is client application — generic remote desktop client
(part of standard accessories of MS Windows system,
or RDESKTOP program for Linux) and a plugin which
adds a custom virtual channel and switches on/off recor-
ding on the local microphone and redirects digital sound
signal through RDP virtual channel.

Second part is an application on a configured server,
which can be accessed over Internet. After logging into
remote session, this application starts instead of generic
desktop and customized server’s RDP plugin controls
switching on/off recording and receives digital sound
signal which it writes to a file on server’s disk and pro-
vides API to access sound samples. This API is used
by analytical application to provide real-time analysis
of the voice signal as well as post-processing analysis
which is done after recording is finished.

The server part of application is deployed on several vir-
tual machines, each one is accessible for different set
of users, currently one is dedicated for development and
testing purposes with restricted access, the second one
for production with general access.

Internet

firewall

...........
0

window of remote desktop on client

Application running on server

Figure 2: Schema of system for human voice analysis and remote recording via RDP protocol.
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7. Identification of physiological systems

The result of the project Identification of Physiological
Systems offers a web service distributing the computati-
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onal task to desktop computers connected via desktop
grid system BOINC and SZTAKI Desktop Grid API [2].
The schema on following figure shows architecture of
the system. The server is in operation as an independent
virtual machine and contains a SOAP web service cont-
roling the distribution of task over BOINC middleware.
Some of the BOINC workers are in operation as inde-
pendent virtual machines. Some of the desktop compu-
ters of laboratory and classroom of First Faculty of Me-
dicine are connected to this desktop grid system. Other
computers may be easily joined later. Current research
is focused on the possibility to enhance computational
capacity of the infrastructure by the resources provided
by NGI or involvement of GPU computing.

- BOINC worker
i i |

Computation g

web service
BOINC worker

DC—API

BOINC master

Identification algo-
rithm

¥

Figure 3: Schema of computational infrastructure for identi-
fication of physiological systems.

8. Discussion

Relatively independent project with completely diffe-
rent types of users may share same physical resour-
ces and may outsource tasks related to establishing and
maintaining IT infrastructure. Virtualization and vir-
tual infrastructures offers such effective way to do that.
However as seen in both cases, an effort is needed to
implement or adapt communication protocols because
single parts of the system is not deployed on single ma-
chine and needs to exchange data to work appropriately.
Most of them are standardized or can be easily enhanced
by custom plugins. The introduced infrastructure can be
characterized as a private cloud, which is accessible to
users from different communities related to biomedical
research. There are not used special tools to administer
cloud within the pilot infrastructure, because the number
of projects is relatively small currently. Anyway, there
exist free or commercial products (Eucalyptus, Open-
Nebula, VMWare vSphere), which provides set of tools
to automatize the maintenance of private cloud, inclu-
ding virtual network configuration, live migration of vir-
tual machine, etc. The important question is: which type
of application is suitable for clouds operating on physi-
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cal resources spread in different geographical locations
compared to clouds operating in supercomputing cen-
ters. Cloud in supercomputing centers are suitable for
highly parallel tasks which needs fast communication
between parallel computational tasks. Cloud operating
on physical servers in different geographical locations
can offer a free capacity in the time period, when the
owner doesn’t utilize its physical resources and offers
them to other users of cloud.

9. Conclusion

It’s possible to operate private cloud on the physical in-
frastructure and to provide virtual infrastructure to the
users, who can utilize it to execute their own applicati-
ons and systems. Infrastructure as a service can open
an access to distributed systems to higher amount of
users, who have been so far prevented from using them
by complicated administration, too long process of pur-
chasing and installing computing resources. This type of
advanced application are available to any user via Inter-
net, it has reasonable responsiveness when connecting
via broadband connection. The cloud operating on phy-
sical servers in different geographical locations can be
a suitable complement to the clouds in supercomputing
centers.
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‘We consider a problem of recovering low-rank data matrix from sampling of its entries. Suppose that we observe
m entries selected uniformly at random from an n; X ns matrix M. One can hope that when enough entries are
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Abstrakt

Cascadic Conjugate Gradient Method (CCG, [Deuflhard 1994]) je metoda pro feseni eliptickych parcialnich dife-
rencidlnich rovnic. V piispévku uvedeme (a posteriorni) odhady algebraické a diskretizacni chyby, popiSeme metodu
CCG a navrhneme pro ni nova zastavovaci kritéria. Ta jsou poté v numerickych experimentech porovndna se zasta-
vovacimi kritérii odvozenymi v pivodnim ¢lanku.
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Abstract off the light just because there is a temporal shortage in
the grid.
This paper shows the methodology used for
the design of the short-term electricity power The previously mentioned facts makes it vital for all
consumption model with a hour resolution. The the market participants including power producers, dis-

key fundamental drivers (temperature, industry,
seasonalities) are identified and their relative im-
pact is estimated by the statistical analysis. The
neural model based on the negative correlation
ensemble is presented. The final model is enhan-
ced by linear auto-regression correction. The fi-
nal model percentage absolute error is about 1.2.

tribution companies, as well as purely financial power
traders, to be able to anticipate the future levels of the
power consumption as a key market driver.

In this article, a methodology of a building of a model
for short-term consumption forecast will be described.
First, the electricity consumption is rigorously defined
in the introduction to the sec. 2 and the results of the ini-
1. Introduction tial statistical analysis of the main consumption drivers
is presented in the sec. 2.1. In the section 3 the neural
model based on the negative correlation ensemble (sec.
3.1) is presented including inputs (sec. 3.2) and outputs
(sec. 3.3) description. In the section 3.4, the model per-
formance is discussed.

Suppose we have an electricity transmission grid.
This grid serves as an underlying infrastructure for
transferring an electrical power from electricity pro-
ducers to its consumers. On the supply side of this
equation, there is a set of various power plants of many
different types and properties. On the demand side, there
is a significantly higher number of electricity end users:
households, industrial and transport facilities, public as
well as private services, etc.

2. Consumption

The overall electricity consumption of a specified grid
(in this case The Czech Republic) is a value, estimated

From the economical point of view, there are a supply as the load of the grid reduced of the transmission los-
and a demand, and thus a suitable place for the market. ses, pumping storage consumption and the current im-
This market really exists, as a special form of the com- port/export balance. The load itself is estimated as the
modity market. The speciality of the electricity market total electricity generation at the moment minus the self

lays in the fact, that the commodity itself, the electrical consumption of the sources.
power, could not be efficiently stored. In every single
moment, the total volume of the generated power must
follow very closely the total amount of power consumed,
otherwise, the grid may collapse. That is why the market
rules and mechanisms are set in the way that benefits the
behaviour of market participants, that contributes to the
stability and predictability. Also, compared to the other
commodities, short-term consumer decisions are not af-
fected by the price of the commodity. Non of us switch

The consumption is thus always an estimate. Moreo-
ver, only larger generation facilities report their output
on line. Mainly the renewable sources (solar, wind, and
minor hydro), that are also hardly predictable, report at
best with several days delay. For the purposes of this
analysis, the time series of the Czech consumption re-
trospectively published by CEPS, a.s., the Czech natio-
nal transmission system operator, is used.
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2.1. Analysis

From the statistical point of view, the consumption va-
riable is a sum of the power input of all currently ope-
rating appliances i.e. an aggregate value of large num-
ber of random variables. This attribute of consumption
time series creates a potential of a suitable precise pre-
dictions. However, the variance of the series is relatively
high. A long term average consumption of the Czech
Republic is approximately 8000 MW, but the maximal

levels exceeds 11 000 MW while minimal levels are be-
low 4 500 MW.

Seasonality: The time series of the consumption is
strongly seasonal. There are three major seasonal cycles
clearly noticeable on the curve. First is the year cycle
(see Figure 1), having its maximal levels in the begin-
ning of January and its minimum in between July and
August. This cycle, with the amplitude about 1 800 MW,
is mainly caused by the air temperature and heating sea-
son (in winter) an the vacation period (in the summer).

The electricity consumption in The Czech Republic in 2010
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Figure 1: The course of the Czech electrical consumption in the hour resolution. The black line of the long-term moving average

represents the intra-year seasonality with several identified irregularities. A — Easter, B — Mass vacations of various

industry corporations, C — Christmas.

The second seasonality is the clearly observable week
period having its maximum on Wednesday and Thur-
sday, while minimum clearly appears on weekends espe-
cially on Sunday. This regular pattern is caused by
the business cycle having its amplitude about 700 MW.
The final regular pattern is the intra-day load curve,
commonly called “camel back* having its maximum at
11 o‘clock and minimum between 4 and 5 in the mor-
ning with its amplitude about 800 MW.

Figure 1 documents, that the regular course of the long-
term consumption is significantly disrupted by several
deviations, three major ones are signed by letters. All
public holidays on work days causes significant decre-
ase of consumption, but not all of them equally large.
The strongest outage is caused by Christmas and Eas-
ter. There is a lot of nuances in the impact of particular
day off, depending on its position in the week, season,
and other factors. If the day forms so called longer wee-
kend, the impact is usually stronger. Also a phenomenon
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called bridge day — a work day between two free days
— is well known to energetics being even harder to pro-
perly predict.

Trend Factors: Although the long term trend fore-
cast is not a significant part of a short-term model con-
struction, the identification of past trend factors is a vital
part of the analysis. Several economical indicators have
been examined in order to explain the temperature inde-
pendent year on year changes. The most precise corre-
lation has been discovered in the Industrial Production
Index (IPI), published by Eurostat with approximately
3 months lag. Figure 2 shows the daily consumption in
work days normalised to 20°C fitted by the course of
IPI. The relation is clearly linear with the ratio of 23 MW
per point, when the 100 points refers to the average in-
dustrial production of year 2005. The remaining diffe-
rence between years remains neglectable compared to
the effect of IPI and does not overcame SOMW year on
year.
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Czech Consumption (norm. to 20 deg C, work days)
vs. Industrial Production Index (rescaled)

Consumtion [MW]

6000 6500 7000 7500 8000 8500

2009
Time [Years]

Figure 2: The average daily consumption of work days (grey
circles). The black line represents the linearly res-
caled course of industrial production index.

Temperature and other weather conditions: As
it was already mentioned, the air temperature is the
most formative factor affecting the consumption. On
the chart of the year consumption course (Fig. 1) there
can be identified the heating season (approx. Oct-Apr).
The analysis shows a smooth threshold being about 12-
13°C of the air average temperature. The dependency of
the temperature is not linear and the statistical analysis
interestingly shows stronger correlation of the current
day electricity consumption with previous days ave-
rage air temperature, rather than the temperature of the
current day. The maximal correlation is achieved using
the 3 days moving average. Figure 3 shows the fit of a
simple neural model where the actual and previous air
temperatures are taken as an input. This model overper-
formed similar linear and quadratic model suggesting a
close to sigmoidal course of the dependency.

Together with the air temperature, two other weather va-
riables were examined in order to analyse the effect of
the sun light intensity to the electricity consumption.
The first of them is the so called normal irradiation
characterising theoretical maximal amount of the so-
lar energy falling on specific point on the earth sur-
face in the particular moment. The second value is the
cloud cover — a sort of meteorological value descri-
bing the fraction of the sky covered with clouds. This
value is measured in okta — (%), 0 stands for clear sky,
while 8 for full cloud cover. Unfortunately, according
to the consultation with meteorologists, the cloud co-
ver values are not currently measured automatically but
only by empiric human observation or rather estimate.
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Temperature correction of Consumption (Neural model)
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Figure 3: The dependence of the consumption on the current
day temperature and the temperature of previous
three days.

Moreover the cloud cover does not even try to measure
the quality of the clouds, thus the high atmosphere li-
ght cloudiness is weighted exactly as dark and heavy
storm clouds, although the shadow magnitude is com-
pletely different. In spite of these facts, both of these
values proved to be statistically relevant. A rough esti-
mate of the effect of one okta on the total consumption
is about 20MW. Note that this estimate seems to be re-
alistic, considered the fact the total power consumption
of the public street light system is about 75 MW.

3. Model

The regression model from a general scope is a sort
of function, having its input and output variables. Two
kinds of inputs can be identified: let us call them explicit
and implicit. The explicit inputs (such as temperature or
sun-light) vary from pattern to pattern and they (are the
thing what) directly affect the output. The implicit inputs
are typically unknown, they do not change much during
the time but they affect the way how is the output linked
with the input. An example of such parameters could be
a number of households that use an electrical heating
or a fraction of companies closed during the Christmas.
There is an effort when designing the model to keep the
explicit parameters as the model inputs and let the model
to train the implicit parameters from the data.

The goal is to build a neural model of the consumption
with an hour resolution. The straightforward approach
would be a network with a set of statistically identi-
fied input variables and a single output describing the
consumption. Various hours of the day are however de-
pendent on the inputs in very different manner. Consi-
der the sun light being a crucial parameter at 7 o’clock
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in the morning while totally dismissable parameter at
12 o’clock at night. To make the model distinguish be-
tween the hours, another inputs describing the position
of the hour in the daily diagram would have to be invol-
ved.

That is however a pure example of an involvement of the
implicit parameters (the way how the input should be
processed) as an explicit parameter of the model. That is
why another approach is chosen. The basic model unit
is constituted of the neural network of classical multi-
layer perceptron design with multidimensional output.
The model input consists of previously mentioned sta-
tistically relevant variables, while the output forms the
24 variables — one for every value in the daily con-
sumption diagram. An alternative approach would be
training 24 networks with a single output. Two reasons
favour the single model: firstly, a useful interaction of
neighbouring hours during the training strengthening the
generalisation abilities of the model could be expected,
secondly, to keep a set of 24 models together with the in-
tention of building the ensemble would be considerably
impractical.

3.1. The negative correlation ensemble

The theoretic idea behind grouping neural networks into
ensemble models is the reduction of an error variance
under the condition of not increased an error bias. At
least a minimal level of discrepancy and independece of
the member networks is silently expected. In order to in-
volve such discrepancy, various methods could be used
such as training set alternation or ensemble pruning. In
this article, the approach of negative correlation ensam-
ble learning [3] is applied. As the name of the method
suggests, the algorithm of negative correlation learning
focuses on the reduction of the covariance between the
output of indivudual networks while simultaneously ke-
eping the bias of the networks suitably low.

The ensemble consists of a set of uniform networks tra-
ined on the identical training set. The ensemble out-
put F(x;) is computed as an unweighted mean of the
M member network outputs Fj(x;) for a particular
pattern x;.

F(z;) = % > Fil)

All member networks are trained simultaneously to re-
duce their error and to differ one from the others by
altering the penalty function. In the standard back-
propagation [2] alhorithm, the learning error for a single
network is calculated as:
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In the negative correlation algorithm, an error describing
the correlation is added:
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where

pii = (Fj(wi) = F(a:)) Y (Fi(as) = F(xs))

k#j

Note that the A parameter is advised to vary between
0 (independent training) and 1 (single huge network).
There is no rigorous way to adjust the parameter. The
empirical value giving the best results for this experi-
ment is about 0.8.

3.2. Input

The basic set of input variables roughly follows the
conclusion of the previously mentioned statistical ana-
lysis. First of all, 3 temperature inputs: the values of
an average daily air temperature, daily minimal tempe-
rature and also the average of three previous daily tem-
peratures. The temperature inputs were calculated as a
population fraction weighted mean of values measured
in the three major cities: Prague, Brno and Ostrava. To
determine the level of sun light, two previously mentio-
ned variables, the normal irradiation and the cloud cover
were involved.

The trend compartment is represented by the value of
IPI (see Fig. 2). The currently unknown future values
were estimated using the forecast of the GDP growth
published by the CNB. The seasonalities are represen-
ted by an unary coded set of dummy variables, one per
every day of week and one per every year. The last
currently unfinished year shares the dummy with the
previous year.

Several iterations of model training were performed in
order to determine the major error cases. A few other
variables had to be included. The first of all the state
and the religion holidays had to be involved as a spe-
cial dummy as well as the previously mentioned bridge
days. It turns out that the so called Christmas week
(usually between the 24th of December and the 1st of
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January) exhibits a systematic decrease of power con-
sumption and thus deserves its own input. Finally a va-
riable indicating a longer weekend (a weekend preceded
or followed by a holiday) and a border day (a work day
just before or just after such longer weekend), were ad-
ded.

The actual and predicted consumption levels in Feb. 2011
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Figure 4: The test set model performance. The course of
actual consumption (black) and the day ahead fo-
recast (gray) in February 2011.

Another two periodical events had to be considered.
First is the beginning of the summer holiday, tradi-
tionally followed by the mass vacation in many in-
dustrial factories causing a considerable decrease of the
power consumption. Second is the day-light saving time
change in March and October. In spite of the common
belief, the effect of the day-light saving on the sum of
power consumption is purely marginal, however what is
moderately affected is the daily diagram shape. For both
events a dummy was included in the set of model inputs.

3.3. Output

As previously mentioned, the model has 24 outputs de-
scribing the hourly consumption levels. As the con-
sumption is a summative variable, the output variables
reflect the absolute value of consumption rather than
a difference from the consumption normal or another
commonly used difference coding. This approach is mo-
tivated by the afford of modelling the contribution of
specific inputs to the total consumption as well as their
interactions.

3.4. Performance

The model was trained on the historical data that covers
the years 2007-2010. The last training set member is the
6th of December 2010. Since this point, the model was
not retrained and it runs every day as a consumption fo-

PhD Conference ’11

101

recaster using the currently most plausible weather fo-
recast. The current test set thus contains the time period
between Dec 2010 and June 2011.

The MAE of the day ahead prediction of the model in the
hour resolution on the specified test set is 124.2 MW and
corresponding PMAE 1.5%. Several notoriously pre-
carious events over the year can be identified. If the
Christmas week for instance is omitted from the test
set, the MAE value decreases to 114.8 MW (PMAE to
1.4%).

The performance of the model varies during the year and
it is significantly dependent on the weather forecast qua-
lity. In the summer the weather is more stable and the
level of irregularity of the consumption is lower. In that
period, the model forecast is almost perfect (see Fig.5).

The actual and predicted consumption levels in June 2011
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Figure 5: The test set model performance. The course of
actual consumption (black) and the day ahead fo-
recast (gray) in June 2011.

On the contrary, the winter time and even more the tran-
sition period of the early spring is characterised by har-
dly predictable weather that significantly affect the mo-
del performance (see Fig. 4). A serious source of the
prediction error is the so called inversion cloudiness cha-
racterised by the lower clouds and fogs that lay bellow
the minimal altitude level of the meteorological models
of cloud cover.

To improve the performance of the model for the
day ahead forecast, a simple auto-regression correction
based on the previous day error was implemented. This
small enhancement reduced the day ahead error to
94.3 MW (PMAE to 1.2%).
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4. Summary

In this article, a complete methodology of the neural
model for the short-term consumption forecast is briefly
described. The final model performance with the error
about 1.2% can be considered as successful example of
neural network application to the real industry problem.

The building of the model with a hour resolution is a
difficult task demanding several fundamental decisions.
The model presented in the article splits the objective
consumption drivers from the auto-regressive inputs and
thus can be used for scenario based long term predicti-
ons. Still, when present, the information about the pre-
vious course of the consumption can be also utilised by
the linear regression correction. For the future work, this
simple mechanism can be replaced by more sophistica-
ted sub-model in order to improve the total model per-
formance.

Another topic for the future work is the way, how the
model deal with the irregularities such as holidays and
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Christmas. There is no doubt, that these events are a sig-
nificant source of model error and a sort of special mo-
del dealing with them can be useful. The alternative of
splitting the training set to well chosen sectors such as
seasons or work/free days in order to train more specia-
lised models is another great topic.
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Abstract be ignored). Another approaches use response surface

methods, regression, or different mathematical methods.

The use of meta-models has a long tradi- Yet another approach is to use a computational intelli-

tion in the field of evolutionary computation. gence based model, e.g. RBF networks and multilayer
However, it is not well studied in the field of evo- perceptrons.

lutionary multiobjective optimization. In this pa-

per, we present a multiobjective evolutionary al- In this paper, we present our multiobjective evolutionary

gorithm with local meta-models and compare its algorithm with aggregate meta-model, but first, we de-

performance to traditional multiobjective evolu- fine the problem of multiobjective optimization, briefly

tionary algorithms. present existing multiobjective evolutionary algorithms

(MOEA) and describe the use of meta-models in MO-
EAs. Finally, our algorithm is compared to existing MO-
EAs in terms of the number of needed objective function
evaluations.

1. Introduction

Evolutionary algorithms for multiobjective optimization
are among _the best_ methc_)ds 'for solving optimization 2. Multiobjective optimization
problems with multiple objectives.

Contrary to single-objective optimization, in multiob-
jective optimization there are more objective functi-
ons, which shall be optimized simultaneously. These ob-
jective functions are usually conflicting, and thus there
is not a single solution, which would be optimal for all
of them. This leads to a set of so called Pareto optimal

In the past years several multiobjective evolutionary al-
gorithms (MOEA) [1-4] were proposed and used to deal
with these problems. However, most of them require lots
of evaluations of each objective function, which makes
them problematic to use for solving real life problems.

These problems may have complex objective functions solutions.
whose evaluations are expensive (either in terms of time
or money). The following definitions introduce the multiobjective

optimization problem and the Pareto dominance re-
lation, which is used to compare two potential solutions
to the problem.

Two main approaches are used to make the MOEAs
more usable. One of them is parallelization, the other is
the use of meta-models. Parallelization only helps to re-
duce the overall run-time, however, any costs associated Definition 1 The multiobjective optimization problem
with the evaluation (i.e. running a physical experiment) (MOP) is a quadruple (D, O, f,C), where

remain.

Meta-models aim at lowering the number of objective * Dis the decision space

function evaluations in a different way. They replace

L o ) . . e O C R" is the objective space
the original objective function with a model of it. There

are a few ways to obtain these models. One of them, e C ={g1,..-,9m}, where g; : D — R is the set
used especially in engineering, is to use a different phy- of constraint functions (constraints) defining the
sical model (some of the less important variables can feasible space ® = {Z € D|g;(¥) <0}
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° )F : @ — O is the vector of n objective functions
(objectives), f = (f1,--- fn) fi : @ = R

Z € D is called the decision vector and i € O is deno-
ted as the objective vector.

Only minimization problems are usually considered as
maximization and mixed problems may be easily trans-
formed to minimization ones.

In the field of multiobjective optimization, problems
with more than 4 objectives are often called many-
objective, as this higher number of objectives poses ano-
ther challenges for the MOEAs (e.g. the dominance re-
lation defined in the next paragraph loses its power to
discriminate between good and bed individuals as most
of them are mutually incomparable).

To compare two decision vectors, we define so called
Pareto dominance relation. If one vector is better (has
lower objective values) for all of the objective functions,
we say it dominates the other vector. This is formally
stated in the following definition.

Definition 2 Given decision vectors T, § € D we say

o T weakly dominates § (¥ < §)ifVi € {1...n}:
[i(Z) < fi(Y).

e T does not dominate i (T £ %) if § < Z or Z and
4/ are incomparable

Now, we can state the goal of the multiobjective opti-
mization, it is to find those decision vectors, which are
minimal in the Pareto dominance relation.

Definition 3 The solution of a MOP is the Pareto (opti-
mal) set

P ={Fecd|Vjecd: jii}

The projection of P* under fis called the Pareto opti-
mal front.

The Pareto optimal set is usually infinite for continuous
optimization and thus we usually seek a finite approxi-
mation of this set. This approximation should be close
to the Pareto set (ideally it is a subset of it) and should
also be evenly distributed along the Pareto front.

We can extend the Pareto dominance relation to such
approximations and compare them with this relation,
however, as the ordering is only partial, there would be
pairs of approximations which are mutually incompara-
ble (in fact, most of such pair would be incomparable).
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As we want to compare approximations, which are so-
lutions found by a multiobjective optimizer, we need a
way to compare any two sets.

During past years, many measures were proposed to
compare such Pareto set approximation and one of the
most often used is the hypervolume indicator [5]. This
indicator expresses the hypervolume of the objective
space, which is dominated by the solutions.

Definition 4 Let R C O be a reference set. The hyper-
volume metric S is defined as

S(A) = AH(A, R))

where

e HAJR) = {x € O] Ja €
i-th objective function
e )\ is Lebesgue measure with A\(H(A4,R)) =

Jo TH(A,m(z)dz and TH(A,m is the characteris-
tic function of the set H (A, R)

AIFe R :Vie
7;} where f; is the

The reference set bounds the hypervolume from above.
It usually contains only a single reference point. We
should note here that although the definition of the hy-
pervolume indicator is quite simple, its computation is
known to be #P-complete and its complexity grows ex-
ponentially with the number of objectives.

3. Multiobjective evolutionary algorithms

Traditionally, evolutionary algorithms have one fitness
function. However, in multiobjective optimization, we
need to optimize multiple functions at once. Another di-
fference is that in multiobjective optimization we seek
a set of solutions instead of a single one. This implies
there are some differences between single-objective and
multiobjective evolutionary algorithms.

MOEASs usually do not return a single solution, rather
the whole population in the last generation (or an exter-
nal archive) are returned as the solution. The algorithms
also differ in how they select individuals to the next ge-
neration. They can be divided into three groups based on
the type of selection they perform.

First group, represented by the oldest multiobjective
evolutionary algorithm uses some kind of scalarization,
or aggregation, during the fitness assignment. VEGA
[6], the oldest MOEA, used different objective function
in each generation, thus finding compromise solutions.
However, this often leads to convergence towards the
optima of the respective objective functions and only
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a few compromise solutions remain in the population.
Newer algorithm from the same group, MSOPS [7], uses
weighted sums of objectives to create a ranking matrix,
which is later used during the selection (as a simplifi-
cation: objective vectors, which yield better values of
the weight sum more often are better and have higher
probability of being selected).

Another group of algorithms, represented e.g. by the
well-known NSGA-II algorithm [1], uses the dominance
relation during the selection process. Usually, the popu-
lation is divided into so called non-dominated fronts. In-
dividuals which are not dominated by any other in the
population are assigned front number 1. These are tem-
porarily removed and individuals non-dominated by the
rest are assigned front number 2, this process is iterated
as long as there are any individuals in the population.
Than, individuals from fronts with lower number are se-
lected first. There are usually other criteria to discrimi-
nate between individuals in the same front, in the case
of NSGA-II it is so called crowding distance, which rou-
ghly corresponds to the distance to the closest individual
in the objective space (and individuals from less crow-
ded regions are given preference).

Yet another group of algorithms is based on indicators.
These indicators usually somehow refine the dominance
relation. One of the algorithms in this group is IBEA [3].
This algorithm uses binary indicator, which compare
two individuals to assign the fitness in the following
way: the indicator value of each pair of individuals is
computed, and an individual ¢ is assigned fitness

Z _e—I{ah{iN/k

jeP\{i}

Here, « is a scaling factor which has to be set in advance.
The purpose of the exponential is to amplify the diffe-
rences between dominated and non-dominated individu-
als. An example of such an indicator may be the ¢+ in-
dicator which expresses, how much an objective vector
needs to be moved to became dominated by the other
vector. The following definition states this formally.

F(i) =

Definition 5 Let A, B be two decision vectors

I (A, B) =min{¥ € BIj € A fi(§)—c < (&)}

Indicator based MOEAs are among the most modern
ones. Some of them even use the hypervolume indica-
tor directly. In this case, they must somehow overcome
the complexity of the computation of this indicator, to
be able to scale well for problems with many objective
function. One of such algorithms, HypE [4], solves this
problem by using Monte Carlo sampling to compute the
hypervolume indicator.
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4. Meta-models in MOEAs

When dealing with single-objective problem, there are
three main ways of incorporating the meta-model in the
evolutionary algorithm:

e Meta-models are used directly instead of the fit-
ness function — the fitness function is replaced by
the meta-model and the meta-model is optimized.
In the extreme case, this is done in the beginning
and the model never changes thereafter, more usu-
ally the model is updated after a given number of
generations.

e Meta-models are used to pre-evaluate individuals
— each individual is evaluated by the meta-model
to estimate its quality, but only the best individu-
als are evaluated by the original fitness function.

e Meta-models are used in some kind of memetic
operator — this operator takes some of the indi-
viduals and moves them closer to the (local) op-
timum of the meta-model. Gradient methods and
other local optimization methods (even evolutio-
nary algorithms) may be used in this case.

With multiobjective optimization, the situation is more
complicated, as the approaches differ in what and how
the models predict. In one of the first approaches [8] its
authors used the NSGA-II [1] and replaced the objective
functions with their meta-models.

Other algorithms use some kind of aggregation of the
objectives. In [9] authors describe an aggregate meta-
model based on the combination of One-Class SVM
and Support vector regression. Their model is trained
to differentiate between dominated and non-dominated
individuals, and it is used during the evolution to pre-
evaluate the individuals and drop those who are not pro-
mising. The same authors in [10] proposed a similar ap-
proach based on rank-based SVM [11].

Although the memetic variant is also possible in mul-
tiobjective setting, only a few references were found in
the literature which deal with meta-model assisted mul-
tiobjective memetic algorithms. In [12] the authors pro-
pose such an algorithm. They use a meta-model (in this
case RBF networks are used) for each of the objective
functions. During the local search one of the objectives
is selected for refinement, and a local meta-model is tra-
ined and used during the local search.

In [13] the authors propose another method: they use a
single-objective meta-model assisted evolutionary algo-
rithm in the local search phase. Two different local meta-
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models are used, both trained to approximate a weighted
sum of the objectives. One is an ensemble model, the
other is a low order polynomial. Two single-objective
algorithms are run to find optima of the respective mo-
dels, which are then precisely evaluated. A selection
procedure is then used to decide which of the individuals
(if any) is added to the population.

In this paper, we present another multiobjective memetic
algorithm with aggregate meta-model.

5. LAMM-MMA

LAMM-MMA is a variant of another algorithm we pro-
posed earlier called ASM-MOMA [15]. ASM-MOMA
uses the distance to the currently known Pareto front as
the target value predicted by the meta-model. This meta-
model is used inside a memetic operator, which impro-
ves some of the individuals in the population.

This operator uses only meta-model evaluation, and
thus does not increase the number of the real objective
function evaluations, which are considered expensive.

The main difference between ASM-MOMA and
LAMM-MMA is that LAMM-MMA uses local meta-
models instead of a single global one.

More specifically: LAMM-MMA uses an existing mul-
tiobjective evolutionary algorithm (almost any of them
can be used) and adds a memetic operator and an archive
of evaluated individuals. This archive is used during the
creation of a training set for the meta-model.

The memetic operator improves the individual / from
the current population in this way: Given the archive of
evaluated individuals A the weighted training set for in-
dividual [ in the current population is created as

T = {<($1>’U1)7w7>‘ —d(z;, P),
1

Yi =

w; =

where d(z,y) is the Euclidean distance of individuals
x and y in the decision space, P is the set of non-
dominated individuals in the archive and d(z, P) is the
distance of individual x to the closest point in the set P.
A is a parameter which controls the locality of the mo-
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del, larger values of A lead to more local model, whereas
lower values lead to more global one.

A meta-model is that trained using this training set. We
used three different types of meta-models during the tes-
ting: linear regression, support vector regression, and
multilayer perceptrons. However, other types of models
may be used, e.g. RBF networks are also a common cho-
ice in this field.

Finally, after the model is trained, a single-objective evo-
lutionary algorithm with the meta-model as its fitness
function is started. The initial population of this algori-
thm is created by the perturbation of the values of the
individual I. The individual [ is also added to the initial
population. This evolutionary algorithms seeks the local
optima of the meta-model around the individual I. The
best individual found is than returned to the population
of the external multiobjective algorithm as the result of
the memetic operator.

After each iteration of the external algorithm, the newly
evaluated individuals are added to the archive of evalua-
ted individuals and this archive is truncated, so it does
not grow indefinitely, and does not use large amounts of
memory. The truncation procedure is very simple: ran-
dom individuals from the archive are selected and re-
moved to shrink the size of the archive under a specified
limit. Although the procedure is rather simple, it ensures
that individuals from the more recent generations remain
in the archive with higher probability than older indivi-
duals. We also tried other truncation strategies (e.g. one
similar to the selection procedure in NSGA-II), but the
random strategy works significantly better.

6. Experiments

To compare the results we use a measure we call H, 40,
it is defined as the

Hreal

H’ratio =
Hoptimal

where H,.q; is the hypervolume of the dominated space
attained by the algorithm and Hptimai is the hypervo-
lume of the real Pareto set of the solutions. As the Pareto
set is known for all the ZDT problems, we can com-
pute this number directly. We use the vector 2 = (2,2)
as the reference point in the hypervolume computation.
All points that do not dominate the reference point are
excluded from the hypervolume computation.
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Parameter | MOEA value

| Local search value

Stopping criterion
Population size | 50

Crossover operator | SBX

Crossover probability | 0.8
Mutation operator
Mutation probability | 0.1
Archive size | 400
Memetic operator probability | 0.25
Meta-model locality parameter A | —

50,000 objective evaluations

Polynomial

30 generations
50

SBX

0.8
Polynomial
0.2

1

Table 1: Parameters of the multiobjective algorithm

We run tests on the well-known set of ZDT functions
[16]. Although we tested various types of meta-models
(namely linear regression, support vector regression, and
multilayer perceptrons), we present only the results of li-
near regression here!. The parameters of LAMM-MMA
are presented in Table 1. We used NSGA-II as the exter-
nal multiobjective evolutionary algorithm.

In Table 2 we present the median number of ob-
jective function evaluations needed to attain the speci-
fied H,4+i, over 20 runs for each of the configurations.
NSGA-II is compared to ASM-MOMA and LAMM-
MMA with linear regression as the meta-model.

We can see that the use of a global meta-model in ASM-
MOMA generally greatly reduces the number of ob-
jective function evaluations needed to attain the speci-
fied H,4ti0. The local meta-models of LAMM-MMA
reduce this number further by another almost 10%. Al-
though the difference may seem small, it can translate to
reductions of run-time and great reductions of costs in
practical tasks.

On ZDT1, ASM-MOMA reduced the number of eva-
luations needed to attain the H,4t;o = 0.95 from more
than 20,000 to 2,800. LAMM-MMA reduced this num-
ber further to 2,600. This means 7.4 times lower number
for ASM-MOMA and almost 8 times lower number for
LAMM-MMA. For H, i = 0.99 the reductions are
not that large, however there is still reduction by almost
40% in the number of evaluations.

On ZDT?2, the results for H,q.tip = 0.99 show re-
ductions by the factor of 6.3 for ASM-MOMA and 7.2
for LAMM-MMA. Again LAMM-MMA needed lower
number of function evaluations than ASM-MOMA (by
more than 10%).

Hratio | 0.5 0.75 0.9 0.95 0.99
ZDT1
NSGA-II 5600 18600 19850 20750 21850

ASM-MOMA-LR 1500 2000 2400 2800 12750
LAMM-MMA-LR | 1300 1750 2250 2600 13100

ZDT2

NSGA-II 650 1650 3550 5050 7900
ASM-MOMA-LR 350 550 750 950 1250
LAMM-MMA-LR | 350 450 600 850 1100

ZDT3

NSGA-II 600 1250 4150 7250 -
ASM-MOMA-LR 300 500 700 800 1150
LAMM-MMA-LR | 300 450 650 800 1050

ZDT6
NSGA-II 7950 10200 13950 17700 28650
ASM-MOMA-LR | 2750 5950 11100 15750 30500

LAMM-MMA-LR | 2850 5850 10550 15350 29200

Table 2: Results of LAMM-MMA on the selected benchmark
functions

On ZDT3, the original NSGA-II was not able to reach
the Hyqtio = 0.99 (there was a limit of 50,000 objective
function evaluations), whereas both ASM-MOMA and
LAMM-MMA attained this value after 1,150 and 1,050
function evaluation respectively. This would mean the
reduction of more than 50 times. For the H,.,:;0, = 0.95
both algorithms reached this value after 800 function
evaluations, which is 9 times less than NSGA-II needed.

ZDT6 is the hardest problem for our approach and there
is no reduction in the number of function evaluations,
when NSGA-II is used as the external evolutionary al-
gorithm and linear regression is used as the meta-model.
In fact, the results are even slightly worse than those of
the original NSGA-II. We have seen some slight reducti-
ons for different configurations, however, these were by
far not as significant as those observed on other test pro-
blems.

I'The rest (and more) of the results were presented at GECCO’11 [17] and ICIC’11 [18] conferences, as well as submitted to the Neurocomputing

journal [19].
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7. Conclusions

We presented a multiobjective memetic algorithm with
local meta-models. This algorithms helps to signifi-
cantly reduce the number of function evaluations on
most of the presented test problems. The comparison
shows that local meta-models provide another 10%
advantage over a single global meta-model. Although
the advantage may seem small it might have great practi-
cal consequences and may lead to huge savings when
applied to objective functions which are expensive to
evaluate.

The disadvantage of the local meta-models compared to
a single global one is the need to train the model multiple
times in each generation, which adds another overhead.
This must be considered, when the algorithm is applied
in practice.

We also found a problem (ZDT6) where our approach
did not work well. This problem provides motivation for
further research. Another open question is the effect of
the locality parameter A\ on the convergence speed and
the quality of obtained solutions.
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Abstract

RCU is a synchronization mechanism that
can increase concurrency in parallel algorithms,
improving scalability in comparison to mutual
exclusion. RCU provides asymmetric synchroni-
zation of concurrent writers and readers sharing
a data structure. Unlike mutual exclusion primi-
tives, RCU can avoid expensive memory ope-
rations on the most frequent code paths, boos-
ting performance even on uniprocessors. Virtu-
ally all contemporary RCU implementations run
in the Linux kernel and strongly depend on its
internals.

Our work contributes a novel RCU algorithm
based on easily portable foundations, not bound
to any particular kernel architecture. We imple-
mented and benchmarked our algorithm in the
UTS kernel used by Solaris-based systems. We
compared our RCU algorithm to a readers-writer
lock and to a portable, but feature-constrained
RCU algorithm called QRCU. Our benchmarks
suggest that the novel algorithm can outperform
both readers-writer locks and QRCU on current
SMP systems.

1. RCU Essentials

Read-Copy-Update (RCU) is a means of communi-
cation among three types of entities: readers, writers and
reclaimers [1].

Readers access a shared data structure without modi-
fying it and can run in parallel with other readers and
writers, guaranteed to never block when entering or lea-
ving their critical sections. Most RCU implementations
do not require the readers to use atomic instructions or
other expensive operations.

Writers are a specific type of readers that can also mo-
dify the shared data. Writers cooperate with the RCU
mechanism to provide other readers with an illusion of
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data integrity, i.e. readers will not observe concurrent
changes to the shared data during their critical sections.
This is achieved by copying the shared data structure,
making changes to the copy and finally replacing the
pointer to the original data structure with a pointer to
the new one atomically. As long as readers adhere to
certain data access rules, they always observe a consi-
stent state of the data structure. RCU neither supports
nor constrains concurrency among writers; they have to
synchronize their operations by means external to RCU.

Deallocation of old versions of protected data has to
be postponed, so that readers accessing them can finish
their work. The time needed for all potential readers to
stop using the old data structure (no longer accessible to
new emerging readers) is called a grace period. A mo-
ment when a potential reader does not access any data
structure protected by RCU is called a quiescent state.
A grace period elapses when all potential readers go
through at least one quiescent state. Grace period de-
tection is the key part of all RCU implementations.

Reclaimers deallocate outdated data structures that had
been made inaccessible to readers. It is necessary to wait
for at least one grace period before the deallocation can
be done. Writers can use the RCU mechanism to block
for at least one grace period, becoming reclaimers af-
terwards. Alternatively, they can proceed immediately,
asking the RCU mechanism to perform the deallocation
when appropriate. Our novel RCU algorithm supports
both of these options.

2. The RCU Algorithm for UTS

The cornerstone RCU algorithms in the Linux kernel are
strongly bound to features specific to Linux, such as ti-
mer interrupt handling on all processors. In the UTS ker-
nel, timer interrupts are only handled by a subset of avai-
lable processors, which may only include one processor
on UMA machines [2]. This fundamental difference ma-
kes porting of the key Linux RCU algorithms to UTS or
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other kernels technically infeasible. The design of our
novel RCU algorithm strives to avoid technical depen-
dencies related to one particular kernel.

The key idea behind our algorithm can be illustrated
on a “toy” RCU algorithm presented by Paul McKen-
ney [3]: Writers context-switch themselves to each avai-
lable processor before they become reclaimers. Since
readers run with disabled preemption, the writers’ be-
havior guarantees that at least one grace period must
have elapsed. Presumably, this algorithm is unusable in
practice. First, its SMP scalability would be extremely
poor. Second, it does not support non-blocking writers
and delayed batched resource reclamation.

Based on the principle mentioned above, we designed
a more scalable algorithm where forced rescheduling is
only used as the last resort when other means of grace
period detection take too long to complete. Our novel al-
gorithm differs from the trivial example above in a num-
ber of ways. First, all grace period detection requests are
batched and handled centrally by one detector thread,
which avoids the need to reschedule each writer on each
processor on each request. Second, the central detector
thread avoids forced migration in most cases, at the cost
of slightly higher overhead on the readers’ side. Third,
most of the advanced RCU features, such as asynchro-
nous reclamation, are implemented.

A brief note on notable characteristics of our algorithm
follows. Readers do not use any expensive atomic in-
structions. Readers only execute memory barriers when
intensive grace period detection takes place; they ne-
ver do so in the absence of grace period requests. Na-
turally occurring quiescent states (context switches, idle
processors) are observed to reduce the grace period de-
tection overhead even further. As long as all read-side
critical sections take a bounded amount of time (which
can be required and relied upon in a kernel environ-
ment), grace period duration is also bounded. Asyn-
chronous reclamation requests are handled in efficient
batches by the same processor on which they were crea-
ted, so that a warm cache can be exploited.

3. Evaluation

To verify that our RCU algorithm for the UTS kernel
leads to performance improvements typical for well-
known RCU implementations, we created a benchmar-
king harness that performs a series of operations on
a non-blocking hash table. This artificial workload si-
mulates a kernel algorithm manipulating a data mapping
under heavy stress. The same workload (sequences of
hash table operations performed by multiple threads in

PhD Conference ’11

111

parallel) has been benchmarked with four different syn-
chronization mechanisms protecting the hash table. We
ran our benchmark on a variety of SPARCv9 and x86-64
SMP machines.

511:1  127:1 31:1 7:1 1:1
RCUc 1 1.04 1.06 1.12 1.27
RCUs 1.03 123 148 223 524
QRCU | 2.33 233 247 3.06 4.55
DRCU | 2.86 421 895 N/A NA

Table 1: Relative average running time

Selected benchmark results (from an x86-64 machine
with 8 processors) are shown in Table 1. Relative run-
ning times of our multithreaded workload are displayed,
normalized so that the shortest measured result takes one
time unit. Columns represent ratios between frequencies
of read-only and read/write operations on the hash table.
Rows represent synchronization mechanisms. RCUs
and RCUc denote our algorithm with its synchronous
and asynchronous reclamation handling API, respecti-
vely. QRCU denotes the feature-constrained RCU al-
gorithm [4] ported for the sake of comparison. DRCU
(“dummy RCU”) stands for an implementation of the
RCU API using a plain readers-writer lock.

Since RCU is designed for read-mostly workloads,
significant improvements over DRCU under high rea-
ders/writers ratios are not surprising. Interestingly, our
novel algorithm performed relatively well even under
low readers/writers ratios.
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Abstrakt

Tézisté clanku spocivd ve srovndni dvou
pouzivanych komunikaénich standardd ve zdra-
votnictvi: DASTA uzivana v ¢echach, HL7 verze
2 ve svété. Prvni Cast je vedle ivodu vénovana
popisu zédkladnich principt a obsahu obou stan-
dardd. Druhd &ést popisuje srovndvaci meto-
dologii, navrhuje zlepSeni a hodnoti vysledek
srovnani. Zavér je vénovan tGvaze o stavu uZiti
standardd pro interoperabilitu systémi v ¢eském
zdravotnictvi a vyhledu do budoucna.

1. Uvod

Zdravotnictvi je  povaZzovano za  informacné
nejnaro¢néjsi odvétvi a bez ddrazu na interoperabilitu
(technickou, procesni, sémantickou) je vypocetni tech-
nika pro lékare stdle spiSe psacim strojem a piekdzkou
neZ efektivnim ndstrojem. LepS$i ndstroje pfitom posky-
tuji pohodli, vyssi produktivitu, méné chyb, a zejména
vice Casu u pacienta. Informatizace 1é¢ebného procesu,
interoperabilita mezi systémy a snaha o implementaci
eHealth je vyzvou naseho stoleti a zdroveil i moZznym
Iékem na neudrZitelny demograficky vyvoj a rozpoctovy
schodek zdravotnictvi v mnoha zemich. Problematika je
diskutovdna jak v USA [1] [2], na trovni Evropské ko-
mise [3] [4] [5], tak v Ceské republice [6].

Vedle dopadu interoperabilnich systémd na kazdodenn{
praci 1ékaiG shleddvam dileZitou roli také v ro-
viné védeckovyzkumné. Domnivam se, Ze uz z pod-
staty lékafovy zkuSenosti panuje mezi nemocnicemi
podvédoma rivalita v dosahovanych vysledcich 1écby.
Snaha o sebezlepSeni automaticky indukuje experi-
mentovéni s metodou 1é¢by, byl stdle v mantine-
lech uzndvanych klinickych postupd a pod rouskou
Iékafovych mnohaletych zkuSenosti. Statistické vy-
hodnoceni by pak mélo uzavirat kruh procesu se-
bezlepSovani. BohuZel stdvajici klinické systémy ne-
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umoziiuji efektivni vyuZiti zaznamenanych ddaju a tak
se zamysSlend statistickd pozorovani prodrazuji a nebo
se radéji viibec nerealizuji. Zavedenim strukturovaného
zdravotniho zdznamu a principl interoperability kli-
nickych systémi lze zpfistupnit data vloZend do téchto
systémi i pro jiné ucely nez opétovné Cteni pii dalsi
ndv§téveé pacienta. MoZnost realizovat nizkondkladova
statisticka sledovani vytvoii motivaéni potencial pro se-
bezlepSeni, souméfitelnost a konkurenceschopnost jed-
notlivych nemocnic. Zlevnéni védeckovyzkumnych pro-
jektd je nasnadé. Projekt Zlatokop v IKEM [7] je
toho jasnym dukazem. Prostfedkem interoperability
jsou standardy pro vymeénu dat mezi systémy. V Cesku
vyvinutou Dastu srovndme s mezindrodnim standardem
HL7 verze 2.

2. DASTA

DASTA je zkratkou pro DAtovy STAndard a b&Zné
se pouZzivd i oznaleni DS. Dasta byla z pocitku
vyvijena Ceskou spole¢nosti zdravotnické informatiky
a védeckych informaci Ceské lékaiské spole¢nosti Jana
Evangelisty Purkyné (CSZIVI CLS JEP) [8]. Dnes
se vSak jiz uvadi, Ze Nérodni Ciselnik laboratornich
polozek (NCLP), Datovy standard, program CLP pro
praci s Ciselniky laboratornich poloZek a ndstroje pro
praci s DS a pro pfeddvani dat mezi IS jsou autorskym
dilem rozsdhlého kolektivu tviircd z mnoha instituci, fa-
kult, védeckych tstavu a firem, celé dilo vzniklo za fi-
nan¢ni podpory Ministerstva zdravotnictv{ CR [9].

2.1. Historie

V roce 2003 byla vyddna pracovni verze DS 03.00.01
a verze NCLP 02.05.01 (v &ervnu 2003). K 1. listo-
padu 2003 byl vydan findlni tvar DS 03.01.01 spolecné s
NCLP 02.06.01. Termin oficidlniho vyhlasSeni platnosti
téchto standardd byl od 1. ledna 2004 (prostfednictvim
Véstniku MZ, Castka 9, rok 2003). v dalSich letech
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2004 az 2006 bylo vydéano celkem 11 aktualizaci DS3
a NCLP. v roce 2006 byl v§voj DS3 ukonéen s tim, Ze
v roce 2007 budou udrZovany pouze bloky NZIS pro
UzIs.

V prosinci roku 2006 byla na strankach Ministerstva
zdravotnictvi Ceské republiky uvefejnéna verze 4 da-
tového standardu, oznacovand jako DS 04.01.01. Tento
standard je zdvazny pro vSechny uZivatele Dasty od
1. ledna 2007 [9]. PrestoZe zdpis dat je jiZz od verze DS

volu¢ni technologii XML Schéma.

Pravdépodobné z divodu existence zdvazku CR
v pristupové dohodé€ k EU o harmonizaci ¢eskych a Ev-
ropskych norem byl nékdy v letech 2009-2011 aktudlni
text standardu presunut z adresniho prostoru minis-
terstva zdravotnictvi na stranky hlavniho protagonisty
- firmy Stapro (cilovd doména pfesmérovani je cisel-
niky.dasta.stapro.cz). Dal§im diivodem miZe byt prosté
zjednoduseni procesu aktualizace textu standardu, na
druhou stranu konsenzudlni statut Dasty tak urcité
utrpél.

2.2. Datovy soubor

Utelem Dasty bylo standardizovat automatizovany
prenos dat o pacientovi a souvisejicich tdajich. Stan-
dard ve vSech verzich technicky predstavuje definici
(fj. format) datového souboru. Dasta definuje jednot-
livé bloky (xml elementy) a jejich strukturu vcetné
vzdjemného vnorovani. Datovy soubor pak obsahuje
vzdy hlavni blok dasta, na ktery jsou navazany dals{
datové bloky obsahujici pfendsené informace. Datovym
souborem je myslen pfimo soubor na disku, nebot ndzev
datového souboru je presné vymezen jednou z kombi-
naci:

"UTTXXXXX.KKK*  soubory komprimované
"UTTYYOOD.KKK*  soubory pro UZIS CR
PUTTXXXXX.xml* soubory nekomprimované
"UTTYYOOD.xml* soubory pro UZIS CR
"UTTXXXXX.VVS®  soubory nekomprimované
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Kde:
U urcuje typ urgentnosti: S-statim,
R-rutina, T-technicky nebo testovaci,
TT typ odesilajiciho mista podle ¢iselniku,
KKK ndstroj, kterym bylo zapakovano (arj/zip),
XXXX fetézec sestaveny z Cislic a
béznych pismen anglické abecedy,
YY posledni dvojcisli roku sledovaného ob-
dobf,
00 kéd obdobi podle ¢iselniku obdobi
(Ol=leden ... 12=prosinec, 4x=Ctvrtleti),
D potadové ¢islo davky za sledované obdobi,
\AY verze datové struktury,
S typ Sifrovani (N - nesifrovano).

Vyslednd komunikace pak probihd pfeddnim da-
tového souboru libovolnou (ale pfedem dohodnu-
tou) elektronickou cestou — emailem, sdilenym dis-
kovym/pamétfovym prostorem, FTP, difve také na FDD.

Dasta vibec nefesi role komunikujicich stran. Shodna
datovd struktura musi byt pouZita v mnoha vyznamech
(vytvofeni i smazdni pacienta). Vyznam prendsené
struktury je ur€en aZ v ramci kaZdé instalace, predem
zvolenym unikdtnim adresdfem a dohodou (konfiguraci)
obou komunikujicich stran.

2.3. Datové bloky

Datové bloky jsou zakladni strukturni entity datového
souboru. Kazdy blok musi mit vzdy své jméno, které
je unikatni v rdmci celého DS. Jméno datového bloku
také urcuje ndzev XML elementu v datovém souboru.
Popis kaZzdého datového bloku poskytuje informaci,
které redlie se v bloku budou pfendset véetné urceni,
zda jsou povinné nebo volitelné. Prestoze definice da-
tového bloku je dostupnd jak v DTD a ve vysSich
verzichi v XML Schéma, popisnd forma je definitoricky
nadfazena.

Specifikace Dasty obsahuje u kazdého bloku stru¢ny po-
pis a pouZiti bloku. Déle specifikace obsahuje tabulku,
kde se urcuji typy informact, které 1ze do datového bloku
ulozit. Znovupouzitelnost datovych struktur lez{ plné
na bedrech vyvojéri, coZ se ne vZdy podafi [10]. Jako
priklad definice bloku uvedu popis hlavniho datového
bloku s ndzvem dasta (viz obréazek 1).
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“dasta
Hlawvni blok. Kofen grafs. Varianta pro D34,

Véze se k celému odesilanému souboru viech odesilateld uréenému pro jednoho piijemce.
Popis sfrukfury bloku v obecném fraru je k dispozici v odkazu popis sfrukfury bloki a souborit DS,
Zmeény realizované od vydani DS3 jsou v seznamu zmeny v popisu strukfury bloki a souborit DS3.

Zmeny realizované od vydani DS54 jsou v seznamu zmény v popisu strukfury bloku a soubori DS,

{distribuovano od verze 4.01 .01}

kod T (D ¥V |plny nazev

hodnota podminky, pokyny,

poznamky

Zmény

id_soubor a |-40 1 jednoznaénd vnitind

informaéniho systénm

identifikace soubora v ramei
firmy a jejiho progranm nebo

text polgmy:
predepsané 1. povinny
konstrakee 2.vizid soubor - pokyny

verze_ds a |8 1 verze datové straktury

V DS1# polomy:

1. ve formata xx xx xx
viz verze datového standardu
3. viz verze ds - pokyny
poznamky:

1. napriklad: *03.02.017
2. viz verze ds - poznamky

verzs_nclp a |8 1 verze pouzivaného NCLP

V NCLP]#! polomy:

1. ve formitu xx.xx.xx
2. neni-li HCLP vibec
vyuzivan, zadava se nejrizii
verze 2.00.00
3. viz verze nelp - pokyny
poznamky:
napiiklad: "02.07.017

bin_priloha a |1 1 bindmi datové bloky

T,B polomy:

viz seznam viz priloha
hodnot poznamky:
nejéastéjibude = T

uréeni; typ prendsenych dat
(v pripadé pacientskych dat

RS U, ¥,
B,C,HT

pokyny:

1. vizblok is a téZ viz nizev

Obrazek 1: Ukdzka definice bloku “dasta”.

Popis blokll vyuzivda moznosti HTML a jednotlivé defi-
nice a reference na ¢iselniky jsou realizovany hypertex-
tovym odkazem, coZ zrychluje dohledéani potfebné in-
formace. Sloupce maji nasledujici vyznam:

kéd identifikator pro potfeby XML,
T XML typ: a - atribut, e - element,
d - data,
D délka polozky,
A\ vyskyt/multiplicita (*, ?, +, pocet),
hodnota  vycet hodnot,odkaz na tabulku nebo
nevyplnéno,

Aktudlni verze Dasta je pfipravena pojmout a prenést
nasledujici ddaje: informace obdlky datové zpravy
(identifikace odesilatele, adreséta), informace o pacien-
tovi (demografické udaje, tdaje o platbé a pojistovng,
udaje pro NZIS, diagnézy, ockovani, 1éky vydané, pra-
covni neschopnosti, nestrukturovand anamnéza), kli-
nické uddlosti, vykaznictvi do UZIS, laboratorni hod-
noty, hodnoty hygieny a epidemiologie a vykdzané
vykony.
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Za pozndmku stoji také novinka v DS 04 — firemni bloky.
Firemnim blokem je myslen specidlné vyhrazeny xml
element s konkrétnim jménem, jehoZ obsah vSak jiz dale
neni nijak specifikovan. Bloky od rdznych vyrobci in-
formacnich systéma se li$i v pouZitém jmenném pro-
storu (XML namespace). Podle vyjadfen{ autorti by se
obsah téchto blokli mél evoluci vyprofilovat do nej-
vhodnéjsi podoby, kterd se Casem stane soucdsti stan-
dardu Dasta.

2.4. Ciselniky

Zadny standard se neobejde bez vlastnich &iselniki.
Cilem kazdého standardu je formalizovat urcitou oblast

a prave ciselniky jsou pfimym ndstrojem pro klasifikaci
mozZnych stavii popisovanych veli¢in.

Ciselnikem je podle definice Dasty usporddany soubor
(obvykle uniformné dlouhych) hodnot. Ke kazdé hod-
noté vZdy pfislusi kratky a dlouhy textovy popis. Téchto
tzv. jednoduchych Eiselnikd Dasta obsahuje celkem 88.
Jako pfiklad uvadim ciselnik NCMPATML (antimik-
robidln{ latky):
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Ciselnilkk NCMPATML

Ciselnilk N CMEATMT ELIC N32 NSS PORADI
i‘r:f;" g:zﬁ;:;ﬁ;wﬁm*‘ latel) 1AMC [amosdcilin Klavulanat  |amozicilin klavulanat 001000
el - o AMT |amfotericin B amfotericin B 002000
Klit(e) KLIC AWM |arilcacn arnulcacin 003000
[Potet vét 104 AMP |ampicilin ampncilin 004000
Sada 200710 AMS |ampiciln sulbalktam ampicilin sulbalctam Q05000
f?:; ?E‘;} 22‘317?1 21 AN |amosdcilin armozicilin 006000
Vorze DS 04,0101 AZ]  |amtromycin aztromycin 007000
Platnost od |1.1.2007 AZL |adocilin azlocilin Q08000
Platnost do AZT |aztreonam artre onam 009000
BAC [bacitracin bacitracin 010000
BIF [bifonazol bifonazol 011000
CDE |cefadrosml cefadrosal 012000
CFC |cefaklor cefaklor 013000
CIP |cprofloxacm ciprofloxacm 014000
CLA |kantromycin klantromycm 015000
CLI |khndamycmn klindamycin 016000
CLT |cefalotn cefalotin 017000

Obrazek 2: Ukézka definice ¢iselniku “antimikrobidlni latky”.

Mimo tyto ¢iselniky pouzivané piimo Dastou jsou na
strankdch [9] i Ciselniky pouZivané prfi vykazech do
NZIS. Téchto Ciselnikd je cca 348. Zcela oddélené je
pak &iselnik NCLP, ktery se svoji rozsdhlosti a kom-
plexitou vyrovndva svétoveé uznavanym nomenklaturam
LOINC nebo ICD10.

3. HL7 Verze 2

Komunika¢ni standard HL7 verze 2 zacal vznikat v roce
1987. Zcela poplatné dobé byla primdrné fesena potieba
vymeény dat, tedy zejména forma zdpisu a struktura
dat. Jako logické feSeni se nabizelo definovdni da-
tovych zprdv formou textového dokumentu. Kazda
zprdva méla byt uloZena v samostatném souboru, kazdy
fadek obsahuje samostatny segment (typ je uren tfemi
pismeny na zacitku fadku). Kazdy segment obsahuje
polozky (fields), které jsou navzdjem oddéleny znakem
,» | Kazdad poloZzka je urceného datového typu. Da-
tovy typ pfedurcuje pocet, pofadi a vyznam kompo-
nent obvykle oddélenych znakem ,,A“. HL7 zpravy ne-
vychazeji z Zadného referenéniho datového modelu, re-
lativné velké znovupouzitelnosti kédu je vSak dosazeno
opakovdnim stejného segmentu v mnoha zpravich
a uzitim komplexnéjSich datovych typu vytvorenych
specidlné pro vyménu informaci ve zdravotnictv{ (CSN
ISO 21090:2011). Piiklad HL7 zpravy oznacené jako
ORU A RO1[11].

MSH|""\&| |GAOO| | VAERS PROCES|20010331| |ORU"RO1...
PID||[1234""""SR7123412""""LR"00725""""MR| |Doe"J...
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NK1|1l|Jones " Jane "Lee” "RN|VAB " Vaccine administere ...
NK1|2|Jones"Jane Lee” "RN|FVP "Form completed by ...
ORCICN| [ |[IIII1111234567 " Welby "Marcus"J Jr"Dr ...
OBR|1]|||"CDC VAERS-1 (FDA) Report|||20010316]

Prvn{ tfi znaky kazdého fadku (segmentu) oznacuji iden-
tifikdtor segmentu, v tomto piipadé znaci: Hlavicka
zpravy (MSH), identifikace pacienta (PID), pfidruzené
osoby k pacientovi (Next of Kin - NKI1), obecné
informace o objedndvce (Order Commons — ORC),
poZadavek na pozorovani (Observation Request —
OBR). Cely standard HL7 verze 2 je rozdélen do
nasledujicich kapitol:

e 1: Introduction (Uvod)

e 2: Control (R]’Zel‘ll’ toku informaci)

e 2A: Control - Data Types (Datové typy)

e 2B: Control - Conformance (Kompatibilita)

e 3: Patient Administration (Administrace paienta)

e 4: Order Entry (Laboratorni Zadanky)

e 5: Query (Dotazy, vyhleddvani)

e 6: Financial Management (Agenda samoplatcti)

e 7: Observation Reporting (Zpravy o meéfenych
hodnotich)

e 8: Master Files (Ciselnikovy server)

e 9: Medical Records/Information Mgmt. (Rizen{
toku dokumenttr)

e 10: Scheduling (Planovani a objednavky)

e 11: Patient Referral (Zédanka o vysetfeni)
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e 12: Patient Care (Sdilend péce o pacienta)

13: Clinical Laboratory Automation (Laboratorn{
vysledky)

14: Application Management (Rizen{ aplikaci)
15: Personnel Management (Personalistika)

16: eClaims (Vykaznictvi pojistovng)

17: Materials Management (Skladové hos-
podarstvi)

Od treti kapitoly kazda kapitola obsahuje pfes 100 stran
definic zprav (povinnosti a opakovéni segmenti a poli,
tabulkovych vyctd hodnot) a ke kazdému poli je ex-
plicitné uveden vyznam. Takto (zdlouhavou) specifikaci
obsahu zprav je suplovéana absence referenéniho modelu
a vznikd tak nepfijemnd moznost ,,pfiohnout* vyznam
segmentu v konkrétni zpravé. Ukdzka definice ¢tvrtého
pole ze segmentu OBR je na obrizku 3.

4534

OBR-4 Universal Service Identifier (CWE) 00238

Components: <Identifier (ST)> ~ <Text (ST)> ~ <Name of Coding System (ID)> ~ <Alternate Identifier (ST)> *
<Alternate Text (ST)> ~ <Name of Alternate Coding System (ID)> ~ <Coding System Version ID (ST)> *
<Alternate Coding System Version ID (ST)> ” <Original Text (ST)>

Definition: This field contains the identifier code for the requested observation/test/battery. This can be
based on local and/or "universal" codes. We recommend the "universal" procedure identifier. The structure
of this CE data type is described in the control section.

Obrazek 3: Ukdzka definice 4. polozky v segmentu OBR.

HL7 verze 2 urcuje role komunikujicich stran po-
moci popisu spoustéci udélosti (tzv. Trigger Event),
kterd zapfiCinila vznik zpravy. Identifikdtor spoustéci
udélosti nalezneme v zdhlavi zpravy (segment MSH) na
devaté pozici, v druhé komponenté (v naSem piikladu
tedy ROI). N&kolik spoustécich uddlosti miZze vyvolat
shodny typ zpravy, obdobné jako u Dasty, kde je stejnd
struktura souboru pouZita k vice tic¢elim. Zptsob pouZiti
standardu HL7 v2 je ale diky vyctu spoustécich udalosti
daleko vice predikovatelny, nez v pripadé Dasta, kde
vyznam datového souboru vznika aZ dohodou mezi ko-
munikujicimi stranami a samotnd Dasta toto nefesi.

4. Iniciativa IHE

Integrating the Healthcare Enterprise (IHE) je ce-
losvétova iniciativa zdravotnickych profesionald,
vyrobcu software a poskytovatela péce [13] [14] [15].
Vzhledem k tomu, Ze feSeni konkrétniho tikolu pfenosu
dat (napf. sdileni admin. didaji o pacientovi, pfedavani
RTG snimkii apod.) dnes miZe byt realizovano nékolika
zpusoby a presto podle existujicich standardi, THE se
snazi o zakotveni doporucenych postupi realizace inte-
roperability systémua v praxi. PFilisnd volnost vyrobctu
software pri volbé zptisobu komunikace vede k nekom-
patibilnim technologickym fefenim, byt podle exis-
tujicich standardu.

Vzhledem k tomu, Ze se IHE soustied uje na konkrétni
realizace komunikace, je moZné pro tyto ulohy otesto-
vat kompatibilitu riznych produktd. IHE pofadd setkani
vyrobct software pod nazvem Connectathon, kde se
vyrobci snazi dopilovat komunikaci s jinymi produkty
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a pak obstat v certifikaci [HE. Vysledky téchto setkan{
jsou dostupné v databdzi kompatibilnich produkti,
takZe se zdravotnické zafizeni dodrzujici doporuceni
IHE muze predem ujistit, zda-li se zamysleny ndkup
konkrétniho software neprodrazi v rdmci zaclenéni do
podnikové architektury.

IHE zvefejiiuje svoje specifikace v tzv. profilech. Nazev
profil vychazi z terminologie pouZitych komunikacnich
standardu, kde se jakékoliv zpfesnéni nad raimec obecné
specifikace nazyva lokdlnim profilem. IHE profily defi-
nuji konkrétni dlohy sdileni dat, urcuji vhodny standard
a dale popisuji zpusob uzit{ standardu.

NejndzornéjsSim piikladem je asi kol synchronizace
Casu v ramci zdravotnického zafizeni. PfestoZe mnoho
¢tendft bez okolku navrhne protokol NTP [16], v praxi
se objevuje vedle synchronizace na drovni pracovni
stanice také synchronizace casu na tdrovni klientské
aplikace pracujici nad spolecnou databazi MySQL
v rezimu client-server. IHE profil Consistent Time Inte-
gration [17] proto doporucuje jednotny postup. Pokud
je pozadavek na jednotny Cas, pouzit NTP v pfipadé,
kdy je centralni Casovy server k dispozici, v ostatnich
pripadech pouzit SNTP [18] (které je podporovano i v
NTPd).

4.1. IHE PAM Profil

Abychom mohli vérohodné porovnat standardy DASTA
a HL7 verze 2 ve stejné situaci, musime ke stan-
dardu HL7 pfibrat jesté specifikaci pouziti (IHE profil)

My v

v pripadech, ve kterych se bézZné Dasta pouZiva.
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Patient Administration Management (PAM) je profil
z domény “THE IT Infrastructure”. Profil popisuje, jak
maji aplikace mezi sebou sdilet demografické tdaje o
pacientech za pouziti HL7 verze 2. Profil navrhuje dva
topologicky odli$né zplisoby administrace: centraln{ re-
gistr nebo architekturu rovnocennych lokalnich registru.

5. Srovnani DASTA a HL7

Objektivni srovndni dostupnych komunikacnich stan-
dardd je duleZité nejen pro budouci podporu rozvoje
DASTA ze strany MZ CR, ale zejména pro sm&fovani
vyvoje Ceskych nemocnicnich informacnich systémi.
Prvnim krokem pfi zavadéni interoperability je zajiStén{
prenosu pacientskych tdaji mezi systémy, protoZe ve-
dle vlastnich informaci o pacientech se tak distribuuje i
Jjednotnd identifikace pacienta, nevznikaji duplicity a za-
mezi se pozdéj§imu ru¢nimu slucovani zdznami. Proto
jsem se spolecné s kolegy z EuroMISE centra zaméfil
na srovnani DASTA a HL7 verze 2 (IHE PAM profil)
v tloze pfenosu pacientskych dat.

Pro srovnani jsem vyuZzil “Framework” publikovany
predsedou sdruzeni HL7 Finsko (Juhoa Mykkinen)
[19]. Tento hodnotici systém obsahuje celkem 9 for-
muldid. Kazdy formuldf se zaméfuje na specifické téma
definice standardu:

zvo

Framework vyzaduje vyhodnoceni formuldit v poradi
1,9,2,3,4,5,6,7 a8, pficemz formuldfe 1 a 9 mo-
hou byt zcela diskvalifikujici - pouZivaji se jako hrubé
sito. Kazdy formular obsahuje nékolik otdzek, které by
mély byt vzaty v tivahu pfed implementaci konkrétniho
tikolu. Kazdd otazka se nejprve hodnoti z hlediska
duleZzitosti otdzky (w;) na stupnici 0-3 (0: neni dileZitym
faktorem, 1: Zadouci, 2: velmi Zadouci, 3: povinné).
Nasledné je na otdzku odpovézeno z pohledu hodno-
ceného standardu j na stupnici -3 aZ +3 (-3: standard
odporuje pozadavku, 0: standard nespecifikuje, +1: stan-
dard mtze poZadavek podporovat za pomoci rozsifent,
+2: pozadavek je ¢astecné podporovin, +3: pozadavek
je pIn€ podporovén), hodnotu ozname s;;. Po vyhodno-
ceni celého formuldfe miZeme vypocitat celkové skére
standardu j za tento formulaf:

sc; = Z(wi*sij) ()

Cim vyss§i skére standard obdrZi, tim vhodnéjsi by
mél byt. Jak jsem v pribéhu hodnoceni zjistil, ma-
ximaln{ dosazitelné skére z riznych formulait je zdvislé
na poctu otdzek v jednotlivych formuldfich. V cel-
kovém skére pak rozsahem vétsi formuldfe neoprdvnéné
nabyvaji na zdvaznosti. Proto jsem navrhnul opravu

véhy otdzky w;; poftem otdzek ve formuldfi, w)

e Form. 1: Zakladn{ informace a G&el standardu, w; /n a tedy i celkové skére standardu: sc; = sc;/n.
e Form. 2: Obsah a sémantika,
e Form. 3: Funkcionalita a interakce, 5.1. Vysledek
¢ Form. 4: Aphkz.icm/ infrastruktura, Provedl jsem hodnoceni standardu DASTA a HL7 v2
e Form. 5: Technické aspekty, v IHE PAM Profilu pro ti¢ely vymény pacientskych dat
e Form. 6: Flexibilita stand.ardu, ' mezi systémy. Dosazené hodnoceni v jednotlivych for-
e Form. 7: Vyspélost, pouZitelnost, oficidlni statut, muléfich v&. oprav na pocet otdzek formuldie je uvedeno
e Form. 8: Zivotn{ cyklus systému/aplikaci, v tabulce 1, nejvyssi hodnota v kaZzdém sloupci je tuéné
e Form. 9: Specifické moznosti rozsifeni. zvyraznéna.
DASTA THE PAM
Formulaf Poé.otdzek > w, sc1  scf  sca  sdh
1: Zakladni informace a ucel standardu 30 2,9 58 19 126 42
2: Obsah a sémantika 29 1,8 116 4,0 135 4,7
3: Funkcionalita a interakce 27 1,5 41 1,5 96 3,6
4: Aplikac¢ni infrastruktura 14 1,4 16 1,1 53 3,8
5: Technické aspekty 12 0,8 17 1,4 12 1,0
6: Flexibilita standardu 4 1,5 5 1,3 17 4,3
7: Vyspélost, pouZitelnost, oficidlni statut 9 0,9 17 1,9 20 2,2
8: Zivotn{ cyklus systému/aplikac{ 9 1,2 16 1,8 15 1,7
9: Specifické moZnosti rozsiteni 17 0,9 22 1,3 42 2,5
Celkem: 151 308 16,2 516 27,8

Tabulka 1: Vysledek hodnoceni v jednotlivych formulafich.
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5.2. Diskuse

Chceme-li zhodnotit vyznamnost navrZzené opravy,
musime srovnat poCty otdzek ve formuldfich a soucet
hodnoceni relevantnosti otdzek v jednotlivych for-
mulafich. Zatimco prvni tfi nejrozsahlejsi formuléie €.
1, 2, 3 obdrZely i nejvyssi soucty relevantnosti, for-
muldf ¢. 6 (Flexibilita) se posunul k vyznamnéjSim,
naopak formulaf ¢. 9 (Specifické mozZnosti rozsiteni)
na vyznamnosti ztratil. Zména v potadi odpovida rea-
lit¢ pro nas pifpad, nebot jsem hodnotil standardy pro
zcela konkrétni piipad a tak je dilezitd flexibilita, ni-
koliv néjaké mozZnosti rozsiteni, kterd pi implementaci
spiSe prekazeji. Tomu odpovida i hodnoceni standardu
HL7 ve flexibilité, kdy sca = 17 byla tieti nejmensi
hodnota, ale po opravé na pocet otdzek se jednd o druhy
nejvetsi prispévek (scj, = 4.3) do celkového skoére.

Srovndme-li pomér celkového skére, vidime kolikrat je
DASTA lepsi nez HL7 v2. Zaroveii vidime, Ze v naSem
pifipadé oprava neméla velky vliv na vykonnost stan-
dardi v hodnoceni.

sc1/sca =0,60 5 scy/scy=0,58  (2)
Maly vliv opravy na vykonnost standardu je
pravdépodobné zpusoben aplikaci hodnotictho ramce
na pfipad velmi podobny tomu, za jakym byl rdmec
vytvaren. Matematicky se tento fakt odrazi ve velmi po-
dobném poradi formuldid fazeno podle poétu otdzek i
podle normované relevantnosti.

6. Zavér

Hodnoceni prokazalo, Ze Dasta nedosahuje kvalit stan-
dardu HL7 v2 ani v té nejbéZnéjsi situaci predavani pa-
cientskych dat.

Po informacnf strance jsou standardy prakticky nesrov-
natelné. HL7 verze 2 v kazdé kapitole na tivod popiSe
olekdvané situace a nastini problémy k feSeni. Ctenaf
tak dostane nejen predstavu o myslenkovych pochodech
autord kapitoly, ale zdroveti srovndnim s ¢eskou prax{
velmi rychle odhali dalsi (zatim nevyuZité) moZnosti
v oboru. Dale jsou specifikovany jednotlivé spoustéci
udélosti redlného svéta. Kazda spoustéci udalost ma
svij unikdtni kéd (napf. AO1, S04) a pokud nastane,
zapficini prenos konkrétniho typu zprdvy s definova-
nou strukturou segmenti. ProtoZe kazd4 kapitola je po-
pisovéna specifické oblasti, jsou zde definovdny i nové
segmenty, které obsahuji potiebnd pole pro prenos dat.
Velmi rychle ¢tendf ziskdva predstavu o tom, co miZe
byt pfendseno, za jakych podminek, v jakych situacich a
jaka je souslednost zprav.
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Oproti tomu DASTA se vZdy omezuje na popis struk-
tury dat, pficemZ povinnost, nasobnost, resp. nepouZiti
konkrétniho ddaje nebo bloku vyplyva z logiky feSeného
piipadu. Stejné tak spoustéci uddlost (a tedy i zptisob
zpracovani zpravy) musi pfijimajici strana dovodit,
pripadné musi byt explicitné dohodnuto mezi komu-
nikujicimi stranami. Pozorny ¢tendi zde moZnd uvidi
pfimér k vyméné zprdv o zméndch stavu v protikladu
se zasilanim dokumentd konstatujicich findlni stav. A
opravnéng. V Ceském prostiedi vSeobjimajicich mo-
nolitickych nemocni¢nich informaénich systému (NIS)
moznd ani neexistuje potfeba rozesilat zmény stavi,
nebof NIS sdm zajisti potfebnou funkcionalitu. Pro
uzivatele NISu je pak dostate¢né exportovat pouze
findln{ stav do sousedniho systému.

Srovndni standardti bylo publikovano ve sborniku kon-
ference EFMI STC 2011 a prezentovdno kolegou
Nagym ve Slovinském Lasko jako soucast vyzkumného
projektu CBI ( [20]).

6.1. Vyhled do budoucna

Zastavam nazor, Ze Ceska laickd, l1ékaiskd i informa-
ticka vefejnost je ve vztahu k medicinské informatice
a eHealth nedostate¢né informovana. Pri¢inu spatiuji
v Casté zmeéné na postu Ministra zdravotnictvi, v absenci
dlouhodobé sledované strategie implementace eHealth
na MZCR, v personalnim podstavu odboru informatiky
MZCR a v technologickych limitech dnes pouZivanych
monolitickych informaénich systému, dikazem budiz
zméfend vykonnost Dasty. Mezi dal§i pfiCiny patii
vSeobecna Ceskd vlastnost ignorovani zahrani¢nich tech-
nologickych trendi, nedostateénd participace v me-
zindrodnich standardizacnich institucich a fakticka ne-
funkénost sdruZeni eHealthForum. Z vSeobecné nezna-
losti a s ohledem na existenci nékolika odstrasujicich
pokust pak plyne nezdjem nebo dokonce averze 1ékait
k inovacim, neochota dodavateld investovat do inova-
tivnich technologii eHealth, ignorovani technologickych
vyzev ze strany VZP, tdpani MZCR v implementaci
eHealth a vSeobecny technologicky véhlas IZIP | EZK
zaloZeny spiSe na lobbismu, neZ na dosaZenych techno-
logickych metach.

Domnivam se, ze zavadéni eHealth v CR bude probihat
postupné a v tempu imérnému schopnostem nabidky
a poptdvky po novych technologiich. Dukazem je
souCasna antipatie 1ékaii k eHealth ruku v ruce s
malou angaZovanosti vyrobct zdravotnického software
(viz kazdy semindt CNFeH). Na stran& poptavky musi
nemocnice, lékafi i sestry rozpoznat piinosy eHealth
a dospét k ochoté investovat do inovaci. Na strané
nabidky musi stat dostate¢né technologické znalosti a
hmatatelna konkurence, aby inovace nebyly pouhym
predrazenym reklamnim kabdtkem. Technologicky roz-
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voj tuzemskych dodavatelll informacnich systémd je
umérny dostupnému kapitdlu, agresivité konkurenéniho
prostfedi a dostupnosti praktickych zkusSenosti s tech-
nologiemi. Trh s informacnimi systémy je momentalné
diky monolitickym softwarovym feSenim, ddsledkem
vyhodného data-lockinu a diky akvizicim v minulych le-
tech prakticky nehybny a uzavfeny v ceské kotliné. Situ-
aci Zel nepfispiva ani z pohledu medicinské informatiky
diletantsky pfistup firmy IZIP.
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Abstract given that the perpetrator’s DNA and the DNA of the
suspect are available?
In this paper we study an identification

of culprit and assesment of evidence against In forensic practice, genetic profiles consisting of the
him. We define a simple model called the island short tandem repeat (STR) polymorphisms are currently
problem and we derive the weight-of-evidence used. The number of polymorphisms varies from coun-
formula in its basic form. We find how we try to country, with the smallest being seven used in Ger-
can deal with uncertainty about basic parame- many and a maximum of sixteen used in the Czech Re-
tres of model, like size of population. We in- public. The probability of correct identification depends

vestigate possibility of inclusion of relatedness
and subpopulation structure into model through
beta-binomial formula, we enlarge DNA mixtu-
res of DNA and at the close we present brief
overview about DNA databases.

on the number of comparisons of polymorphisms (or
loci where studied polymorphisms lie) and their gene-
tic variability. The more we investigate loci and the gre-
ater the variability between individual loci, the smaller
the probability that the other person will have the same
configuration (and therefore the same genetic profile).
1. Introduction Due to the quality of biological material and its amount
it is not always possible to investigate all of the poly-
morphisms and very often genetic profiles contain fewer

Technological progress that allows the use of DNA has loci than is necessary to uniquely identify them.

caused a revolution in criminology. It helps convict the

perpetrators of those crimes that once appeared irre- In the following text we will assume that we examine
solvable and also helps prove the innocence who have only one locus. Assuming independence of loci, gene-
already been convicted. DNA analysis is now accepted ralization to a larger number of loci can be performed
by the broad public as a completely standard procedure, using product rule (i.e. multiplying the individual mar-
which reliably convicts the offender. Here, however, hi- ginal probabilities).

des one of the main problems that results from using

DNA, for even DNA evidence is not foolproof. 2. Formalization

Several possibilities keep DNA from being completely Denotation
reliable: for example there may be a false location of the
trace (more specifically, the offender may have discar-
ded a cigarette butt which had previously been smoked
by someone else); the wrong take of biological samples

e E - evidence or information about the crime
(i.e. the circumstances, witness testimonies, crime
scene evidence, etc.)

or damage to the samples could have .occur.red; or thf:re e G - an event at which the suspect is guilty
may have been secondary transfer of biological material.
However, mathematicians do not deal with any of these e I - an event at which the suspect is innocent

things. Rather, they are faced with the following task: if
all of the above options are excluded, what is the pro-
bability that a particular offender is a detained person,

e (; - an event at which the culprit is a person ¢

T - the population of alternative suspects.
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Our goal is to determine the conditional probability of
P(G|E) that, given circumstances E, the suspect is truly
the culprit of the investigated crime. According to Bayes
theorem

P(E|G)P(G)
(EIG)P(G) +P(EINP(I)
However, the expression P(E|I) cannot be counted di-
rectly. The suspect is innocent if and only if there exists
an index ¢ € Z in which the event C; occurs. Then the

event [ is equivalent to the event U;c7 C; and thanks to
the disjunction of events C; holds:

P(I) = P (UiezCi) = Y P(Cy).

i€l

P(GIE) = 5 (1

Thus

P(E)P(I) P (E| Uiez Cs) P (Uiez Ci) =
P(EN (Uiez Cy))
P (Uiez Ci)
P(Uiez (ENCy)) =

Y P(ENG)=
ieT

> P(E|Ci)P(Ci).
ieT

Define likelihood ratio

P (Uiez C;) =

P(EIC:)

~ P(EG)
which expresses how many times the probability of evi-
dence E is greater under the condition that the culprit is
a person ¢ than under the condition that the culprit is the
suspect. Further define likelihood weights

P(Cy)
w; =
P(G)
which expresses how many times the prior probability

of committing a crime by a person ¢ is greater than the
prior probability of committing a crime by the suspect.

R; @

Then

B 1

- 1 + ZiGI wlRl ’
The formula (3) is usually called the weight-of-
evidence formula.

P(G|E) 3)

3. The island problem

The simplest application of the previous part is the “is-
land problem”. This is a model where a crime is com-
mitted on an inaccessible island which contains N peo-
ple who are unrelated to each other. At the beginning,
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there is no information about the offender, so we as-
sign to each of the islanders the same (prior) probability
of committing a crime. Then the offender is found to
possess a certain characteristic Y and the suspect is also
found to have that characteristic, Y. The question beco-
mes, to what extent can we be sure that we have found
the suspect who is truly the culprit?

Using the formula (3) we get

B 1

PEB =7 v 3

“
where p is the probability of the Y. For example if
p=0.01and N = 100 then P(G|E) = 1/2.

The previous result can be modified for more complex
(and realistic) situations. Let’s see where our simple mo-
del can fail:

e Typing and handling errors
As the test may give erroneous results in a small
percentage of cases, errors caused by human fac-
tor must also be considered: contamination or
replacement of a sample from which the Y -status
is investigated; incorrect evaluation of the results,
or even intentional misrepresentation.

e The population size
Often the population size N is only estimated and
furthermore, if there is migration in the popu-
lation, then it is necessary to account for greater
uncertainty within the population size.

e The probability of occurrence Y in the population
The value of p is usually unknown and is therefore
estimated on the basis of relative frequency of the
T in a smaller sample or in a similar population,
about which we have more information. However,
these auxiliary data may be outdated or may only
partially describe the ivestigated population.

e Suspect searching

The suspect is not usually chosen randomly from
the population but on the basis of other circum-
stantial evidence which increase the probability of
guilt. Another possibility is choose the suspect by
testing persons from the population for the pre-
sence of Y. In this way, people who are not Y-
bearers can be excluded and thus the population
size of alternative suspects is reduced.

e Relatives and population subdivision
If the suspect (or other person being tested) is a
T-bearer and some of his relatives are included in
the population too, then in the case of DNA profile
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increases the probability of other persons having
T due to inheritance. Similarly, unusually high re-
lative frequency of a rare character usually occurs
within the same subpopulation due to its shared
evolution history.

o The same prior probability of committing a crime
Although this requirement intuitively corresponds
with the general presumption of innocence, we
can asses varying prior probability (i.e. based on
the distance from the scene, time availability, or a
possible alibi).

We will analyze some of these cases in detail in the
following sections.

4. Uncertainty about population size

The uncertainty in population size of possible alterna-
tive suspects affects the prior probability, P(G). Con-
sider the population size N as a random variable with
mean N. Prior probability of guilt, conditional on value
N, is ~ ~

P(GIN) =1/(N +1).
However, since N is not known, we use the expectation:

P(G)=E [G\N} —E [NLH] .

The function 1/(N + 1) is not symmetric, but is convex
on the interval (0, 0o). Therefore Jensen’s inequality for
convex functions (E[f (x)] > f(E[z])) implies

1 1
@ {NJrl}_N‘Fl

because E[N] = N.

Thus the uncertainty of the value N tends to favor the
defendant. This effect is usually very small. Let it be
shown in a concrete example.

For e € (0,0.5) we put

N —1 with probability ¢
N=<X N with probability 1 — 2¢
N +1 with probability ¢.

1 € 1—2¢ €
[ = E|l—|==4+———7+——=
(@) {N—i—l} N TNT1 N2
1 2¢e 1
+ >
N+1 N(N+1)(N+2) - N+1
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and if we put e = 0.25 with N = 100 then P(G) is
greater than 1/(N + 1) by only 0.000000485.

Let’s see what uncertainty in population size causes by
using formula (4):

1
PGIE) = ——=—5c7 =
i)
1+ZiRiP((G)
1

1+ ey Z P(C;)

=1-P(@)
1

N(N+1)(N+2) N2+4+2N 42
L+ peanses U~ mivanvry)

1

N34+2N2—-2¢
L+ Npyersnzrane

1

1+ Np (1 - 2e it )

Again substituting € = 0.25 and N = 100 we conclude
that P(G|E) = 0.5000124 which, despite the high va-
lue of ¢, differs from the original result of 50 %, which
was calculated with a fixed IV, by just one thousandth of
a percent. Therefore, continuing with uncertainty about
N,

1
P(GIE) ~ 14+ Np(1—2¢/N?)

is very good approximation to take. In this example the
approximation gives P(G|E) = 0.5000125, which is
50.00125 %.

Balding [1] uses an approximation order of worse mag-
nitude

1
1+ Np(1—4e/N?)

P(G|E) =

which gives our example the value P(G|E) =
0.5000003, or 50.00003 %.

5. Relatives and population structure

Alleles, which are identical and come from a com-
mon ancestor, are called identical by descent (ibd).
The commonality of recent evolution history between
two persons, whether relatives or members of the same
subpopulation, increases the probability of ibd alleles
occurrence. Therefore, the coancestry coefficient 6, indi-
cating the probability that two randomly selected alleles
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on fixed locus are ibd, is used as the measure of rela-
tedness within subpopulations. Neglecting the influence
of kinship and population structure leads to an overesti-
mation of posterior probability of the suspect’s guilt, and
therefore ignoring this influence tends to cause disfavor
for defendant. Thus, this topic is given considerable at-
tention.

Consider a given locus with J alleles Aj,..., Ay
whose probability of occurrence in the population is
Ply-eyDJ» Z;.le p; = 1. Allele proportions in the sub-
population can be modeled by the Dirichlet distribution
( [S]) with parameters Ap;, A = 9(11;7‘9,9) where 6 is the
coancestry coefficient characterizing the subpopulation
and k is the proportion of the subpopulation within the
general population. Thus the probability of drawing m;
alleles A; (3, m; = n) is given by

J
N )\pz+m1
. 5
)\Jrn H T (Ap:) )

2=1

P(my,...,my) =

Putting m = (my,...,my) we can adjust formula (5)

to

m;—1

H H [(1—0)p; +0i(1—Fk)]
P(m) = == (6)
H [1—0+0i(1—k)

=0

The formula (6) is usually called the beta-binomial
sampling formula and applies to ordered samples. If we
want to use unordered samples, it is necessary to mul-
tiply the result by ,771”,
From the formula (6) we can also deduce the probability
of certain allele withdrawal by using our knowledge of
previous allele’s withdrawal:

P(m; + 1jmy,...,mj,...,my) =
_ (179)pj+mj9(17k
1-0+4+n6(1—k)

(N

5.1. Aplication of beta-binomial formula

Denote G¢ and G as culprit and suspect genotypes,
respectively, and denote GG; as the genotype of a general
person ¢. Then the likelihood ratio (2) can be rewritten
as

B P(Gec =Ggs = D|C;) _
P(Ge =Gs =D|G)

_ P(Gi=Gs=D) o B

= pG.op) —PGi=DlGs=D).

R;
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Suppose first that the culprit has a homozygous profile
AjA;. Then calculate the probability that the suspect has
the same homozygous profile:

R; = P(G;=AjAj|Gs = AjA;j) = P(A|A7) =
= P(4;]47) - P(4;]47)

We know to calculate these conditional probabilities

using (7). First we put m; = n = 2 and then m; =

n = 3. Therefore

[(1—0)p; +20(1 — k)]

1—-0+4+20(1—k)

L —0)p; +30(1— k)

[1—-60+30(1—k)

R; =

®)

Similarly, we proceed for culprit with a heterozygous
profile A; Ay:
R, = P(G;=A;A;Gs =A4;A;) =
= P(A;Ax|A;Ar) =
= P(AR|ATA)P(A;1A]AL) +
+HP(A; | AFAR)P(A[ A 4. )

To quantify both expressions on the bottom line we put
m; =1,n=2andmy =1,n=3;m, =1,n=2and
m; = 1,n = 3 respectively. In total

[(1—60)p; +6(1— k)]
1—0+20(1— k)
0-0pt00 k)
[1—60+30(1—F)

R =

(10)
6. DNA mixtures

If the DNA sample is found to have more than two alle-
les at one locus, then it is defined as a mixture. The num-
ber of contributors to the mixture can be known or esti-
mated, usually as [%W where n is the maximum number
of alleles detected. Due to the large number of situations
which may arise we show for illustration only the case
in which the victim (V') and one other person contribute
to the mixture.

Thus the likelihood ratio R;, defined by formula (2), can
be rewritten as

_ P(Ec,Gs,Gv|Ci)
P(Ec,Gs,GvI|G)

R;

_ P(Ec|Gs,Gv,Ci) P(Gs,Gv|Ci)
P(EC|G57G\/’G) P(G57GV|G)
P(Ec|Gs,Gv,Cy) P(Ec|Gv,C;)

_ = (11
P(Ec|Gs,Gv,G) (

P(Ec|Gs,Gv,G)
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6.1. Four alleles mixture

First we look at the case where the mixture consists of
four alleles.

Suppose the following conditions apply:

1. None of the persons are considered relatives to
each other.

2. The population is homogeneous (i.e. § = 0).

3. The population follows Hardy-Weinberg equilib-
rium.

Let the mixture be made up of alleles A, B, C, and D,
with known probabilities of occurrence in the total po-
pulation p4,pp, pc, and pp. Also let the suspect have
alleles A and B and let the victim have alleles C' and
D. Then the denominator in the formula (11) is equal to
one, the numerator is equal to the probability of obser-
ving the person with alleles A and B (which using the
information above assumes the probability of occurance
2p ApB), and therefore, the likelihood ratio is

R; =2paps.
Suppose now that all considered persons have the same

degree of relatedness to each other as expressed by the
coancestry coefficient . Then according to (7)

R; = P(AB|ABCD) =

_2[1—=0)pa+0(1—k)][1—0)pp+0(1—Fk)
[1—0+40(1 —Kk)][1 —60+50 (1 — k)]

6.2. Three alleles mixture

In the case of three alleles in the sample it is necessary
to assume at least two contributors to the mixture. Con-
sider alleles A, B, and C' with probabilities p4, pp, and
pc- If the victim is homozygous for allele C, we get the
same results as in the four allele’s mixture.

Assume that the victim is heterozygous with alleles A
and B and that the suspect is homozygous for allele C.
Furthermore, assume that conditions 1 to 3 are fulfilled.
Then the denominator of the formula (11) is again equal
to one, the numerator is equal to the probability of ob-
serving a person who has the allele C' and does not have
a different allele other than A, B, or C, and

R; = P(AC) + P(BC) + P(CC) =
=2papc + 2pppc + Pe - (12)

PhD Conference ’11

To include the population structure we use the formula
(7) again:

R, = P(AC|ABCC) + P (BC|ABCC) +

+ P(CC|ABCC) =

_2[A—=0)pa+6(1—k)][(1—0)pc+20(1— k)]

a 1—-0+40(1—k)][1—0+50(1—k)

2[1-0)pp+0(1—k)][(1—6)pc+260(1— k)
M—6+40(1 k)][1—9+59 =)

[(1=0)pc+30(1—k)][(1—0)pc+20(1 k)]
[ —0+40(1—F)|[l—6+50(1—F)
[(1—0) pc +20 (1 — k)]
T—0+40(1—F)]
X[(lf‘g)@pAJerB +pc)+70(1 — k)]

1= 6+56(1— k)

+

We assumed in the previous calculation that the suspect
is homozygous with alleles C'. If he is heterozygote with
alleles A and C, or B and C respectively, formula (12)
remains unchanged under conditions 1 to 3. If popu-
lation structure is included the likelihood ratio is

[(A-O)pc+01—K)]
T—0+40(1— k)]

[(1—6) (2pa + 2pB + pc) + 80 (1 — k)]

1—60+50(1—k) :

R;

7. DNA database

DNA profiles, as sequences of alphanumeric data,
allows relatively easy storage in the database. Therefore
national databases began being created in the late 1990’s
and have continued to function since then. Currently
there are three major forensic DNA databases: the Com-
bined DNA Indexing System (CODIS), which is main-
tained by the United States FBI; the European Network
of Forensic Science Institutes (ENFSI) DNA database;
and the Interpol Standard Set of Loci (ISSOL) database
maintained by Interpol.

All of these systems divide DNA database into two sub-
databases. In the crime scene database the biological
samples which are collected at the scene are stored and
in the convicted offender database genetic profiles of
persons convicted in the past are stored. These two data-
bases are compared with one another and eventual agre-
ement of profiles is examined by qualified professionals.

The type of offenses for which DNA is stored differs
among countries and states. Initially, these databases
contained only samples from violent offenders, such as
those convicted of aggravated assault, rape, or murder.
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However, the value of obtaining DNA from offenders of
less severe crimes has been recognized more in recent ti-
mes, as it has been discovered that many small time cri-
minals often become repeat offenders, and in some cases
more violent future offenders. However, the power of a
large bank of DNA samples can sometimes serve as a
deterrent. A match of DNA evidence from a crime scene
(which would then be logged in the crime scene data-
base) to one in the convicted offender database rapidly
solves the crime rapidly and efficiently, saving time, ef-
fort, and money. Conversely, the use of DNA evidence
can also immediately prove a suspect’s innocence ( [6]).

According to data from the United States in August of
2006, the crime scene database included approximately
150 000 profiles and the convicted offender database
more than 3 500 000 profiles ( [2]). The national data-
base of United Kingdom currently consists of over four
million profiles, and increases monthly by forty to fifty
thousand. The success of this approach has been con-
firmed by the increase in the number of solved crimes
from twenty-four to forty-three percent within the Uni-
ted Kingdom, since the creation of the DNA databases.

Therefore, the database system has the support of pub-
lic. From a negative standpoint, the DNA often reveals
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very sensitive, personal information and therefore it is
necessary that databases are kept confidential and are
thoroughly protected from abuse.

The Czech national database was created in 2002. After
rapid development, the database now contains approxi-
mately ninety thousand genetic profiles.
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Abstract

Covariance Matrix Adaptation (CMA) is a
stochastic optimization algorithm working in ge-
nerations with populations of solutions. It has
become the state-of-the-art in Evolution Strate-
gies (ES) in solving multidimensional, multimo-
dal and noisy optimization problems. The paper
introduces the subject of ES, details the original
version of CMA-ES. Its convenient advantages
are summarized, consisting mainly in the invari-
ance properties, as well as disadvantages, com-
posed of tuning five parameters and no time im-
provement in working with larger populations.
We give a survey of recent methods that deal
with the limitations. Also, we describe CMA-
ES based algorithm for multi-objective optimi-
zation.

1. Introduction

Evolution Strategies (ES), a subfield of Evolutionary
Algorithms (EA), are stochastic numerical optimization
methods for solving optimization problems, i.e. finding
global optimum of an objective function f : R™ — R,
this function is denoted fitness function in EA terms.
ESs put few assumptions on the objective function in
comparison to classical optimization techniques, e.g.
the function needs not be smooth, nor it makes any
assumption about the convexity and linearity of the
function. The ES works iteratively, one iteration is called
a generation. In one generation, a set (called popu-
lation) of candidate solutions to the optimization pro-
blem exists.

The population of solutions is sorted according to their
fitness values. ESs employ rank-based selection using
several schemes [1]. A (), 1) scheme samples A new in-
dividuals (offspring) in every generation from p parents,
1 best offspring are selected as parents for the next ge-
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neration and no current parent are passed to the next ge-
neration. A (A+ ) scheme also samples A offspring and
selects p best individuals as parents, however, it selects
them from the union of parents and offspring. If an in-
dividual can be put into new generation without being
mutated, then the algorithm is called elitist, thus (X, x)
scheme is not elitist in contrast to the (A 4 ) one.

Sampling of new individuals (offspring) is done by me-
ans of a mutation operator, that usually adds a Gaussian
random noise to a parent candidate solution. Formally,
given a random variable of candidate solution X € R",
a realization x(9) in generation g and m(9) is the current
favourite solution, the following equations are equiva-
lent

x9 ~m@ + oN(0, Cc) )
~m@ + N(0,02C9) 2)
~m¥ + oV CON(0,T), 3)

where A (0, C) represents a realization of multivariate
normal distribution with zero mean and symmetric po-
sitive definite covariance matrix C, which describe pair-
wise dependencies between one dimensional variables
of the search space. This distribution is called the search
distribution. ¢ is a positive value called the step size.
ESs differ in construction of m(). I stands for identity
matrix.

Adaptation of search parameters,C and o, to the opti-
mization problem is the subject of ES algorithms de-
scribed below. In this paper we give a description of
a state-of-the-art ES algorithm, the Covariance Matrix
Adaptation Evolution Strategy (CMA-ES), with its pro-
perties (Section 2). The subsequent sections deal with
modifications that enhance the algorithm in a speci-
fic way. Section 3 summarizes methods that reduce the
number of generations needed to reach the optimum. In
Section 4 it is argued that the covariance matrix should
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be proportional to the inverse of the Hessian matrix of
the fitness function. Section 5 introduces a simplified
CMA-ES algorithm that requires only two parameters
to be tuned. Section 6 reviews CMA-ES algorithms for
multi-objective optimization problems.

2. Original CMA-ES algorithm

CMA-ES employs two basic principles of the parameter
adaptation of the search distribution. The first, referred
to as derandomization, consist in deterministic increase
of probability of successful, i.e. better than its parent,
candidate solutions and search steps by maximum like-
lihood method, which is done by updating the mean of
the distribution so that the likelihood of previously suc-
cessful candidate solutions is maximized. Also the cova-
riance matrix is updated at every generation so that the
likelihood of previously taken steps is also maximized.

Second, two sequences of the successive steps are re-
corded, they are called evolution paths and are expres-
sed as a sum of consecutive steps. This summation is
referred to as cumulation. One path is concerned with
covariance matrix adaptation and the other with global
step size adaptation.

The (i, \)-CMA-ES [2] generates A offspring by

X§CQ+1) _ (x)ff) + a(’”z,(f),k =1,...,A, &
Z;g) NN(O,C(Q)) and
%
G = D2 wix? )

ier’9)

corresponds to m(9) in (1), it is the weighted mean of
the p best individuals in generation g, IS(ZI) is the set
of indices of selected individuals of generation g, with
|7 @(gl) | = u, w; sums to one over the best x individuals.

A common selection is the ordinary mean w; = 1/p.

The positive definite covariance matrix C() can
be decomposed C9) BW@DW® (B(g)D(g))T =

B (D(g))2 (B(g))T, which is eigenvalue decomposi-
tion of C(9), where B(9) is an orthogonal matrix whose
columns are normalized eigenvectors of C(¢) and D(9)

is the diagonal matrix of square roots of eigenvalues.
Thus A (0, C9)) = BODWA(0,T).

As already mentioned, C'9) is adapted by means of evo-
lution path

pt) = (1-c) p¥ + " ¢, BODW <Z>LH+1)’
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where

D Wi

/N 2’
i=1 W5

c. determines the cumulation time for p., which is rou-
ghly 1/cc, ¢ normalizes the variance of p., as (1 —

co)? 4 (¢¥)? = 1. ¢y is chosen so that under random
(g+1)

e =ve(2—co), e =

selection ¢y, (z) and zgf 1 have the same variance
and are identically distributed. Details of derivation can
be found in [2]. Finally, the covariance matrix is adapted

T
with rank-one matrix p¢ " <p£" +1)) ,

T
CUHD) = (1 cooy) - C9 + ooy - pOHY) (pggm) .

(0)
(p)']

= C@ was
shown in [3]. This explains the usage of (1 — ceoy) in
conjunction with c¢ey in (6).

Note also, that E {p&gﬂ)

The global step size ¢(9) is adapted via another evolu-

(g+1)

tion path ps where scaling with D) is omitted,

Pt = (1—co) - Y + - cu B ()T (7)

||p((jg+1) _

Xn|>7 @)

where X, = E[[[NV(0,1)[|] = V2T (Z£L) /T (2) is the
expectation of length of a A/(0,I) distributed random
vector.

do

o0 Z 50 exp [ . )
Xn

Altogether, the so called strategy parameters
Ce, Ceovs Co Ao need to be tuned, apart from the A and p.

Algorithm 1 (p, A)-CMA-ES
1: input Cc, Ceovs Cos A
2: initialize 0 = 1,p, =
N(0,1)
repeat
fori=1,...,Ado
z; + (z) + cWN(0,09)
fi = fitness(x;)
end for
sort z1,... x according to fitness
update mean (5)
update evolution paths (6) and (7)
11:  update covariance matrix (6)
12:  update o (8)
13: until termination criterion is met

3:
4
5
6:
7
8
9

10:

g=2
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Figure 1: Illustration of CMA-ES work: Adaptation of cova-
riance matrix (dashed ellipse) with sampled indi-
viduals across generations. The distribution shape
can adapt to the landscape of the optimization pro-
blem.

Fig. 1 depicts possible time development of candidate
solutions and the covariance matrix they were sampled
with.

The properties of CMA-ES were concisely described
in [4]. We will give a description of the majority of them.

Stationarity: The update equations satisfy unbia-
sedness of variations of the search and strategy para-

(9)
I

meters. Denote m9) = (x)'?. Under neutral selection

with x; ~ A (m(g), (O'(g))2 C(g)), we find that

E {m<g+1)‘m(g>} —m®,
E {C<g+1>‘c<g>} —CWw,

E [m o) |U(g>} —1no®.

Note, that the unbiasedness of In ¢ does not imply un-
biasedness for o. Actually, E [U(9+1)|0(9)} > oA
bias toward increase or decrease can cause divergence
or premature convergence, respectively, in cases when
the selection pressure is low. However, for noisy data a
controlled increase in the bias can be advantageous.

Invariance:  Invariance properties of an optimization
algorithm imply uniform performance on a class of fit-
ness functions, which allows to generalize and predict
future performance of the algorithm on different sets of
data. Generally, translation invariance is required in any
mathematical optimization algorithm CMA-ES. CMA-
ES further exhibits the invariance under the strictly mo-
notonic transformations of the fitness values, the algo-
rithm depends only on the sorted order of the fitness
function values. Also, invariance under rotation and re-
flection of the search space is preserved.

In practice, the drawback is the tuning of four parame-
ters, the selection of which was empirically studied in
the original article resulting in ad-hoc rules, but no theo-
retical studies were conducted to support them. Another
drawback of the approach is slow convergence and no
time improvement for the case of larger populations. In
the next sections, we describe algorithms that try to the
drawbacks and a CMA-ES algorithm for multi-objective
optimization is introduced.
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3. Time complexity reduction of CMA-ES

3.1. Adding higher rank information

In CMA-ES, the covariance matrix is updated in every
generation with the outer product of the evolution path
Pc, Which is a symmetrical n X n matrix of rank one.
Hansen et al. [5] argues that information contained in
larger populations can be exploited by adding a higher
rank information with term

g+ _ 1 3 K@t (K(g)Z§g+1))T

K ety

sel

S 15 e () ()

y2i
Z-GI(!1+1)

sel

)
where K9 = B@OD(), Equation (6) is modified to
C(g+1> = (1 - Ccov) : C(g) + Ceov - U(g+1)7 (10)

where

U+ =y, -platD) (pggﬂ))T+(1_awv).z<g+1)’

(11)
Qeov 18 the tuning parameter, 0 < aeoy < 1. Other
equations remain unchanged. Decreasing a.., results
in greater weight on the new higher rank information
and lower weight on the original rank one information,
while increasing a..v puts the weights vice-versa. It
has been shown in [5] that E [Z(Q‘H)} = CW, clearly
E [C(Q‘H)] = C9), therefore the coefficient (1 — ccov)
is used in conjunction with ooy in (10) and (11).

3.2. Efficient covariance matrix decomposition

Igel et al. [6] propose (1+1)-Cholesky-CMA-ES that
replaces the computationally expensive eigenvalue de-
composition of the covariance matrix with Cholesky de-
composition running the rank-one update directly on the
Cholesky factors. Given a symmetric positive definite
matrix C Cholesky decomposition puts

C=AA"T, (12)

with A the lower triangular matrix with strictly posi-

tive diagonal entries. Assume p&) = A@z(®) 7o) ~
N(0,1) in combination with (12) and (6), the Cholesky
factor A(9) can be shown to be equal to

A(g+1):CaA(g)+ L

c (1= )z
1 = -1
||z<g>||2<\/ e

> pgg)z(g)T (13)

with ¢, = /1 — ccov, for details of derivation and sug-
gested parameter setting see [6].
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The evolution path p.. is not employed here, since its up-
date would stall whenever the offspring is not success-
ful, i.e. its fitness is worse than its parent. This would
cause divergence of ¢ if the p. were long. Therefore, the
cumulative step size adaptation is replaced by a success
rule based step size control [7]. Consider psycc = ’\S;“‘
denotes the success rate, which is the proportion of in-
dividuals Ag,cc that have better fitness than its parent.
Then, the so called average success rate ps smooths the
step size o of a general (1 + \)-CMA-ES by

PYOtD = (1= ¢, )P + Copsuce (14)

=(g+1) target
ot = ¢@Wexp (;%) (15)

target
1-— Psuce

where p!arget | the target success probability, is a new
strategy parameter. The update implements the heuris-
tics that the step size should be increased if the success
rate is high and decreased if the success rate is low. The

rule is reflected in the (15), for p, > ptect, the argu-

succ
ment of the exponential is greater than zero resulting in
increase of o. For p; = pta'8°t, the argument is zero and
no change in o takes place. Finally, if p; < pt2re°t, the
argument is lower than zero which results in a decrease

of 0.

The (1+1)-Cholesky-CMA-ES inherits all invariance
properties from the original version. It reads

Algorithm 2 (1+1)-Cholesky-CMA-ES

: . target
input: pSaig ,ccov

initialize x\9) . ~ N(0,1),0 =1,A =1

parent
repeat
B pring = Xmwent + 7D ADN(0,T)

update p, (14) and o (15)
if fitness(Zofispring) < fitness(Zparent) then

(g+1) _ (9)
parent — “offspring
update A(9+1) by (13)
end if

until termination criterion is met

The difference to (1+1)-CMA-ES, see e.g. [8], is the ab-
sent Cholesky factor and its respective updates, instead
the update of C' is employed. It introduces a new stra-
tegy parameter piresh. It uses the evolution path p., it
depends on averaged success rate p,. If P, < piresn, the

update goes
P = (1-c)

b 4 Vel s (16)

Clotl) (1- ccov)C(g) + vap§9+1)p£g+1)T7 (17)
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where
(ngl)t )] .
__ “‘paren paren
Xstep - O'(g+1)
otherwise
pt =(1 — co)pl? (18)

CUTD —(1 — ¢y )C9

+ Ceov (p£g+1)p(q+1 +eo(2 - CC)C(Q))
(19)

Algorithm 3 (1+1)-CMA-ES

: . ntarget
input: peee®®, Peresh, Ces Ceov

initialize: ml()?rent, o =1p;, = p. = 0,C =
I <7:># € N(0,1)
repeat
(()%)sprin& I()ga>rent + J<g>( )N(07 C(g))
update evolution path p, (14) and o (15)

if fitness(Zogtspring) < fitness(Zparent) then

Tparent = Loffspring
if psucc < Ptresh then
update p¢ Y, €+ D) by (16), (17)
else
update pl ™V, €+ D by (18), (19)
end if
end if
until termination criterion not met

If Dy 18 high, above the threshold peresh, the update of
the evolution path is p. is stalled. This prevents excessi-
vely fast update of covariance matrix when the step size
is small. If P, is below the piresh, the p. is updated
only by exponential smoothing. In this case, the second
summand in the update of p,. is missing (in comparison
with the first case), which is compensated by the term
ce(2 — ¢.) in (19).

Suttorp et al. [9] extends the Cholesky-CMA-ES by in-
troducing the inverse of A which allows the transfor-

mation z(9) = A(g)*lpgg) for

Al LA %f@ (@) () "A ()"
Ca cal 29|
(20)
where
50 = (1- ——

/1+ 0= L2)H 2

This improves the time complexity of one generation
from O(n?) to O(n?).
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4. Approximating the Hessian of fitness function

Auger [10] argues for the idea that the original CMA-
ES does not make an optimal use of previously sampled
points, when updating the covariance matrix. A better
use of the points lies in learning the local curvature of
the fitness function. The rationale behind this is shown
on the optimization of sphere functions and then on el-
liptic functions.

Consider first the sphere functions, where the objective
is to minimize the function f,(x) = xTx. Numerical
experiments [11] showed that in ES, the optimal covari-
ance matrix is the identity matrix, which was supported
by theoretical studies that put forward dynamical step
size [12].

For elliptic functions, f.(x) = %XTHX, with positive
definite symmetric matrix H, the optimization problem
is solved by variable change that will turn the problem
into the sphere one. The matrix H can be decomposed
using eigenvalue decomposition H = PA2PT with
orthonormal matrix P with the eigenvectors of H as co-
lumns and diagonal matrix A of square roots of eigenva-
lues of H. If we let W = A~!PX, then it is easy to see
that fo(W) = fs(X) and that the mutation operator (1)
with C = (1H)~! transforms Wy into W +o N (0, ).
If we consider I is the best choice for the covariance
matrix for the sphere problem, then (%H)_1 is the best
choice for the covariance matrix for the elliptic problem.

Given that the gradient and the Hessian of the objective
function exist, they can be locally approximated by Ta-
ylor series of second order resulting in elliptic equation.
Suppose we want to approximate the Hessian matrix in
point X, we have a set of N points x;,j..., N in the
vicinity of xg their fitness values, the gradient V and the
Hessian matrix H can be found by solving linear least
squares problem

N

VGR‘AHEIIeIRdxd ; {f(xi) — f(x0) — (x; —x0)TV

1 2
3 (x; —x0)" H (x; — %0)

2

The unknowns are V (d elements) and H (d(d + 1)/2
elements). If we have more than d(d + 3)/2 sam-
ple points, the overdetermined linear system of equati-
ons corresponding to (21) can be solved by means of
pseudo-inversion with the cost of O(d®). Note that for
elliptic functions the least square value reaches 0, thus
V and H can be determined exactly. For non-elliptic
functions, the minimum is non-zero. Therefore, a metric
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for determining the quality of approximation was deve-
loped in [10].

The proposed algorithm is (1, \)-LS-CMA-ES, ¢ is up-
dated as in the original version. The Hessian matrix is
calculated every n,pq iterations. If the approximation is
sufficient, then the covariance matrix is updated by

1 -1
+1) _ (9)
cloth) — <§Hf > , (22)

where H;g) is the Hessian matrix in generation g. In
the next n,pq generations, this matrix is used without
updates and only the step size gets updated. If the ap-
proximation is poor, the update switches to the mode of
standard CMA-ES for the next n,pq generations.

5. Simplified CMA-ES

The article [13] proposes a radical simplification of the
covariance learning rule and the o-self-adaptation ap-
proach. The new algorithm is called Covariance Mat-
rix Simplified Adaptation Evolution Strategy (CMSA-
ES). Both the evolution paths with exponential smoo-
thing are not considered now. For each individual in the
(9) is generated by log-

i

population, a mutation strength o
normal rule

059“'1) =5Wexp[rN(0,1)],i=1,...,), (23)

with 7(9) the mean of UEQH)

direction vector s; is generated

and a correlated random

st — N(0,C9), (24)
resulting in an offspring

X7t = () [+ oS (25)

The matrix s+ is formed from row vectors sz(-gH).
The covariance matrix is updated by

CUHD) = (1 = Ceor) C9 + cpys9tY (3(g+1>)T_

(26)
Here, only two parameters (cqov,7) needs to be tuned
for which the authors provide hints. The empirical re-
sults showed that for large population sizes, original
CMA-ES is outperformed by CMSA-ES in terms of
number of generations needed to converge to (near) op-
timal solution.
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6. CMA-ES for multi-objective optimization

Multi-objective optimization (MO) is concerned with
optimizing several, often conflicting, criteria. The ar-
ticle [8] studies the usage of CMA-ES in MO preserving
invariance properties of CMA-ES.

In MO, m fitness functions f1, ..., f;, , forming an ob-
jective vector f(z) = (f1(x), ..., fm(x))", are mini-
mized. Given solutions x,x’ € R™ exist, we say x do-
minates X, written as x < x" iff Vi € {1,...,m} :
fi(x) < fi(x') and 3i € {1,...,m} : fi(x) < fi(x)).
The elements of a (Pareto) set Qx = {x|x € R" Afx e
R™: x' < x} are not dominated by any element and are
called Pareto-optimal. The Pareto set (Qx forms a Pareto
front f(x),x € Qx. Given no additional information,
no Pareto-optimal solution can be said to be superior to
any other. The goal of MO is to find a diversified Pareto
set.

MO-CMA-ES ranks the individuals based on the level
of non-dominance, which is inspired by the NSGA-II
algorithm [14]. To rank individuals on the same level,
two additional criteria were developed: the first is the
crowding-distance, which provides an estimate of the
density surrounding the non-dominated solution. It gives
higher rank to individuals contributing more to the diver-
sity of the objective vector. The second is the method of
contributing hypervolume, which ranks best those indi-
viduals that contribute most to the hypervolume of the
Pareto front. Both the secondary criteria cause that the
resulting is not invariant to order-preserving transfor-
mation of fitness function.

The algorithm for multiobjective optimization is re-
ferred to as A\pro X (1+1)-MO-CMA-ES. It contains a po-
pulation of Ayjo elitist (1+1)-CMA-ES, described previ-
ously in Algorithm 3. In every generation, each indivi-
dual k,k = 1,..., Apro generates one offspring. The
step size and covariance matrix of each offspring and its
parent are updated according to the (1+1)-CMA-ES. All
the parents and offspring are put in a set R(9), which
ranks them and selects A\yo individuals as parents for
the next generation. Ranking, line 14 in the subsequence
algorithm, is based on non-dominace in the first place,
and crowding-distance or contributing hypervolume in
the second place.
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Algorithm 4 Ao x(1+1)-MO-CMA-ES

: N 7 t
1: 1nput: pstalrc%e y Ptresh Ccovs Ces

2: intialize: zpar ks ~ N(0,I),Cr =L p. =0

3: repeat
4: fOl‘k’Zl,...,)\ModO
s allh~ NEDE)
6 findk = ﬁtness(xi(g()i’k)
7: Jpark = ﬁtness(xéi)rcnmk)
8:  end for
9. RY = {finak, foarkll <k < Amo}
10: fork=1,..., \mo do
11: update o of ﬂci(g()hk using (14) and (15)
12: update o of xéga)r_’k using (14) and (15)
13:  end for
14: if find,k < fpar,k then
15: Tparent — Loffspring
16: if Doyee < Piresh then
17: update C*V by (16), (17)
18: else
19: update C*V by (18), (19)
20: end if
21:  endif
22:  select Ayio individuals as parents for the next ge-
neration

23: until termination criterion not met

7. Summary

This work surveyed Covariance Matrix Adaptation, the
state-of-the-art stochastic optimization method in Evo-
lution Strategies. The algorithm was described with a
discussion of its pros, above all the invariance proper-
ties, and cons, particularly a number of strategy para-
meters and almost no time improvement for large popu-
lation. Several modifications were briefly described.

The CMSA-ES reduces the number of tuning parame-
ters. Time complexity was reduced by modifications
based on less time consuming decomposition of cova-
riance matrix. LS-CMA-ES updates the covariance mat-
rix by approximating the Hessian of the fitness function.
Finally, a variant for multi-objective optimization was
introduced.

The next work lies in a wider study of the CMA-ES
based algorithms and enhancing the algorithm with new
properties. Currently, we search to incorporate the co-
pula approach [15]. Also we study the response surface
methodology [16] to be applied in CMA-ES.
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Abstract

In dynamic classifier aggregation, the fuzzy
integral is used often as an aggregation operator.
As the fuzzy measure of the integral, Sugeno A-
measure (which belongs to a more general class
of 1-decomposable fuzzy measures) is used
most often. However, there is usually no explicit
reason why this particular measure is used, and
moreover, the measure cannot model the simila-
rities of the individual classifiers in the team. In
this paper, we show that | -decomposable me-
asures are not appropriate for classifier combi-
ning, and we introduce the Interaction-Sensitive
Fuzzy Measure (ISFM), designed specifically
for classifier combining. The experiments with
3 different classifier systems on 26 benchmark
datasets show that ISFM outperforms the Su-
geno A-measure in most cases.

1. Introduction

This paper is an extension of [1], in which we introduced
the Interaction-Sensitive Fuzzy Measure. In this paper,
we discuss the ISFM in more detail and perform more
experiments.

Classifier combining methods are a popular tool for im-
proving the quality of classification. Instead of using just
one classifier, a team of classifiers is created, and the
predictions of the team are combined into a single pre-
diction [2—4]. There are two main approaches to classi-
fier combining: classifier selection (where a single clas-
sifier from the team is selected for prediction according
to some criterion) and classifier aggregation (where the
outputs of the classifiers are aggregated into a single pre-
diction). Classifier combination can be either static, i.e.,
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the combining process is the same for all patterns, or dy-
namic, where the combination process is adapted to the
currently classified pattern [5-9].

One of the popular aggregation operators is the fuzzy in-
tegral [2,10-12]. The fuzzy integral aggregates the out-
puts of the individual classifiers in the team with respect
to a fuzzy measure, representing the classification confi-
dences. Fuzzy measure is a generalization of the additive
probabilistic measure, where the additivity is replaced
by a weaker condition, monotonicity — this gives us a
tool which can model interactions between different ele-
ments of the fuzzy measure space. However, due to the
lack of additivity, the fuzzy measure needs to be defined
on all subsets of the fuzzy measure space, resulting in
2" defining values for finite cases, where r is the size of
the universe. There are several approaches to overcome
this weakness: symmetric fuzzy measures [10], for which
the value of the measure depends only on the num-
ber of elements in the argument, and _L-decomposable
fuzzy measures, including Sugeno \-measure [10, 11],
for which the fuzzy measure values are computed from
the fuzzy measure values for the singletons (called fuzzy
densities) using a fixed t-conorm L. However, since the
value of a set of elements is computed only using the
fuzzy densities of its elements and a fixed L, the simila-
rity of the elements in the set is not taken into account,
and the ability to model interactions between different
elements of the fuzzy measure universe is limited.

In the literature of classifier aggregation, fuzzy integral
is usually used with Sugeno A\-measure. There is usually
no explicit reason for the choice of this measure other
than its simplicity. Sugeno A-measure is a special case of
a | -decomposable fuzzy measure, and as such, it cannot
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model similarities between the individual classifiers, and
thus the contribution of using fuzzy integral is unclear.

In classifier aggregation, we usually try to create a team
of classifiers that are not similar. This property is called
diversity [13]. There are many methods for building a
diverse team of classifiers [3, 14—16]; however, the team
always contains classifiers that are similar. If we use
the fuzzy integral with a symmetric or _L-decomposable
fuzzy measure, we are not able to incorporate the diver-
sity into the measure (and thus to the aggregation pro-
cess), because the fuzzy measure of a union of two sets
is a function only of the fuzzy measures of the two sets,
regardless of the similarity of the elements in the sets.

To overcome this weakness, we have introduced an
Interaction-Sensitive Fuzzy Measure (ISFM) [1], which
is defined using the fuzzy measure values for the sin-
gletons (fuzzy densities), and the similarities of the ele-
ments in the universe. If the fuzzy measure space corre-
sponds to the team of classifiers, the fuzzy measure
incorporates both the classification confidence (fuzzy
densities), and the diversity of the team of classifiers
(mutual similarities of the classifiers). Using ISFM in
fuzzy integral as an aggregation operator in classifier
aggregation, the aggregation process involves all the im-
portant properties: the predictions of the classifiers, the
classification confidences, and the diversity of the team.

Our preliminary experiments with ISFM used with the
Choquet integral in Random Forest ensembles have
shown that ISFM outperforms Sugeno A-measure [1]. In
this paper, the results of a more profound investigation
are reported, and the experiments have been extended to
cover the Sugeno integral and also other classification
models, namely ensembles of k-Nearest Neighbor clas-
sifiers [17] created by bagging [14] and ensembles of
Quadratic Discriminant Classifiers [17] created by the
Multiple feature subset method [18].

The paper is structured as follows. In Section 2, we brie-
fly summarize the formalism of classification, classifi-
cation confidence, and classifier combining. Section 3
describes fuzzy measures, fuzzy integrals, and their use
in classifier aggregation. In Section 4, we introduce the
ISFM, and in Section 5, we experimentally compare the
performance of the ISFM to the performance of the Su-
geno A-measure. Section 6 then summarizes the paper.

2. Classifier Combining

In this section, we recall the formalism of dynamic clas-
sifier combining, proposed in [5]. Throughout the rest of
the paper, we use the following notation. Let X C R"
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be a n-dimensional feature space, let Cq,...,Cny C X,
N > 2 be disjoint sets called classes. A pattern is a
tuple (Z, cz), where & € X are features of the pattern,
and ¢z € {1,..., N} is the index of the class the pattern
belongs to. The goal of classification is to determine the
class a given pattern belongs to, i.e., to predict cz for
unclassified patterns. We assume that for

every ¥ € X, there is a unique classification cz, but
since it is usually not known, we will sometimes refer to
a pattern only as 7 € X.

Definition 1 The term classifier denotes a map-

ping ¢ : X — [0,1]N, ie, for ¥ €
X, (@) = (nm@),...,yn(&)). The components
(M (Z),...,yn (X)) are called degrees of classification

(d.o.c.) to each class.

The d.o.c. to class C; expresses the predicted extent to
which the pattern belongs to class C;. The prediction
of ¢z for an unknown pattern Z is done by converting
the continuous d.o.c. of the classifier into a crisp output
¢ (F) = argmax;—1,___n i(Z) if there are no ties, or
arbitrarily as ¢(°") (%) € argmax;—;,__n (%) in the
case of ties.

2.1. Classification Confidence

In addition to the classifier output (the d.o.c.), which pre-
dicts to which class a pattern belongs, we will work with
the confidence of the prediction, i.e., the extent to which
we can “trust” the output of the classifier.

Definition 2 Let ¢ be a classifer and kg : X — [0,1].
Then kg is called a confidence measure and for T € X,
ke(Z) is called classification confidence of ¢ on Z.
A confidence measure is called static if it is a constant
of the classifier, and dynamic otherwise.

The higher the trust in the classification, the closer
ke(Z) is to 1. Static confidence measures evaluate the
classifier as a whole and they are usually computed
on a validation set after the classifier is trained. The
methods include accuracy, precision, sensitivity, resem-
blance, etc. [17, 19]. For example, the Global Accuracy

confidence measure is defined as:
> (@) = cp)

(GA) _ (Ficq)€V

¢ VI ’
where V C X x {1,..., N} is the validation set and [

denotes the indicator operator, defined as I (true) = 1,
I(false) = 0 (we will use the notation in the rest of the

paper).

e))
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Dynamic confidence measures [5-9, 20] adapt to the
currently classified pattern and predict the local quality
of the classification for the particular pattern (Z, cz). An
example of a dynamic confidence measure is the Eucli-
dean Local Accuracy (ELA):

e )I(¢(”‘)(Q') = ¢y)

ELA), - ¥,cq)EV(Z

sy @) = T e
where V(Z) C V is the set of validation patterns belon-
ging to some kind of neighborhood of & (for example
k nearest neighbors under Euclidean metric).

2.2. Classifier Systems

In classifier combining, instead of using just one classi-
fier, a team of classifiers is created (sometimes called an
ensemble of classifiers), and the team is then aggrega-
ted into one final classifier. If we want to utilize classifi-
cation confidence in the aggregation process, each clas-
sifier must have its own confidence measure defined.

Definition 3 Let » € N, r > 2. Classifier team is
a tuple (T', ), where T' = {1, ..., ¢} is a set of clas-
sifiers, and IC = {Kg,,...,Ke,} is a set of correspon-
ding confidence measures.

If a pattern Z is submitted for classification, the team
of classifiers returns information of two kinds — outputs
of the individual classifiers (a decision profile [21]), and
classification confidences of the classifiers on & (a con-
fidence vector).

Definition 4 Let (T', KC) be a classifier team and let T €
X. Then the decision profile of (I', K) on T is a matrix
(%) € [0,1]7*N,

#1(%) M,1(E)  m,2(F) 71, (%)

¢2(Z) 72,1(Z)  72,2(%) v2,n ()
r@=| . |= :

#r(Z) Y@ vr2(@) Yr,N (%)

(©)
and the confidence vector of (I', K) on & is a vector
K(z) € [0,1]",

)
)

K, (
Ko (

8 8

)

8

K, (

After the pattern & has been classified by all the classi-
fiers in the team, and the confidences have been com-
puted, these outputs have to be aggregated using a team
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aggregator. A classifier team with an aggregator will be
called a classifier system, which can be also viewed as
a single classifier.

Definition 5 Ler (T', K) be a classifier team, and let A :
[0, 1]™N % [0,1]" — [0, 1] The triple S = (T', K, A)
is called a classifier system and A is called a team ag-
gregator. We define an induced classifier of S as a clas-
sifier ®:

o(7) = AT(7), (7)) = (n (&), ..., (7))

An example of an aggregation operator is the mean va-
lue, which defines the aggregated d.o.c. to class j as the
arithmetic mean of the d.o.c. to class j given by the in-
dividual classifiers in the team:

'Z Yi.j ()
%(F) = ———— &)

We can distinguish three types of classifier systems:
confidence-free (which do not utilize the classification
confidence at all), static (which use only static classi-
fication confidence), and dynamic (which use dynamic
classification confidence, i.e., the aggregation is adap-
ted to a particular pattern). In this paper, we are mainly
interested in dynamic classifier systems.

Many aggregation operators have been studied in the li-
terature: simple arithmetic operations (voting, sum, ma-
ximum, minimum, mean, weighted mean, weighted vo-
ting, product, etc., [21]), probability-based approaches
(e.g., product rule [21], Dempster-Shafer fusion [21]),
and fuzzy logic methods (fuzzy integral [12], decision
templates [12,21]). Our key interest in this paper lies in
studying dynamic classifier aggregation using the fuzzy
integral, which is described in the following section.

3. Fuzzy Integral, Measures and Similarity

Fuzzy integral [10, 11, 22] is an aggregation operator,
based on a fuzzy measure (sometimes called capacity),
which is a generalization of the additive measure, such
that the additivity is replaced by a weaker condition
— monotonicity. Several definitions of a fuzzy integral
exists in the literature — among them, the Choquet inte-
gral and the Sugeno integral are used most often. In this
section, we briefly summarize the basic definitions, and
we show how the fuzzy integral can be used in classifier
aggregation. For simplicity reasons, we restrict oursel-
ves to the discrete case, and to functions in [0, 1].
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Definition 6 A fuzzy measure p on a set U =
{u1,...,u,} is a function on the power set of U, 1 :
PU) — [0,1], such that:

1. p(®) =0, w(U) = 1 (boundary conditions)
2. AC B = u(A) < u(B) (monotonicity)

As the universe ¢/ will correspond to the set of classi-
fiers in the team, we use r to denote the universe size
(cf. Sec. 3.1). We can now define the Choquet integral,
which is a generalization of the classical probabilistic in-
tegral (for additive measures, it reduces to the Lebesgue
integral, i.e., weighted mean in the discrete case), and
the Sugeno integral. As there is no generally accepted
definition of a fuzzy integral [10, 23], we restrict oursel-
ves to the Choquet and Sugeno integrals in the rest of
the paper.

We will use the following notation. Let f : U =
{ug,...,ur} = [0,1], f(uw;)) = fi, i =1,...,r. Then
< - > indicates that the indices have been permuted,
such that 0 = foos < fegs < -2 < fors < 1. Mo-
reover, Ac;> = {u<i>,...,u<r>} denotes the set of
of elements of U corresponding to the (r — i) highest
values of f.

Definition 7 Let u be a fuzzy measure on U. Then the
Choquet integral of a function f : U — [0,1], f(u;) =
fi, i =1,...,r, with respect to y is defined as:

(C)/fd,u = Z(f<i> = f<im1>)u(Acis). (6)
i=1

Definition 8 Let i be a fuzzy measure on U. Then the
Sugeno integral of a function f : U — [0,1], f(u;) =
fi, i=1,...,r, with respect to y is defined as:

(S) / fdp= I?:Tfilf’(min(f<i>-, w(A<is)). N

3.1. Fuzzy Integral in Classifier Aggregation

In classifier aggregation, the universe ¢/ corresponds to
the set of classifiers I' in the team, ie., U = ' =
{¢1,...,¢,}. For ¥ € X, the individual columns of the
decision profile I'(%) are integrated using the fuzzy in-
tegral, i.e., the aggregated d.o.c. to class j is defined as

M@=/Rﬂm ®)

where [ is a fuzzy integral, T, ; is the j-th column of I
(d.o.c. to class C}), and p is a fuzzy measure on I'. The
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fuzzy measure p represents the importance of a particu-
lar set of classifiers used in the integration (u(A<;s)
represents the importance of the classifiers correspon-
ding to the (r — ¢) highest d.o.c.). Usually, « somehow
depends on the confidence vector /().

3.2. Important Types of Fuzzy Measures

The behavior of the fuzzy integral depends heavily on
the considered fuzzy measure. As the definition of a
fuzzy measure is very general, it gives us a lot of free-
dom when defining a fuzzy measure. However, to define
a general fuzzy measure in the discrete case, we need to
define all its 2" values, which is usually very complica-
ted. To overcome this weakness, approaches which do
not need all the 2" values have been developed [10, 11].

3.2.1 Additive Measures:

Definition 9 Fuzzy measure j on U is called additive,
if u(AU B) = p(A) + u(B) for disjoint A, B C U.

Additive measures correspond to the classical probabi-
listic measures. The measure is defined only using the
values for the singletons, p({u;}), i = 1,...,r (called
fuzzy densities), and all the remaining values are compu-
ted using the additivity condition. However, such mea-
sure cannot model interaction between the elements of
the fuzzy measure space (which in particular implies
that the diversity of the team of classifiers cannot be ta-
ken into account in the aggregation). Choquet integral
with an additive measure reduces to the weighted mean.

3.2.2 Symmetric Measures:

Definition 10 Fuzzy measure p onU is called symmet-
tic, if for A,B C U, |A] = |B| = u(A) = u(B)
i.e., its value depends only on the cardinality of the ar-
gument, pi(A) = g(|Al).

We can choose any nondecreasing function g, such that
g(0) = 0 and g(r) = 1 to model the importance of
a set of r elements. If a symmetric measure is used in
Choquet integral, the integral reduces to the Ordered
Weighted Average operator [10]. However, symmetric
measures assume that all the classifiers have the same
importance, and thus not only symmetric fuzzy mea-
sures do not take similarities of the classifiers into ac-
count, but moreover, the resulting aggregation scheme is
confidence-free, i.e., the classificatoin confidence does
not influence the aggregation. As we deal with dynamic
classifier systems only, we do not take symmetric mea-
sures into account in the rest of the paper.
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3.2.3 | -decomposable Measures:

Definition 11 Let p be a fuzzy measure on U and let 1
be a t-conorm. Then i is called 1 -decomposable, if for
disjoint A, B C U,

(AU B) = u(A) L p(B). ©)

1 -decomposable measures need only the r fuzzy densi-
ties and all the other values are computed using the
formula (9). Particular cases of | -decomposable fuzzy
measures are additive measures (L being the bounded
sum), and the Sugeno A\-measure [10, 11], defined as

(AU B) = p(A) + (B) + Au(A)u(B), (10

for disjoint A, B € U, and some fixed A > —1. The va-
lue of A is computed as the unique non-zero root greater
than —1 of the equation

Al= [ +re{u}), (11)

i=1,...,r

if the densities do not sum to 1. If they do sum to 1,
A = 0 and the fuzzy measure is additive.

The Sugeno A-measure is used most often in classi-
fier aggregation using fuzzy integral (with the fuzzy
densities corresponding to the classification confiden-
ces, ({u;}) = kg, (Z)). However, its use is usually not
supported by any arguments and it is basically selected
because of its simplicity.

A strong weakness of any |-decomposable measure
(and Sugeno A-measure in particular) is that it cannot
model the interaction (similarities) between the classi-
fiers, because the fuzzy measure value of a set of two
(or more) classifiers is fully determined by the formula
(9) with a fixed L. Therefore, the diversity of the team
of classifiers cannot be taken into account in the aggre-
gation (as in the case of additive measures).

To overcome the weaknesses of the methods presented
above, we have defined an Interaction-Sensitive Fuzzy
Measure (ISFM) [1], which is defined not only using the
fuzzy densities, but also using mutual similarities of the
classifiers in the team. The method is described in the
following section, but prior to that, we formally define
the concept of a similarity [24].

3.3. Similarity of Classifiers

Definition 12 Let A be a t-norm and let S : U x U —
[0,1] be a fuzzy relation. S is called a similarity with
respect to A if the following holds Va,b,c € U:
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e S(a,a) = 1 (reflexivity)
o S(a,b) = S(b,a) (symmetry)
e S(a,b) A S(b,c) < S(a,c) (transitivity w.rt. A)

In the context of classifier combining, we will work with
similarity of classifiers in particular, which, for classi-
fiers ¢y, ¢;, will be measured empirically as the propor-
tion of equal crisp predictions on the validation set V),

S 1 @) = 67 (@)
(F,cq)€V

S(ow, o) =

12
v (12)

The relation (12) is a similarity with respect to
Lukasiewicz t-norm Ay, but it is not a similarity with
respect to standard or product t-norms Ag, Ap.

4. Interaction-Sensitive Fuzzy Measure and its Use
in Fuzzy Integral

Methods for constructing a team of classifiers usually
try to create a team which is both both accurate and di-
verse [2,3,13]. Diversity of the classifiers in the team is
a key property in classifier combining, since if the clas-
sifiers are very similar, the classifier combining cannot
improve the classification quality.

Fuzzy measures represent a convenient tool to work with
the diversity of the team. As p1(A<;s ) are computed for
i=r,...,1,1e., in ¢-th step, classifier ¢;> is added to
the set of classifiers Ac;11> = {P<itis>, -y Pr> s
we can influence the increase of the fuzzy measure —
if ¢~;~ is similar to the classifiers in A-;41>, the in-
crease in the fuzzy measure should be small (since the
importance of the set A.;~ should be similar to the im-
portance of the set A<;+15), and if ¢, is not similar
to the classifiers in A~; 41>, the increase of the fuzzy
measure should be large.

1 -decomposable fuzzy measures (and in particular ad-
ditive measures and Sugeno A-measure) cannot model
such interactions between the classifiers, because they
are defined only using the fuzzy densities and a fixed
L. Therefore, we propose an Interaction-Sensitive Fuzzy
Measure (ISFM), which incorporates the similarities of
the classifiers in the team, defined using the following
recursive definition.

Definition 13 Let U = {uy,...,u,} be a universe, let

S be a similarity w.rt. a t-norm A, s;; = S(u;, u;),
let k; € [0,1], ¢ = 1,...,r denote the importance
(weight) of w;, and let Acis = {ucis,...,ucrs},

ICS Prague



David Stefka

ISFM in Dynamic Classifier Aggregation: an Experimental Comparison

Acry1s> = 0, where < - > denotes index ordering ac-
cording to some f : U — [0, 1], such that 0 < fo15 <
coo < feps < 1.

Let i : P(U) — RY, such that

a® =0 13)
(Acrs) = i({u<r>}) = har> (14)
Acis) = i({ucis, - ucrs}) = 15)

= (A1) + (1 - kﬁzlrlaj{l S<i> <k>)R<i>
(16)
fori=r—1,...,1, a7

andVX CU, X £ Ais,i=1,...,m,

(X)) = i(A<gs>), (18)
where g =min{i =r+1,...,1|Ac;> C X}.
The mapping ") : P(U) — [0, 1], defined as

RUTE S 1C.S B L[5S R

(Axs)  aMU)’

is called an Interaction-Sensitive Fuzzy Measure
(ISEM) on U with respect to f.

For the fuzzy integration itself, only the values for
Acis, 1 =1,...,r (15-17) are needed, the remaining
values (18) represent an extension to the whole power
set and are needed only for ;) to be properly defined.
(19) represents a normalization of 1 to [0,1].

The definition is general and can be used also in other
applications than classifier combining. In classifier com-
bining, i = I is the set of classifiers, k;, = K4(Z) are
the classification confidences, f = I', ; is the j-th co-
lumn of the decision profile, and S denotes the similarity
of classifiers (12). The following proposition shows that
D is well-defined.

Proposition 1 p'D is a fuzzy measure on U.

Proof: The boundary conditions follow directly from
the definition of ). Let X C Y C U. Then
gx = min{i = r+1,...,1|Ac;s C X} > gy =
min{i = r+1,...,1]A<;~ C Y}, and thus, u(X) =
M(I)(A<qx>) < M(I)(A<qy>) = N(I)(Y)’ which pro-
ves the monotonicity. n

In (16), maxy_, | S<i> <k> incorporates the diver-
sity of the team of classifiers into the fuzzy measure.
The following proposition shows that if for some i,
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the i-th classifier is totally similar to some other clas-
sifier in A_; 41>, then (¥) does not increase, and if it is
totally unsimilar to all classifiers in A<;;1>, the incre-
ase in the fuzzy measure is maximal.

Proposition 2 Lez i1) be an ISFM onU w.rt. f : U —
[0,1], and let i € {1,...,r — 1}. Then the following
holds

1.3k e {i+1,...,1} scis<chs = 1 =
M(I)(A<i>) = H(I)(A<i+1>)
2Vk € {i+1,....;r} scischs> = 0 =

P (Acis) = p D (Acivrs) + reis /AU)
Proof: Trivially from (16) and (19). ™

The following proposition describes an extreme case,
in which all the classifiers are totally similar (the mea-
sure in the integral behaves like a constant measure and
Choquet and Sugeno intergrals reduce to the maximum
value).

Proposition 3 Let ') be an ISFM onlUd w.rt. f - U —
[0,1], f(ui) = fi, and let Vi,j € {1,...,r}, i #
J, si,j = L. Then VX CU

LVeke{l,...;r} gD (Ags) =1

2.3k e{l,....r} Agps C X = uD(X) =1

3VEke{l,....;r} Acp> € X = pD(X) =0

4.(C) [ fdu™ = (S) [ fdp) = max]_, f;
Proof: (1) follows directly from (15-17) and (19); (2),

(3) from (18) and (4) is an application of the measure to
the definition of Choquet and Sugeno integrals. n

Another extreme case is that all the classifiers are to-
tally unsimilar (the measure in the integral behaves like
an additive measure and the Choquet integral reduces to
the weighted mean).

Proposition 4 Let i1) be an ISFM onU w.rt. f : U —

[0,1], f(u;)) = fi, and let Vi,5 € {1,...,r}, i #
7, 8i,; = 0. Then the following holds:

Lk e {1,...,rt pD(Agys) = Ziztlisi>

) @D
Xk R<i>
Zf:l R<i>
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§
1=1F<i>

2.(0) [ fdut" =
Proof: (1) follows directly from (15-17) and (19). (2)
is an application of the measure to the definition of the
Choquet integral. n

5. Experiments

To experimentally compare the ISFM-based approach
with the Sugeno A-measure approach, we designed three
different classifier systems:

e Random Forest ensemble [16]. In our experi-
ments, we used r = 20 trees.

e Ensemble of k-Nearest neighbor classifiers [17]
created by bagging [14]. In our experiments, we
used r = 20 classifiers in the team with & = 5.

e Ensemble of Quadratic discriminant classifiers
[17] created by the multiple feature subset me-
thod [18]. Each classifier was trained only on a
subset of features. For datasets with n < 5 di-
mensions, all possible subsets (feature combinati-
ons) in the MFS were used. For higher dimensio-
nal datasets, 32 subsets of features were selected

by bagging.

To compute the classification confidence, we used the
ELA method (2). The number of neighbors was set
based on the size of the dataset to £k = 5 (< 500 pat-
terns), k = 10 (501 — 1000 patterns), or k = 20 (> 1000
patterns). The values of the parameters were set based on
preliminary testing, no optimization or fine-tuning was
done. As aggregation operators, we used the following

o Weighted mean — representing the baseline (spe-
cial case of the Choquet integral with additive me-
asure)

e Choquet integral with the A\-measure
e Choquet integral with the ISFM

e Sugeno integral with the A-measure
e Sugeno integral with the ISFM

e Single best (for reference) — mean error rate of the
classifier with lowest error rate selected in each
crossvalidation run, representing the “worst-case”
scenario

e Oracle (for reference) — the theoretical “best-
case” scenario, which, for a given pattern, gives
correct prediction if and only if any of the classi-
fiers in the team gives correct prediction
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The methods were implemented in the Java program-
ming language and the experiment was performed on
7 artificial and 19 real-world datasets with varying size,
dimensionality, and class count (due to numerical insta-
bilities of the QDC model, we had to leave out three
real-world datasets for the QDC ensemble). The proper-
ties of the datasets are shown in Table 1. We used 10-fold
cross-validation to measure the performance of the me-
thods (8 folds for training set, 9th fold for validation
set, 10th fold for testing set, with cyclic shift). The va-
lidation set was used to compute the classification con-
fidence and the similarity of the classifiers in the team,
and the testing set was used to compare the results of the
methods. The mean value and standard deviation of the
error rate were measured. We also measured statistical
significance of the results (at 5% confidence level by the
analysis of variance using Tukey-Kramer method).

Table 1: Properties of the datasets used in the experiments.

Dataset ‘ ref. I size I classes I dimensions
Artificial
clouds [25] | 5000 2 2
concentric [25] | 2500 2 2
gauss 3D [25] | 5000 2 3
gauss 8D [25] 5000 2 8
ringnorm [26] 3000 2 20
twonorm [26] | 3000 2 20
waveform [26] | 5000 3 21
Real-world
balance [26] 625 3 4
breast [26] 699 2 9
glass [26] 214 7 9
iris [26] 150 3 4
letter-recg. [26] | 20000 26 16
pendigits [26] | 10992 10 16
phoneme [25] 5427 2 5
pima [26] 768 2 8
poker [26] | 4828 3 10
satimage [25] | 6435 6 4
segmentation | [26] | 2310 7 16
sonar [26] 208 2 60
texture [25] 5500 11 10
transfusion [26] 748 2 4
vehicle [26] 946 4 18
vowel [26] 990 11 10
wine [26] 178 3 13
wineq-red [26] 1600 3 11
wineg-white [26] 4898 3 11
yeast [26] 1484 4 8
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Table 2: Random Forest: The i, j-th element of the table shows the number of datasets in which method ¢ obtained lower mean
error rate than method j. The number in parentheses, if present, shows the number of datasets for which the improvement
was statistically significant (excluding Oracle). The last column shows the number of datasets for which a given method
was better than all the other methods (excluding Oracle).

| } superior to — || SB | WMean | CI-\ | CI-ISFM | SI-\ | SI-ISFM | Oracle || all |

SB - 0 (D) 0 (D) 0 0 0
WMean 26 (16) - 12 (3) 3 1265 5 0 1
) 25 (16) 14 N 5 14 3 0 1
CI-ISFM 26 (18) 23 21 5) - 195 16 0 11
ST-A 25 (17) 14 12 6 - 3 0 7
SLISFM 26 (18) 21 18 (3) 10 18 (4) - 0 9
Oracle 26 26 26 26 26 26 - 26

Table 3: k-NN ensemble: The 4, j-th element of the table shows the number of datasets in which method 7 obtained lower mean
error rate than method j. The number in parentheses, if present, shows the number of datasets for which the improvement
was statistically significant (excluding Oracle). The last column shows the number of datasets for which a given method
was better than all the other methods (excluding Oracle).

I } superior to — || SB | WMean | CI-\ | CI-ISFM | SI-A | SI-ISFM | Oracle “ all |

SB - 7 3 2 2 2 0 0
WMean 19(1) - 3 4 3 3 0 0
CI-X 23(3) 23 - 10 17 11 0 9
CIISFM 246) | 223) | 16 - 19 (1) 14 0 10
ST\ 25(2) | 23(1) | 11 7 N 3 0 2
STISFM 248 | 233) | 15 12 18 (1) - 0 7
Oracle 26 26 26 26 26 26 - 26

Table 4: QDC ensemble: The i, j-th element of the table shows the number of datasets in which method ¢ obtained lower mean
error rate than method j. The number in parentheses, if present, shows the number of datasets for which the improvement
was statistically significant (excluding Oracle). The last column shows the number of datasets for which a given method
was better than all the other methods (excluding Oracle).

| J superior to — || SB | WMean | CI-\ | CI-ISFM | SI-A | SI-ISFM | Oracle ” all |

SB - 3 6 4 7 3 0 1
WMean 15 (8) N 12 2) 2 13 (2) 4 0 0
CI-A 17 (6) 11 - 5 14 (1) 7 0 3
CI-ISFM 90®) | 21@) | 1905) - 19(3) 11 0 10
SIA 16 (3) 10 9 4 - 7 0 1
STISFM 200 | 19@) | 16(5 12 16 (5) - 0 8
Oracle 23 23 23 23 23 23 N 23
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To compare the methods in general, we measured the
number of datasets in which a given method outperfor-
med other methods, the results are shown in Tables 2—4.

As our main goal in this experiment was to com-
pare ISFM with Sugeno A-measure, we can say the
following. For the Random Forests with Choquet in-
tegral, ISFM outperformed A-measure on 21 datasets
(5 times significant), with Sugeno integral on 18 data-
sets (4 times significant), out of 26 datasets total. For the
k-NN ensemble with Choquet integral, ISFM outperfor-
med A\ measure on 16 datasets (none significant), with
Sugeno integral on 18 datasets (once significant), out of
26 datasets total. For the QDC ensemble with Choquet
integral, ISFM outperformed A measure on 19 datasets
(5 times significant), with Sugeno integral on 16 datasets
(6 times significant), out of 23 datasets total.

Generally speaking, fuzzy integral with ISFM usually
outperformed A-measure in most cases (sometimes sta-
tistically significantly, but no significant outperforming
of A-measure over ISFM occurred). The Choquet inte-
gral obtained slightly better results than the Sugeno in-
tegral, and the Choquet integral with ISFM was the most
succesfull aggregation scheme in these experiments.
Another interesting result is that while both Choquet and
Sugeno integrals with ISFM outperformed the Weighted
Mean, this is not true for the case of Sugeno A-measure —
in most cases, both Choquet and Sugeno integrals with
A-measure obtained comparable or significantly worse
results than the Weighted mean.

6. Conclusion

In this paper, we have summarized how the fuzzy inte-
gral can be used as an aggregation operator in dynamic
classifier systems. We have discussed that symmetric,
and L -decomposable fuzzy measures are not appropri-
ate for using in classifier combining with fuzzy integral
and we have introduced an interaction-sensitive fuzzy
measure (ISFM), which tries to overcome the weak-
nesses of these methods. IFSM, designed specifically
for the use in classifier aggregation, provides a conve-
nient tool for representing the diversity of the team of
classifiers, and, when used in the fuzzy integral, the
aggregation can incorporate the classifier predictions,
the classification confidences, and also the diversity of
the team. Our experiments with three different dynamic
classifier systems with the Choquet and Sugeno integrals
on 26 datasets show that the ISFM outperforms the Su-
geno A-measure, which is used most often in the litera-
ture in connection with the fuzzy integral.
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Abstract

Trust management systems have been proposed to address joyless security in open and distributed environments
(Web, Semantic Web, Peer-to-peer networks, etc.). A user usually spent a lot of time by building her/his reputation
and by creating a network of trusted/distrusted users. Without possibility of seamless transfer from one trust
management system to another, a user is forced to build a new reputation/network of trusted users again. This
problem will become even more severe, as many current systems using trust as a key factor influencing ability to
communicate within a group of users will be outdated and some of them even down.

The paper presents a specification of the seamless transfer problem and it also introduces a solution — the Heritage
Trust Model based on dynamic graphs and ontologies.

From our point of view, the main property missing in known trust management systems is the ability to store evo-
lution of relationships/reputations between users. Thus, we propose a model that is able to store the whole evolution
of reputation/social relationships between users.

The following itemization gives the basics for the proposal:

e Each user in the system has its own viewpoint of her/his vicinity. It means that relationships are not symmetric
and a user may not be aware of what the others think of her/his. This is important as the same peculiarity exists
in the real human societies.

o A particular relationship/trust between users has different meaning based on the context.
e Each user is responsible for its own network. Each user may have its own preferences, aims and wills.

The Heritage Trust Model aims to overcame main insufficiencies of current trust management systems. As the

most severe we have identified impossibility to transfer reputation/trust relationships from one system to another, as
well as the impossibility to compare trust management systems using different notion of trust.
To overcome this issues we have proposed a trust model, that is based on idea of maintaining history (evolution) of
relationships between users with addition of ontology for description of relationships between users. Using ontology
roles as a weight assigned to a relationship allows transfer as well as comparison of trust management systems. Storing
evolution of relationships enables also fault tolerance — users are able to learn a lesson from their own mistakes.

As the future work, we are going to implement the Heritage Trust Model for storing evolution of relationships
and verify expected space complexity. The next step would be an implementation of an ontology designed/extended
to be appropriate to model whole complexity of human relationships and experimental comparison of selected trust
management systems with use of the Heritage Trust Model.

My contribution was to propose an ontology for the Heritage Trust Model with a possibility of collaboration with
existing ones.

This work was published and presented: SPANEK, ROMAN — TYL, PAVEL. The Heritage Trust Model. In: Proceedings of International
Conference on Digital Information and Communication Technology and its Applications (DICTAP 2011), (Eds. H. Cherifi, Zain, J. M. Zain, E.
El-Qawasmeh), Communications in Computer and Information Science (CCIS), Part II, Vol. 167, pp. 307-321, Springer 2011. ISBN 978-3-642-
22026-5. Presented at: International Conference on Digital Information and Communication Technology and its Applications (DICTAP 2011),
21.-23. 6. 2011, Dijon, France.
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Abstract

This contribution provides a generalization of many particular results about special types of filters, e. g. (positive)
implicative, fantastic and boolean filters on algebras of Rasiowa implicative logics. Our approach uses the framework
of Abstract Algebraic Logic (AAL) and is based on the close connection between the filter-defining conditions and
alternative axiomatizations of the logics involved.

The key notion of this work is the notion of R-L-filter, which arises from the standard definition of L-filter in
AAL, and allows us to deal with L-filters satisfying given special conditions in a uniform way.

We have identified four main kinds of theorems proved in several papers published in the last five years and we
have formulated general theorems which — together with straightforward syntactical proofs — yield the majority of
published results as their direct consequences.
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Abstrakt

Clanek pojednavé o vysledcich strukturalni a
lexikaln{ analyzy lékai'skych zprav. V této Casti
zpracovani 1ékarskych zprav jsem prakticky
ovéfil pouzitelnost dostupnych klasifikacnich
systémd i obecnych ndstroji a databazi.

1. Védecka otazka a ocekavany piinos

Hlavnim cilem price je zjiSténi specifickych vlastnosti
Ceskych lékarskych zprav z hlediska mozZnosti extraho-
vat z nich konkrétni tidaje. Realizace cile pfedpoklada
splnéni dil¢ich cila:

1. Zodpovédét otazku ,Které vlastnosti Ceskych
1ékaiskych zprdv pusobi nejvétsi problémy v
jednotlivych nestatistickych fazich zpracovéani
prirozeného jazyka?“. Jednotlivymi fdzemi
pfitom jsou strukturdlni analyza, lexikdlni analyza
a slovni rozbor.

2. Navrhnout zdkladni postup pro analyzu cesky
psanych lékarskych zprav.

3. Pomoci vlastni implementace s vyuZitim ex-
ternich ndstroji ové&fit navrZzeny postup pro
analyzu cesky psanych lékarskych zpriv a
zékladni postup i vysledky publikovat.

Ovéfovanou hypotézu jsem formuloval takto: ,,Z od-
bornych lékatskych zprav psanych v ¢eském jazyce lze
pod supervizi odbornika a za pouziti technologii pro
zpracovani ptirozeného jazyka ziskavat specifikované
odborné informace, napiiklad seznam zndmych aler-
gickych reakcf ¢i vysledky biochemickych vysetfeni.*

Piinosem vyzkumu by mélo byt pfibliZeni ¢i pfimo im-
plementace néstrojt pro asistovanou extrakci informac{
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z 1ékatskych textd psanych v Ceském jazyce. Extraho-
vané informace 1ze ndsledné vyuzit pro potfeby elek-
tronické zdravotnické dokumentace nebo pro vyuZit
spole¢né s dal$imi technologiemi (napf. jako vstupni
data do automatti provadéjicich formalizovana 1ékaiska
doporucent).

Tématu extrakce informaci z lékaiskych zpriav se
vénoval Semecky, ktery v [1] uvedl dévody pro které
se zd4, Ze lingvistickd analyza 1ékatskych zprdv nemtze
byt tspésnd. Semecky v [1] pouzival pfedevSim re-
guldrnich vyrazii pro extrakci &iselnych hodnot. Na
préci [1] navdzal Smatana v prici [2], rozsifil piistup Se-
meckého o lingvistickou analyzu a doSel k mirné lepSim
vysledkim.

Od mé prace ocekavam dalsi rozsiteni, predevsim vy-
tvofeni pracovniho ¢iselniku pro kardiologii navdzaného
na koncepty UMLS [3] a jeho aplikovani na dostupné
lékatské zpravy.

2. Ceské lékai'ské zpravy

Ceské lékaiské zpravy jsou vesmes textové dokumenty.
Jejich obsah i forma jsou upraveny zdkonem ¢. 20/1966
Sb ve znéni pozdé&jsich ptedpisti ,,0 pé¢i o zdravi lidu*
[4] (pfedevSim v § 67b) a vyhladskou ¢. 385/2006 Sb.
ve znéni pozdé&jsich predpist ,,0 zdravotnické dokumen-
taci“ [5] (vyhldska je zdvazn4, nebof Upravu umoZiuje
§ 67b odstavec 19 zdkona).

Styl formdtovani lékatskych zprdv se lisi i pfesto, Ze
vyhldska o zdravotnické dokumentaci taxativné vyjme-
novava obsah zdravotnické dokumentace pro jeji jednot-
livé druhy. Lékaii zdznamy ve zdravotnické dokumen-
taci tvoii obvykle podle Sablony, resp. upravenim po-
sledni zpravy stejného druhu u stejného pacienta. Ta-
kovy postup totiz 1ékarum Setii Cas; jednotlivé druhy
zprav obvykle museji obsahovat velké mnoZstvi s Casem
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se jen malo ménicich informaci jako je identifikace zdra-
votnického zafizeni, administrativni udaje o pacientovi
(datum narozeni, ¢islo pojisténce, adresa pobytu), Cast
diagnostické rozvahy (predev$im dlouhodobé diagnézy
a znamé alergie) a dlouhodobou medikaci (napf. 1€ky
pro snizovani krevniho tlaku).

Pro vyzkum mém k dispozici sady zprdv ze dvou zdroju.
Pii praktickém ovéfovani postupl proto data z jed-
noho zdroje vyuZivdm pro nastaveni ovéfovaciho po-
kusu (napf. pro vytvoreni slovniku) a data z druhého
zdroje vyuZivam pro zjisténi ispésnosti metody.

3. Strukturalni analyza

Strukturdlni analyza pfedstavuje prvni fazi zpracovani
textu. Ukolem strukturdlni analyzy je tokenizace,

rozdéleni do vét a pfipadné také do vysSich struktur
(napf. odstavcu).

Obvyklym postupem pro strukturdlni analyzu je
rozdéleni vstupniho textu podle specidlnich znaku, tedy
symbold ukoncujicich slova (mezera, ¢arka, stfednik),
véty (tecka, otaznik, vykficnik). Ceské 1ékarské Zpravy
jsou vsak znacné netypickymi texty. Obsahuji ohromné
velké mnozstvi zkracenych slov a zkratek.

Pfi pouZiti béZného piistupu ke strukturdlni analyze
jsem velmi brzy zjistil, Ze v cCeskych lékarskych
zprdviach je vyznam specidlnich znakt odvoditelny az
z jejich okoli. Ceitina totiZ patii k jazykim s volnym
poradim slov. Zptsob zdpisu lékafskych zprdv neni
striktné standardizovan [6].

Ukaézka textu v ¢asti objektivni ndlez: , Akce pravidelnd,
klidnd, 2 ohr. ozvy. Bricho klidné, jdtra, sleziona nezv.,
tapot. nebol., jizva po CHE keloidni. Akne po trupu. DK
bez otokii a varixii.

Vyse uvedena véta ukazuje nékolik typickych vlastnosti
Ceskych lIékarskych zprav:

e V¢étsina vét neobsahuje sloveso, protoZe je ziejmé
z kontextu. V prvni vét€ navic chybi urceni
predmétu — jde o akci srdce.

e Druhd véta obsahuje preklep (,.sleziona® namisto
,slezina®), 1ékaifské zpravy jsou protkiny
preklepy.

e V uvedenych Ctyfech vétach jsou Ctyfi zkracena
slova a dvé zkratky.

Problematika zkracovani slov nenf typicka jen pro ¢eské
1ékarské zpravy. [7] uvadi, ze lékafi jinych odbornosti
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jsou schopni spravné interpretovat jen asi polovinu
uzivanych zkratek a zkracenych slov. Podobné potize
uvddi také [8] a z oboru prava téz [9].

Nékteré casti 1ze spravné identifikovat az z kontextu. Z
toho divodu jsem se rozhodl ve fdzi strukturdlni analyzy
standardizovat konce fadka (CR+LF na CR) a transfor-
movat vstupni text do fetézce objektd (nazyvam je kon-
tejnery), pricemz po skonceni pribéhu v této fazi jsou
objekty ndsledujicich druht:

e fetézec
jdoucich),

alfanumerickych znakd (po sobé

e jiny znak (u toho je mozné uvést kolikrat za sebou
se stejny znak opakuje).

Na ziskany fetézec objektl aplikuji metody, které z
podretézce odvozuji dalsi druhy objektt. Metody apli-
kuji i na podretézce tvofené z takto ziskanych novych
objektl. Timto zpusobem identifikuji:

z Xz

e numerické fetézce (celé Cislo bez znaménka) -
Cislo,

e separovand Cisla (vzdy kombinace: cislo [se-
pardtor Cislo]+),

e datum ve formatu d.m.r (s mezerami ¢i bez mezer
za teCkami),

e rodné Cislo (kontrola existence data, kontrola
soutem u 10-cifernych) — s lomitkem i bez
lomitka.

4. Lexikalni analyza

Ukolem lexikdlni analyzy je identifikovat jednotlivé
zdkladni Casti textu, tedy slova, hodnoty a podobné.
Lékarské zpravy jsou zvlastnim druhem volného textu.
Hledal jsem proto slovnik, ktery bych mohl vyuZit pro
identifikaci slova.

Obecné Ceské korpusy povazuji pro tento ucel za ne-
vhodné, protoZe jsou vytvateny z jiného druhu projevu,
obvykle z prézy ¢i novinovych ¢lankd. Pfi hledani jsem
zjistil, Ze databdze pro volné Sifitelny slovnik pro au-
tomatickou kontrolu pravopisu iSpell, je GNU licenci
(zajistujici pouZitelnost pro védecké ucely), a Ze jeho
autor myslel na mozné dalsi vyuziti slovniku. Slova to-
hoto slovniku jsou uspotfddadna do né€kolika riznych sou-
bort, je tak snadno mozné identifikovat velké mnozstvi
jmen a nazva. Pravidla, jejichz vyuzitim iSpell generuje
dals{ tvary a odvozena slova, jsou zapsdna tak, Ze od-
povidaji tvorbé jednotlivych slovnich druhu.
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V Iékaiskych zpraviach je velké mnozstvi odbornych
termini. U nezkrdcenych Ceskych slov se mi po-
moci roz§ifeného slovniku iSpellu podaftilo identifikovat
pripadech nikoliv jednoznacné. Vlastni jména totiZ Casto
odpovidaji obecnému podstatnému nebo piidavnému
jménu (napf. Dlouhy ¢i Noha). Pokud jsou takovd slova
na zacdtku véty, v Casti lexikdlni analyzy neni moZné
radné klasifikovat slovo.

Pozornost jsem dale upiel na snahu identifikovat od-
borné terminy, nebot jednim z cilfi je zjisténi moZnosti
ziskat ze zpravy anamnestické informace, predevsim in-
formace o diagndzach, alergiich a vysledcich bioche-
mickych vySetfeni. NaSel jsem celkem tfi klasifikacni
systémy, které by bylo moZné vyuZit pro identifikaci jed-
notlivych odbornych termind.

Prvnim testovanym systémem byla anglicka verze kla-
sifika¢niho systému SNOMED CT [10]. Pomoci to-
hoto klasifikacniho systému se podarfilo identifikovat
terminy, které nebyly zkracené, a které maji stejné znéni
v Ceském 1 v anglickém jazyce. Vzhledem k odbor-
nosti vstupnich lékarskych zprav (kardiologie), tak Slo
o tyto konkrétni terminy: ,diabetes mellitus” (SNO-
MED CT 73211009) a jednotku mmHg (SNOMED
CT 259018001). Cesk4 verze SNOMED CT neexistuje,
mimo jiné proto, Ze ani existovat nemiZe. Ceské re-
publika totiZ neni ¢lenem International Health Termino-
logy Standards Development Organisation (IHTSDO),
vlastnika klasifika¢niho syst¢ému SNOMED CT. SNO-
MED CT neni pouZitelny pro identifikaci lékatskych
termind ve volném textu.

Druhym testovanym klasifikaCnim systémem byla
Mezindrodni klasifikace nemoci verze 10 (ICDI10,
MKN10) v ceské verzi [11]. Tento Ciselnik byl velkym
zklamanim, jeho pieklad byl totiZ vytvofen jen pro ru¢ni
vyhledédvani podle kédu diagnézy. Mnoho prelozenych
textd je totiZ sloZeno ze zkricenych slov, pfi¢emzZ v
nékterych piipadech je jedno slovo zkracovano riznymi
zpusoby. V tomto zdznamu je dvakrdt zkrdceno slovo
»~diabetes”, pokazdé jinak: ,,Diabet.polyneuropat. pii
diab.“. V nékterych piipadech je text kvuli zkracovan{
slov i obtiZné citelny: ,,J.deg.on.o¢.vicka a periok.kr.*.
Vzhledem k velmi ¢astému zkracovdni slov v MNK10
tento klasifikacni systém nenfi vyuZitelny pro identifikaci
odbornych termint ve volném textu. I kdyby vSak slova
zkrdcena nebyla, vzhledem ke skutecnosti, ze MKN10
obsahuje jen vycet diagndz, nebyl by tento Ciselnik
vyuzitelny pro vyuziti vétSiny klinickych terminu.

Tretim testovanym klasifikacnim systémem byl biblio-

graficky klasifikacni systém Medical Subject Headings
(MeSH) v ceské verzi [12]. Pomoci MeSH se podafilo
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identifikovat primérné cca 10 termini na lékaiskou
zpravu [13]. MeSH neni klinicky orientovdn a tomu
odpovidaly také vysledky. Identifikované terminy od-
povidaly predev§im oznaCeni Casti t€la, v malé mife
méfenym parametrim, v jednom piipadé diagnéze.
Skuteéné odborné terminy tak zistaly neidentifikované.

5. Zavér a vyhled

Jak uvddim vySe, zjistil jsem, Ze Zadny z dostupnych
klasifika¢nich systémi neni vyuZitelny pro identifi-
kaci odbornych termind. V soucasné dob& z C&ésti
zprav vytvaifim databazi v Ceskych zprdav uzivanych
odbornych terminii mapovanych na koncepty UMLS
[3]. Jakmile budu mit zpracovanou zakladni databazi,
otestuji jeji vyuZitelnost jejim vyuZitim na identifikaci
termint ze vSech dostupnych zprav.
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Abstract

Searching for the clinical valid information
in the large bibliographic database can be time
consuming and hard work. We designed an
easy-to-use web service Cardio Online Reader
(COR) specialized on the topic of Cardiology.
As a source we use the PubMed database adding
simple filter and social functions for sharing the
content.

1. Introduction

The cumulative total of journal articles exceeded 50 mil-
lion in 2009 [1]. The most important free accessible re-
source of biomedical science articles is the PubMed da-
tabase, which is one of key services provided by the
National Center for Biotechnology Information (NCBI).
The PubMed database contained 21067999 article citati-
ons on the 1 August 2011.

It is extremely complex problem to orientate oneself
and to find desired information in this huge amount of
papers. Especially it is important when searched infor-
mation is clearly defined by a clinical domain, deman-
ded time of publishing keywords or authors.

The web interface if the PubMed database [2] acces-
sible on http://www.ncbi.nlm.nih.gov/pubmed/ offers
one html form field for searching for key terms in the da-
tabase. It put the accent on search query syntax, for the
definition should be defined precisely. When the search
query consists of one or two key terms, the search engine
returns often tens of thousand results. The result list is
sorted by time in a descendent order, so the most recent
articles come at first, but this order says nothing about
qualitative parameters of articles.
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The NCBI web pages also offers an advan-
ced search tool for the PubMed database
http://www.ncbi.nlm.nih.gov/pubmed/advanced.
Users can define the search query in the PubMed Advan-
ced Search in 39 parameters, which stores the PubMed
database. Advanced Search saves a history of searched
queries for each user. These queries can be repeatedly
retrieved.

The web interface of Advanced Search is more compli-
cated to use then one form field in the basic search. The
definition of the query is more time consuming and it ne-
eds an experience with search query formulation for ob-
taining high-quality results. The best information sour-
ces provide relevant, valid material that can be accessed
quickly and with minimal effort [3].

2. The Cardio Online Reader Web Application

Clinicians should obtain the information they want easy
and quickly. Our purpose was to simplify the pro-
cess of obtaining searched articles in the stressing and
time lacking situation of clinical practice. We wanted
to allow clinical workers without an experience with
advanced database search tools to utilize the possibili-
ties of large bibliographical databases. In the first phase
we decided to limit the area of clinical domains to
the Cardiology and developed the Cardio Online Rea-
der application. This application is freely accessible on
http://neo.euromise.cz/cor.

2.1. The Cardio Online Reader Database

The database of citations and abstracts of biomedical
science articles is the main part of the Cardio Online
Reader application (COR). This database uses a MySQL
database engine. The main data source for our project is
the PubMed database, that can be used free of charge.

149 ICS Prague



Miroslav Zvolsky

Cardio Online Reader ...

COR

Cardio Online Reader Home  About Contact Forum Publfed
Search PulMed: I Go
Al Guidelines - Systematic Reviews it
Articles | practice Guideli SR & Meta-Analysi Controlled Trials
Search Title, Abstract x Refer peers to the COR
Ao Roman . Gl - i
MeSH (Choose the MeSH term)’ Heart Failure x
Date and category selection: 1982.06-01 = - 20110804 = searchin [All articles =l l. Q @ r9) @ Ea
Apply the Filter |  Clear the Filter | % - ﬁ
o & ) | §
4 results found (showing 1 - 4) for MeSH Heart Failure —
[Frage 1 | B B8 ' 8
Coronary artery bypass grafting with cardiac resynch therapy in p with

| to exercise in congestive heart failure. Cart

Follow us

_f[G]8].o

Last 20 Aricles RSS )
Last 20 Comments R3S £

MeSH cloud

alphabetical MeSH list - alphabetical MeSH cloud

sdoiescert AU ItAged Aged, 80

and over Angioplasty, Balloon,

Caoronary Biningical Markers Blood
Pressure Cardiopulmonary Bypass

iovascular Dis s Coronary

RCT  ischaemic heart failure and left ventricular dyssynchrony.
Authors: Pokushaloy E by - Romanos A U - Prohorova D by - Chermiavsky A lm - Goscinska-Bis K Im- Bis J by-
Bochenek & by - Karaskow A by
Published on Medline: 23 7 2011  No commerts on this article Motyet rated, he first!
Effects of ULTRAfiltration vs. DlureticS on clinical, biol al and fy ic variables in patients
RCT  with deCOmpensated heart failure: the ULTRADISCO study.
Authors: Giglioli € Iy - Landi D k- Cecehi E Ly - Chiostr M Iy - Gensini GF by - Valente S by - Ciaccheri M by -
Castelli 5 I - Romano 5m by
Published on Medine: 24 6 2011 No comments on this article Motyet rated, he first!
Efficiency of intramy fial injecti of log bone marrow mononuclear cells in patients with
RCT  ischemic heart failure: a randomized study.
Authars: Fokushaloy E Uty- Romanow & Uy - Chemyavsky A U - Larionov P by - Terekhov | by - Arvomenko S In-
Poveshenko © lmy- Kliver E by - Shirokova N - Karaskow A bm - Dib M by
Published on Medline: 5.10. 2010 No comments on this article. Motyet rated, be first
Infl of digitalis on left v lar fi ional r
RCT

Trimarco B by

Published on Medine: 1. 3.1996 Mo camments on this article.

Authors: Moriseo © - Cuocolo A by - Romano M U2y- Nappi A W% - lacearino G Lm- Yolpe M by - Salvatore Mg -

Angiography Coronary Artery
Bypass Coronary Artery Disease

Coronary Disease cross-over
Studies Dose-Response Relationship, Drug

Matyet rated, be first!

Figure 1: An example of COR application web interface showing the list of articles retrieved for parameters set in the filter form

fields above.

Import of the data was realized by the query to the Pu-
bMed database defining the domain of Cardiology by
using Most important MeSH terms from Cardiology.

We filtered off articles, which do not fulfil our qualita-
tive criteria from the Evidence Based Medicine point of
view. We selected only these types of articles:

- Randomized Controled Trials,

- Systematic Reviews,

- Systematic Reviews with Metaanalysis,

- Guidelines,

- Practical Guidelines.

The result of this query was saved in the XML file.

Exported XML file was parsed by one-purpose PHP im-
port script and selected data fields (title, authors, MeSH
terms, abstract, unique identificator PMID, date of the
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abstract publication in the MEDLINE database, link to
the full text, journal title) were saved to the COR data-
base.

The actualization of the COR database proceeds daily
by an automatically started PHP script, which browse
through an RSS channel of the PubMed database with
the same query parameters as the original import script.
The actualization script uses tools from the Entrez Pro-
gramming Utilities [4] for gathering special data for
each article, that are not part of the RSS channel.

2.2. The Web Interface of the COR

Contrary to the original PubMed interface we concentra-
ted on the fastest way to reducing the number of search
results preserving the focus on results important for the
clinical practice.

Users can limit search results by one mouse-click to one
category of EBM quality of evidence. Users can also use
six form fields of the filter on the home page of the COR
application for entering search criteria.
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Figure 2: An example of COR application web interface showing the detail of an article record.

Individual form field stands for entering a part of text in
the article title or abstract. Another form field specifies
requested author or authors. The third large form field
stands for entering parts or exact full terms of Medical
Subject Headings (MeSH) thesaurus. Users can write
down requested MeSH terms or thez can choose them
from a generated MeSH Cloud or MeSH List, where
terms are displayed in relation to their appearance in ar-
ticles or sorted alphabetically.

In these form fields it is possible to use logical operators
AND and OR. It is also possible to use a dynamically
generated autocomplete function in these three fields to
simplify entering exact phrases.

Users can limit the list of search results by setting the
lowest and the highest date of publishing the article in
the MEDLINE database in next two form fields. The da-
tes can be set manually or chosen from the javascript
date picker.
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The last form field stands for the manual choice of the
category of EBM quality of evidence.

For the fast choice of most frequented MeSH terms and
their insertion to the filter, there is a "MeSH cloud” in
the right part of the application web page, where enlis-
ted terms differs in the text size displaying frequency of
each term in the database. Users can use the list of last
search queries.

2.3. Search Results

The COR application display search results matching
entered parameters below the filter. Search results are in
descending order sorted by the date of publication in the
MEDLINE database. The simple list of results shows ar-
ticle title, names of authors and the date of publication
in the MEDLINE database. There can be maximum of
15 results on one page, user can browse through the re-
sult pages. The EBM category of article can be differen-
tiate by graphical icon.
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By clicking on the article title in the list of results user
can navigate to the detail page of the article record. The
detail page shows the article title, names of authors, list
of assigned MeSH terms, PMID identificator, link to the
original record in the PubMed database, link to the full
text of the article (if available in the Internet), article
abstract, journal title and the date of publication in the
MEDLINE database. The User of the COR application
can rate the helpfulness of the article in the scale from
one to five star symbols. This rating is linked to the IP
address, so one user can rate a single article only one
time. User can also attach a comment to the article.

2.4. Web 2.0 Social Functions

Second big task for the COR application is to allow easy
sharing of clinically important search results with colle-
agues, friends and professional community. The detail
of the article including abstract and bibliographical data
can be shared via email, Facebook, Twitter and other
social networks contained in the ,,Share this*“ web ser-
vice [5].

Excepting concrete scientific article detail, the COR of-
fers an easy way to share a link to itself via Share this
service, Facebook, Twitter, e-mail or one of 21 most
common social and bookmarking services like Digg,
Delicious, Reddit, Youhoo! od Google Bookmarks.

Users can follow COR own profiles at Facebook and
Twitter, Blogger account and Youtube channel. Users
can subscribe to RSS channels with last 20 articles or
last 20 comments generally or individually for each
EBM category of articles.

2.5. Future Plans and Improvements

We plan further improvements and simplifications in the
web interface of the COR application in the future. One
thing which can speed up using the filter and make the
work more illustrative is to place a graphical slider and
the time plot showing numbers of articles published in
the discrete time periods and their selection in the filter.

Long term problem is to optimise the autocomplete
function in three form fields in the filter to help users
in inserting key terms in the easiest way. This process
should be evaluated in the cooperation with common
users.

Geotagging can help to make search results more
regionally-oriented. Metadata contained in the PubMed
database can show in which country the article was pu-
blished. Geographical information in the field ”Affili-
ation” is even more interesting. It is possible to find out
where the article was created and what population is in
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the article described. We can draw this information in
the map or allow its limitation in the filter.

We assume an individualization of the web interface for
registered users in the future development of the COR
application. After the registration process and logging
in user could browse the history of own search queries,
create lists of favourite articles, let the system send him
notification on some events in the database or define own
RSS channels or add authorized comments and ratings.

The COR application not only can serve users of the
web interface or RSS readers. By creating a XML data
interface we can connect another information systems
and send them search results or record details on their
demands. Possible service for hospital information sys-
tems could be to offer relevant document for the con-
crete clinical situation defined by MeSH and geographi-
cal terms.

2.6. Discussion

Widely accepted PubMed database of biomedical citati-
ons has a free accessible web interface with a basic or
advanced version of the search. We can use other web
services for searching for scientific articles by clinical
terms or other parameters. These services are more ge-
neral (Google, Google Scholar) or focused on natural
sciences (Scopus). Why create another search tool?

The amount of scientific articles indexed in electronic
databases increase steeply. Recent question “where to
find” will surrender to questions “how to search” and
“how to search the easiest way”. The COR offers sim-
ple and fast way how to search the PubMed database
for articles in the field of Cardiology and with the fo-
cus on highest evidence. It copes only one thousandth of
the PubMed database and provides easy-to-use tools for
setting the search query, that can acquire small amount
of articles appropriate to the clinical need.

There are another web services specialized
on searching in large databases of scien-
tific bibliography (http://demos.vivisimo.com,
http://www.tripdatabase.com, http://www.pubmeddy.com
- discontinued). The COR is unique in its focus on one
domain (Cardiology), on few defined EBM categories
most important for clinical practice and in the simplicity
of use.

The key question for the progress of the COR appli-
cation will be the interest of expert medical commu-
nity. The COR contains tools for sharing scientific in-
formation between experts, tools for subjective rating
of their quality and tools for expert discussion. Experts
could be motivated by functions for registered users, in-
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dividualized search functions, the ease of use and the
fact, that this application is free of charge.

The COR application is designed specially for Cardio-
logy. Filters used for extraction from the PubMed data-

base firmly defined. Same technology could be used for
another one purpose (one expert domain) web portals.
Similar filters could be also individually set for regis-
tered users, so the scope could be widened to another
domains.

Name of service Number of results
Google.com approx. 66,000,000
Google.com last year approx 288,000,000
Google Scholar approx 1,700,000
Scopus 243,866
Scopus - only Health Sciences 179,511
PubMed 144,097
COR 1,695
COR - Practice Guidelines 79
COR - Pracice Guidelines in last 5 years 33

Table 1: Comparison of the number of search results in different web services - searching for the MeSH term “heart failure”.

3. Conclusion

We created the Cardio Online Reader application for an
easy search for clinical relevant scientific articles in the
field of Cardiology. This application is freely accessi-
ble on http://neo.euromise.cz/cor. The PubMed data-
base is the main data source for our application.

The application contains a filter consisted from six form
fields. Search results are in descending order sorted by
the date of publication in the MEDLINE database. The
detail page shows the article title, names of authors, list
of assigned MeSH terms, PMID identificator, link to the
original record in the PubMed database, link to the full
text of the article (if available in the Internet), article
abstract, journal title and the date of publication in the
MEDLINE database.

The COR application offers an easy access to services
for content sharing as the “Share this” service, social
and bookmarking services, comments and ratings and
sharing via email.
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