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Abstract. Rate independent evolutions can be formulated as operators, called

hysteresis operators, between suitable function spaces. In this paper, we present

some results concerning the existence and the form of directional derivatives
and of Hadamard derivatives of such operators in the scalar case, that is, when

the driving (input) function is a scalar function.

1. Introduction. By standard terminology, a hysteresis operator P maps func-
tions u defined on a time interval [a, b] to functions w = P[u] defined on the same
interval and has the property of rate independence, that is,

P[u ◦ σ] = (P[u]) ◦ σ (1)

holds for a certain class of time transformations σ : [a, b] → [a, b] , as well as the
Volterra property, that is, P[u](t) depends only upon the values of u on [a, t] .
Usually, P is parametrized by some initial value w0 which represents the initial
state of the system described by P ; we then write w = P[u;w0] .

Hysteresis operators may be specified explicitly, or they may arise implicitly as
solution operators of rate independent evolutions. The simplest example of the
former is the relay with two values w(t) = ±1 which switches from +1 to -1 or
vice versa, according to whether the scalars u(t) pass certain thresholds α resp.
β . An example of the latter is the solution operator (the so-called stop operator)
(u; z0) 7→ z of the evolution variational inequality

〈ż − u̇ , z − ζ〉 ≤ 0 for all ζ ∈ Z, a.e. in [a, b],

z(t) ∈ Z for all t ∈ [a, b], z(a) = z0 ∈ Z ,
(2)

where u, z : [a, b] → Rm and Z ⊂ Rm is a closed convex constraint. It was
introduced, in an equivalent formulation as a differential inclusion termed sweeping
process (processus du rafle), by Moreau in [1, 2]. The play operator w = P[u;w0]
is related to (2) by

w(t) + z(t) = u(t) , w0 + z0 = u(0) . (3)
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The stop and the play operator serve as an important special case (the case of
quadratic energy) in the class of rate independent evolutions treated in [3] for which
the concept of an energetic solution has been developed [4].

The scalar play operator Pr with m = 1 and Z = [−r, r] , r ≥ 0, was considered
as an operator between function spaces for the first time in [5], where the Lipschitz
continuity of Pr : C[a, b]×R→ C[a, b] has been proved. However, simple examples
show that the play operator does not possess a classical (Fréchet) derivative. The
question therefore arises whether the play operator is differentiable in a weaker
sense. In the scalar case m = 1 we investigate the existence and some properties
of the directional derivative, that is, of the limit

lim
λ↓0

Pr[u+ λh;w0 + λq]− Pr[u;w0]

λ
. (4)

We prove that the scalar play operator is differentiable in the sense of Hadamard,
if we weaken the norm in the range space, and that the limit (4) is a regulated
function. Moreover, it is of bounded variation whenever the same holds for the
function h .

The main idea we exploit to prove weak differentiability of the scalar play op-
erator is the following. Near a given input u ∈ C[a, b] we can represent the play
operator Pr as a finite concatenation of accumulated maxima of the type

(Fu)(t) = max
s∈[a,t]

u(s)

which, in turn, is a convex real-valued functional on C[a, b] for every fixed t . From
the weak differentiability of the latter we obtain successively those of the accumu-
lated maximum and of the play. This is done in Sections 3, 4 and 5 of the paper.
Section 6 deals with the regularity of the limit (4) as a function of time.

It is well known [8, 9, 10] that, on the basis of the play operator, other rate
independent operators can be constructed, for example the Prandtl-Ishlinskii and
the Preisach operator. They allow for a flexible modelling of complex hysteresis
behaviour, including e.g. nested hysteresis loops, and have found to be useful in
various areas of mechanical and electrical engineering.

Below, we extend our results concerning the play operator to the Prandtl-Ishlin-
skii as well as the Preisach operator. This is done in Sections 7 and 8 of the paper.

The basic properties of scalar hysteresis operators have been studied quite some
time ago, see the monographs [6, 7, 8, 9, 10]. For convenience, we mainly refer to
[9] in this paper.

Let us close this introduction with two remarks.
Firstly, regulated functions constitute a rather large class of functions on which

the play operator itself (and certain generalizations of it) are defined in a natural
manner, see e.g. [11, 12], and this is useful in various contexts. In [13] regulated
functions appear as a rate independent singular limit of a certain ODE under irreg-
ular oscillatory forcing, which can be interpreted as a limit under wbo-convergence
[14]. For PDE’s with hysteresis, however, regulated functions do not seem to be
used so far.

Secondly, properties of the limit (4) are of immediate relevance when trying to
compute a gradient of the “control to state” mapping in an optimal control problem
whose dynamics involve the play operator. If, on the other hand, one is interested
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in the properties of an expression like

d

dt
E(w(t)) , w = Pr[u;w0] ,

for some energy functional E , the concept of a “chain rule inequality” has proved
its usefulness in various contexts, which can be rather general, see e.g. [15].

2. Notions of derivatives. We collect some classical notions of derivatives for
mappings

F : U → Y , U ⊂ X ,

where X and Y are normed spaces, and U is an open subset of X .

Definition 2.1. (i) The limit, if it exists,

F ′(u;h) := lim
λ↓0

F (u+ λh)− F (u)

λ
, u ∈ U , h ∈ X , (5)

is called the directional derivative of F at u in the direction h . It is an element
of Y .
(ii) If the directional derivative satisfies

F ′(u;h) = lim
λ↓0

F (u+ λh+ r(λ))− F (u)

λ
(6)

for all functions r : [0, λ0) → X with r(λ)/λ → 0 as λ → 0, it is called the
Hadamard derivative of F at u in the direction h .
(iii) If the directional derivative exists for all h ∈ X and satisfies

lim
h→0

‖F (u+ h)− F (u)− F ′(u;h)‖
‖h‖

= 0 , (7)

it is called the Bouligand derivative of F at u in the direction h .
(iv) If the Bouligand derivative has the form F ′(u;h) = Lh for some linear contin-
uous mapping L : X → Y , then L is called the Fréchet derivative of F at u .
(v) The mapping F is called directionally (resp. Hadamard, Bouligand, Fréchet)
differentiable at u (resp. in U ), if the corresponding derivative exists at u (resp.
for all u ∈ U ) for all directions h ∈ X . �

These notions are classical, but the terminology is not uniform in the literature.
The following well known facts are elementary consequences of the definitions.

Lemma 2.2. If F is directionally differentiable and locally Lipschitz continuous at
u ∈ U , then it is Hadamard differentiable at u . �

Lemma 2.3. If F1 and F2 are Hadamard differentiable at u resp. F1(u) , then
F2 ◦ F1 is Hadamard differentiable at u , and the chain rule

(F2 ◦ F1)′(u;h) = F ′2(F1(u);F ′1(u;h)) (8)

holds for all h ∈ X . �



2408 MARTIN BROKATE AND PAVEL KREJČÍ

3. The maximum functional. For X = C[a, b] , equipped with the maximum
norm, we consider ϕ : X → R ,

ϕ(u) = max
s∈[a,b]

u(s) . (9)

It is well known (see e.g. [16]) that ϕ is directionally differentiable on X and that

ϕ′(u;h) = max
s∈M(u)

h(s) , (10)

where
M(u) = {τ ∈ [a, b], u(τ) = ϕ(u)} (11)

is the set where u attains its maximum. Moreover, ϕ is Hadamard differentiable
due to Lemma 2.2, since ϕ is globally Lipschitz continuous with Lipschitz constant
1.

The following example shows that ϕ is not Bouligand differentiable on C[a, b] .

Example 3.1. Consider u : [0, 1]→ R defined by u(s) = 1− s . We have ϕ(u) = 1
and M(u) = {0} . Define hλ : [0, 1]→ R for λ > 0 by

hλ(s) =

{
2s , s ≤ λ ,
2λ , s > λ .

(12)

Then the function u+ hλ attains its maximum at s = λ , and

‖hλ‖∞ = 2λ , ϕ(u+ hλ) = 1 + λ , ϕ′(u;hλ) = max
s∈M(u)

hλ(s) = hλ(0) = 0 .

Consequently,
|ϕ(u+ hλ)− ϕ(u)− ϕ′(u;hλ)|

‖hλ‖∞
=

λ

2λ
=

1

2
. (13)

Thus, ϕ : C[0, 1]→ R is not Bouligand differentiable at u . �

In order to treat ascending parts of the play operator, we will need the slightly
more elaborate functional given by

ψ+(u, p) = max{p , max
s∈[a,b]

(u(s)− r)} , (14)

where r ≥ 0 is a fixed number.

Proposition 3.2. For X = C[a, b]×R , the functional ψ+ : X → R given by (14)
is Hadamard differentiable on X , and

ψ′+((u, p); (h, q)) = max
s∈M(u)

h(s) (15)

if ϕ(u)− r > p , or if ϕ(u)− r = p and maxs∈M(u) h(s) > q ,

ψ′+((u, p); (h, q)) = 0 , otherwise, (16)

where as above ϕ(u) = max[a,b] u .

Proof. Since
ψ+(u, p) = max{0 , max

s∈[a,b]
(u(s)− r − p)}+ p ,

we may write
ψ+(u, p)− p = (g ◦ ϕ ◦ L)(u, p) ,

where g(x) = max{x, 0} , g : R → R , denotes the positive part, and L : C[a, b] ×
R→ C[a, b] is the continuous affine linear mapping given by L(u, p) = u−r−p . As
g, ϕ, L are Hadamard differentiable on their respective domains, we conclude from
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Lemma 2.3 that ψ+ is Hadamard differentiable. Applying the chain rule (8) twice,
we obtain the formula for the derivative as follows. As L′((u, p); (h, q)) = h− q and
M(L(u, p)) = M(u) , we get

(ϕ ◦ L)′((u, p); (h, q)) = ϕ′(L(u, p);h− q) = max
τ∈M(u)

(h− q)(τ) = max
τ∈M(u)

h(τ)− q .

We have g′(x;α) = α if x > 0, or if x = 0 and α > 0, and g′(x;α) = 0 otherwise.
Setting x = L(u, p) = u− r − p , a second application of the chain rule yields

(g ◦ ϕ ◦ L)′((u, p); (h, q)) = max
τ∈M(u)

h(τ)− q

for pairs (u, p) as indicated in the assertion, whence the claim follows.

For descending parts of the play operator, we work with

ψ−(u, p) = min{p , min
s∈[a,b]

(u(s) + r)} . (17)

Since
ψ−(u, p) = −ψ+(−u,−p) , (18)

we conclude from Proposition 3.2 that ψ− , too, is Hadamard differentiable. Setting

m(u) = {τ ∈ [a, b], u(τ) = min
s∈[a,b]

u(s)} , (19)

we obtain from (15), (16) and (18) that

ψ′−((u, p); (h, q)) = min
s∈m(u)

h(s) (20)

if min[a,b] u+ r < p , or if min[a,b] u+ r = p and mins∈m(u) h(s) < q ,

ψ′−((u, p); (h, q)) = 0 , otherwise. (21)

�0 u

Fu

Figure 1. The accumulated maximum function

4. The accumulated maximum. We define the accumulated (or “gliding”) max-
imum of a function u ∈ C[a, b] as

ϕt(u) = max
s∈[a,t]

u(s) , t ∈ [a, b] . (22)

Setting
(Fu)(t) = ϕt(u) (23)

we obtain an operator
F : C[a, b]→ C[a, b] . (24)

Obviously, the function Fu is nondecreasing for every u ∈ C[a, b] . Since

|ϕt(u)− ϕt(v)| ≤ max
s∈[a,t]

|u(s)− v(s)| , for all u, v ∈ C[a, b] ,



2410 MARTIN BROKATE AND PAVEL KREJČÍ

we have
‖Fu− Fv‖∞ ≤ ‖u− v‖∞ , for all u, v ∈ C[a, b] . (25)

For any fixed t ∈ [a, b] , the directional derivative of ϕt : C[a, b]→ R given in (10)
yields that, for all u, h ∈ C[a, b] ,

FPD(u;h)(t) := lim
λ↓0

(F (u+ λh))(t)− (Fu)(t)

λ
= ϕ′t(u;h) = max

s∈Mt(u)
h(s) , (26)

where
Mt(u) = {τ ∈ [a, t], u(τ) = ϕt(u)} (27)

is the set where u attains its maximum on [a, t] . We call pointwise directional
derivative of F the function FPD(u;h) : [a, b]→ R obtained in this manner.

As the following example shows, FPD(u;h) in general does belong neither to
C[a, b] nor to BV [a, b] , the space of functions u : [a, b]→ R of bounded variation.

Example 4.1. On [a, b] = [0, 3] , we consider the function u defined by

u(t) =

{
1− t , t ∈ [0, 1] ,

t− 1 , t ∈ [1, 3] .

We have

Mt(u) =


{0} , t < 2 ,

{0, 2} , t = 2 ,

{t} , t > 2 .

According to (26), for every h ∈ C[0, 3] we get

FPD(u;h)(t) = max
s∈Mt(u)

h(s) =


h(0) , t < 2 ,

max{h(0), h(2)} , t = 2 ,

h(t) , t > 2 .

We observe that at t = 2, FPD(u;h) is right but not left continuous if h(0) < h(2) ,
left but not right continuous if h(0) > h(2) . Moreover, if the variation of h on [2, 3]
is unbounded, the same is true for FPD(u;h) . �

�0 1 2 3 t

u

Figure 2. An illustration to Example 4.1

The regularity of FPD(u;h) in time exhibited in the foregoing example is typical.
We refer to Proposition 6.8 below for a general result.

The example above also illustrates the fact that the convergence in (26) need not
be uniform in t , because in that case the function FPD(u;h) has to be continuous,
being the uniform limit of continuous functions. Thus, F : C[a, b] → Y is not
directionally differentiable on C[a, b] if we choose Y = C[a, b] , endowed with the
maximum norm.
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Proposition 4.2. The accumulated maximum F : C[a, b]→ Lp(a, b) is Hadamard
differentiable for every 1 ≤ p <∞ .

Proof. For arbitrary u, h ∈ C[a, b] , due to (25) the difference quotients in (26)
satisfy ∥∥∥ (F (u+ λh))− Fu

λ

∥∥∥
∞
≤ ‖λh‖∞

|λ|
= ‖h‖∞

and therefore converge in the norm of Lp for λ → 0, by dominated convergence.
Thus, F is directionally differentiable. By Lemma 2.2, F is Hadamard differen-
tiable, as F : C[a, b]→ Lp(a, b) is Lipschitz continuous due to (25).

Not surprisingly, the accumulated maximum

F : C[a, b]→ Lp(a, b)

is not Bouligand differentiable, no matter how p is chosen.

Example 4.3. As for the maximum, the functions u, hλ : [0, 1]→ R given by

u(s) = 1− s , hλ(s) =

{
2s , s ≤ λ ,
2λ , s > λ ,

(28)

furnish a counterexample. We have

ϕt(u) = 1 , Mt(u) = {0} , ϕ′t(u;hλ) = 0

for all t as before, as well as

ϕt(u+ hλ) = 1 + λ , t ≥ λ .
Therefore

‖F (u+ hλ)− F (u)− FPD(u;hλ)‖pp ≥
∫ 1

λ

|ϕτ (u+ hλ)− ϕτ (u)− ϕ′τ (u;hλ)|p dτ

= (1− λ)λp

and thus

‖F (u+ hλ)− F (u)− FPD(u;hλ)‖p
‖hλ‖∞

≥ (1− λ)1/pλ
1

2λ
→ 1

2
as λ ↓ 0. (29)

Therefore, F : C[a, b]→ Lp(a, b) is not Bouligand differentiable at u . �

5. The scalar play operator. The original construction of the play operator resp.
its “twin”, the stop operator, in [5], is based on piecewise monotone functions. A
continuous function u : [a, b]→ R is called piecewise monotone, if the restriction
of u to each interval [ti, ti+1] of a suitably chosen partition ∆ = {ti} , a = t0 < t1 <
· · · < tN = b , then called a monotonicity partition of u , is either nondecreasing
or nonincreasing. By Cpm[a, b] we denote the space of all such functions.

For arbitrary r ≥ 0, the play operator Pr is constructed as follows. (For more
details, we refer to section 2.3 of [9].) Given a function u ∈ Cpm[a, b] and an initial
value w0 ∈ R , we define a function w : [a, b] → R successively on the intervals
[ti, ti+1] of a monotonicity partition ∆ of u by

w(a) = max{u(a)− r , min{u(a) + r, w0}} ,
w(t) = max{u(t)− r , min{u(t) + r, w(ti)}} , ti < t ≤ ti+1 , 0 ≤ i < N .

(30)

Note that w(a) = w0 if |u(a)− w0| ≤ r . In this manner, we obtain an operator

w = Pr[u;w0] , Pr : Cpm[a, b]× R→ Cpm[a, b] .
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It satisfies

max
s∈[a,t]

|Pr[u;w0](s)− Pr[v; y0](s)| ≤ max{max
s∈[a,t]

|u(s)− v(s)| , |w0 − y0|} (31)

for all t ∈ [a, b] , u, v ∈ Cpm[a, b] and w0, y0 ∈ R . Therefore, Pr can be uniquely
extended to a Lipschitz continuous operator

Pr : C[a, b]× R→ C[a, b] (32)

which satisfies

‖Pr[u;w0]− Pr[v; y0]‖ ≤ max{‖u− v‖ , |w0 − y0|} . (33)

For r = 0, P0 reduces to the identity, P0[u;w0] = u .
The trajectories {(u(t), w(t)) : t ∈ [a, b]} lie within the subset A = {|u−w| ≤ r}

of the plane R2 whose boundary consists of the straight lines u− w = ±r .

�
0

r
−r

w

u

Figure 3. The scalar play operator

Let (u,w0) ∈ C[a, b] × R be given, let w = Pr[u;w0] , r > 0, and consider the
sets of times

I0 = {t ∈ [a, b] : |u(t)− w(t)| < r} ,
I+ = {t ∈ [a, b] : u(t)− w(t) = r} , I− = {t ∈ [a, b] : u(t)− w(t) = −r}

where the trajectory lies in the interior of A resp. on the right resp. on the left
part of ∂A . It is intuitively clear that w should be nondecreasing on I+ ∪ I0 and
nonincreasing on I− ∪ I0 .

Lemma 5.1. Let I = [α, β] ⊂ I+ ∪ I0 . Then w = Pr[u;w0] satisfies

w(t) = ψ+(u(t), w(α); t, α) (34)

for all t ∈ I , where

ψ+(u, p; t, α) = max{p , max
s∈[α,t]

(u(s)− r)} . (35)

In particular, w is nondecreasing on I .

Proof. Since w(α) ≥ u(α) − r , (34) obviously holds for t = α . Now let t ∈ (α, β]
be arbitrary. On [α, t] , let {un} be a sequence of piecewise linear interpolants of u
with un(α) = u(α) satisfying un → u uniformly, and set un = u on [a, α] . Then
wn = Pr[un;w0] → w uniformly, and un − wn > −r on I for n sufficiently large.
Therefore, if ∆ = {τi} is a monotonicity partition for un on I , we have

wn(s) = max{un(s)− r , wn(τi)} , s ∈ [τi, τi+1] ,
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and it follows by induction over i that

wn(t) = ψ+(un(t), wn(α); t, α) .

Letting n→∞ we obtain (35).

In an analogous manner, if I = [α, β] ⊂ I−∪I0 we obtain that w is nonincreasing
on I and satisfies

w(t) = ψ−(u(t), w(α); t, α) (36)

for all t ∈ I , where

ψ−(u, p; t, α) = min{p , min
s∈[α,t]

(u(s) + r)} . (37)

We now construct a specific monotonicity partition ∆w for w which consists of
intervals of the type encountered in the foregoing lemma. Set

I0 = {t ∈ [a, b] : |u(t)− w(t)| < r} , I= = {t ∈ [a, b] : u(t) = w(t)} . (38)

For any t ∈ [a, b] , define

τ±(t) = min({s ∈ [t, b] : s ∈ I±} ∪ {b}) . (39)

Set τ0 = t0 = a . If I+ or I− are empty, set t1 = b and ∆w = {t0, t1} = {a, b} .
Otherwise, either τ+(τ0) < τ−(τ0) holds, or vice versa. In the former case we set
τ1 = τ−(τ0) and

t1 = max{s : τ0 < s < τ1 , s ∈ I=} . (40)

It follows that

[t0, t1] ⊂ I0 ∪ I+ , [t1, τ1) ⊂ I0 .
If τ1 /∈ I− , we set t2 = b and are done. Otherwise, we continue setting τ2 = τ+(τ1)
and

t1 = max{s : τ1 < s < τ2 , s ∈ I=} .
It follows that

[t1, t2] ⊂ I0 ∪ I− , [t2, τ2) ⊂ I0 .
If τ2 /∈ I+ , we set t3 = b and are done; otherwise, we continue in this manner.
Since

|τk+1 − τk| ≥ δI := min{|τ − σ| : τ ∈ I+ , σ ∈ I−} > 0 (41)

whenever τk, τk+1 ∈ (a, b) , the process terminates after a finite number of steps
with a partition ∆w , a = t0 < · · · < tN = b , satisfying tk ∈ I= for 1 < k < N as
well as

[tk, tk+1] ∩ I− = ∅ or [tk, tk+1] ∩ I+ = ∅ (42)

for all k , 0 ≤ k < N .

Lemma 5.2. Let u ∈ C[a, b] , w0 ∈ R , w = Pr[u;w0] and r > 0 . Then there
exists a δ > 0 such that for all v ∈ C[a, b] and y0 ∈ R with ‖v − u‖∞ < δ and
|y0 − w0| < δ , the function y = Pr[v; y0] is piecewise monotone, and the partition
∆w constructed above is a monotonicity partition for y . Moreover, if v∆w

denotes
the piecewise linear interpolant of v on ∆w , we have

Pr[v; y0](tk) = Pr[v∆w
; y0](tk) (43)

for all points tk of ∆w .
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Proof. For perturbations (v, y0) of (u,w0) with δ > 0 small enough, property (42)
of the partition ∆w remains valid when we replace I− and I+ by the correspond-
ing contact sets of the trajectory (v, y) , since v and y are continuous and Pr
is Lipschitz continuous. Due to Lemma 5.1, ∆w is a monotonicity partition not
only for w , but for any such function y . Since both sides of (43) are equal to
ψ±(v(tk+1), y(tk); tk+1, tk) , all assertions follow.

Proposition 5.3. Let r > 0 . Then for every t ∈ [a, b] the mapping

(u,w0) 7→ w(t) = Pr[u;w0](t) (44)

is Hadamard differentiable from C[a, b]× R to R .

Proof. For (u,w0) ∈ C[a, b]×R , let ∆w = {tk} be the partition constructed above.
According to Lemma 5.1 and Lemma 5.2, in a sufficiently small δ -neighbourhood of
(u,w0) , the mapping (v, y0) 7→ y(t) defined by (44) can be represented as a finite
concatenation of mappings

(v, y0) 7→ y(0) = ψ0(v, y0; t0, t0) ,

(v, y(k)) 7→ y(k+1) = ψk+1(v, y(k); tk+1, tk) ,

(v, y(M)) 7→ y(t) = ψM+1(v, y(M); t, tM ) ,

(45)

where ψk stands for either ψ+ or ψ− and a = t0 < · · · < tM < t . As ψ+ and
ψ− are Hadamard differentiable by Proposition 3.2, the assertion follows from the
chain rule, Lemma 2.3.

Corollary 5.4. The play operator Pr : C[a, b]×R→ C[a, b] possesses a pointwise
directional derivative

PPDr ([u;w0]; [h; q])(t) = lim
λ↓0

1

λ

(
Pr[u+ λh;w0 + λq](t)− Pr[u;w0](t)

)
(46)

for every (u,w0), (h, q) ∈ C[a, b]× R and every t ∈ [a, b] . �

As for the accumulated maximum, in order to obtain weak differentiability in
function spaces we have to use a larger range space with a weaker norm, since in
general the difference quotients do not converge uniformly in t , and the pointwise
derivative may be discontinuous.

Proposition 5.5. The play operator Pr : C[a, b] × R → Lp(a, b) is Hadamard
differentiable for every 1 ≤ p <∞ .

Proof. This is completely analogous to the proof of Proposition 4.2. The difference
quotients are bounded,∥∥∥ 1

λ

(
Pr[u+ λh;w0 + λq]− Pr[u;w0]

)∥∥∥
∞
≤ max{‖h‖∞ , |q|} ,

thus converge in Lp by dominated convergence, and the directional derivative is
Hadamard due to Lemma 2.2.

Like the accumulated maximum, the play operator is not Bouligand differentiable
w.r.t. the norms used in Proposition 5.5. To prove this, one may easily adapt
Example 4.1 given above.

A formula for the derivative can be obtained from the chain rule 2.3. One has
to differentiate the formulas in the concatenation procedure (45), using Proposition
3.2 for ψ+ and its analogue for ψ− . We refrain from writing down the resulting
expressions.
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6. Time regularity of the pointwise derivative. We now consider the time
regularity of the pointwise derivative of the play. We first want to prove that if
h ∈ C[a, b] has bounded variation, then the variation of the difference quotients for
Pr can be bounded uniformly, and hence the pointwise limit PPDr has bounded
variation, as a consequence of Helly’s theorem.

For u : [a, b]→ R and a partition ∆ = {ti} , 0 ≤ i ≤ N , of [a, b] we define

var∆(u) =

N−1∑
i=0

|v(ti+1)− v(ti)| , var(u) = sup
∆

var∆(u) ,

where the sup ranges over all partitions ∆ of [a, b] .

Lemma 6.1. Let u, v : [a, b]→ R be piecewise linear and continuous. Then

var(Pr[v; 0]− Pr[u; 0]) ≤ var(v − u) + |v(0)− u(0)| . (47)

Proof. See Proposition 2.3.9 and formula (3.39) in [9].

We next obtain a Lipschitz estimate for the variation of the play operator, as a
slight generalization of Proposition 2.3.11 in [9].

Proposition 6.2. Let u, v ∈ C[a, b] , w0, y0 ∈ R and r > 0 . If v − u ∈ BV [a, b] ,
then w = Pr[u;w0] and y = Pr[v; y0] satisfy

var(y − w) ≤ var(v − u) + |v(0)− u(0)|+ |y0 − w0| . (48)

Proof. We first consider the case w0 = y0 = 0. Let ∆w and ∆y be the monotonicity
partitions constructed above for w and y , respectively. Let ∆ = {tk} be an
arbitrary refinement of ∆w∪∆y , let v∆ and u∆ be the piecewise linear interpolates
for v and w on ∆, set

w∆ = Pr[u∆; 0] , y∆ = Pr[v∆; 0] .

According to Lemma 5.1 and Lemma 5.2,

w(t) = w∆(t) , y(t) = y∆(t) , for all t ∈ ∆. (49)

Therefore, var∆(y − w) = var(y∆ − w∆) , and from Lemma 6.1 we obtain

var∆(y − w) = var(y∆ − w∆) ≤ var(v∆ − u∆) + |v∆(0)− u∆(0)|
= var((v − u)∆) + |v(0)− u(0)| ≤ var(v − u) + |v(0)− u(0)| .

Passing to the supremum with respect to all such partitions ∆ on the left side, we
obtain (48) for the special case w0 = y0 = 0. Using the formula (see Theorem 2.3.2
in [9])

Pr[u;w0] = Pr[u− w0; 0] + w0 , (50)

we see that, for arbitrary initial values w0, y0 ∈ R ,

var(Pr[v; y0]− Pr[u;w0]) = var(Pr[v − y0; 0]− Pr[u− w0; 0])

≤ var((v − y0)− (u− w0)) + |(v(0)− y0)− (u(0)− w0)|
≤ var(v − u) + |v(0)− u(0)|+ |y0 − w0| .

Proposition 6.3. Let u ∈ C[a, b] , w0 ∈ R , r > 0 . If h ∈ C[a, b] ∩ BV [a, b] and
q ∈ R , then the pointwise directional derivative of the play operator satisfies

PPDr ([u;w0]; [h; q]) ∈ BV [a, b] . (51)
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Proof. We estimate the variation of the difference quotients, using Proposition 6.2.
For arbitrary λ > 0 we get

var
( 1

λ

(
Pr[u+ λh;w0 + λq]− Pr[u;w0]

))
≤ 1

λ

(
var(u+ λh− u) + |u(0) + λh(0)− u(0)|+ |w0 + λq − w0|

)
=

1

λ

(
var(λh) + |λh(0)|+ |λq|

)
= var(h) + |h(0)|+ |q| .

As the rightmost expression does not depend on λ , Helly’s theorem implies that the
pointwise limit of the difference quotients (which we already know to be bounded
uniformly in λ by max{‖h‖∞, |q|}) has bounded variation.

We have already seen in Example 4.1 that the pointwise directional derivative
can have unbounded variation if the variation of h is unbounded. However, we will
prove that, for general h ∈ C[a, b] , the pointwise directional derivative of the play
is a regulated function.

A bounded function u : [a, b]→ R is called regulated, if the one-sided limits

u(t+) := lim
λ↓0

u(t+ λ) , u(t−) := lim
λ↓0

u(t− λ)

exist for all t ∈ [a, b] , with the convention u(a−) := u(a) , u(b+) := u(b) . By
G[a, b] we denote the space of all regulated functions on [a, b] . It is well known
that G[a, b] endowed with the supremum norm is a Banach space, and that the
piecewise constant functions (when they are allowed to have arbitrary values at
their discontinuity points) are dense in G[a, b] . As a consequence, BV [a, b] is a
dense subset of G[a, b] .

Our main tool is a generalization to G[a, b] of Helly’s theorem for BV functions.
Such a generalization has been introduced in [17] and further developed in [14]. For
our purposes it is convenient to use the following concept from [14].

Definition 6.4. Let U be a bounded subset of G[a, b] . We say that U has
uniformly bounded oscillation, if there exists a nonincreasing function N :
(0,∞) → (0,∞) such that the following assertion holds for every δ > 0: If u ∈ U
and if (a1, b1), . . . , (aM , bM ) is a system of M pairwise disjoint subintervals of [a, b]
such that

|u(bk)− u(ak)| ≥ δ , for all 1 ≤ k ≤M , (52)

then we must have

M ≤ N(δ) . (53)

Proposition 6.5. Let {un} be a bounded sequence in G[a, b] which has uniformly
bounded oscillation. Then there exists a subsequence {unk

} and a function u ∈
G[a, b] such that unk

→ u pointwise.

Proof. See [14], Theorem 2.2 and Proposition 2.3.

Proposition 6.6. Let u, h ∈ C[a, b] , w0, q ∈ R and r > 0 . Then the pointwise
directional derivative of the play operator satisfies

PPDr ([u;w0]; [h; q]) ∈ G[a, b] . (54)
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Proof. We may assume that var(h) = +∞ , otherwise Proposition 6.3 applies. In
view of Proposition 6.5 it suffices to prove that the set U = {dλ : λ > 0} of the
difference quotients

dλ =
1

λ

(
Pr[u+ λh;w0 + λq]− Pr[u;w0]

)
has uniformly bounded oscillation. First, U is bounded by max{‖h‖∞, |q|} as
has been shown above. The idea of the proof is to approximate h by a sequence
{hn} of BV functions and to employ the BV estimate of Proposition 6.2. Let
hn ∈ C[a, b]∩BV [a, b] such that hn → h uniformly. Since var(h) = +∞ , {var(hn)}
is unbounded by Helly’s theorem. Passing to a subsequence if necessary, we may
assume that ‖hn‖∞ ≤ ‖h‖∞ + 1 for all n , that ‖hn − h‖∞ is decreasing and that
var(hn) is increasing as n→∞ . Set

dλ,n =
1

λ

(
Pr[u+ λhn;w0 + λq]− Pr[u;w0]

)
.

We have

‖dλ,n− dλ‖∞ ≤
1

λ

(
Pr[u+ λhn;w0 + λq]−Pr[u+ λh;w0 + λq]

)
≤ ‖hn− h‖∞ (55)

for all λ and all n . We now construct the function N as required in Definition 6.4.
Fix δ > 0 and choose n0(δ) as the smallest number such that

‖hn − h‖∞ ≤
δ

4
, for all n ≥ n0(δ) .

Then n0 is nonincreasing, and in view of (55)

‖dλ,n − dλ‖∞ ≤
δ

4
, for all n ≥ n0(δ) and all λ > 0. (56)

We set

N(δ) =
2

δ

(
var(hn0(δ)) + ‖h‖∞ + 1 + |q|

)
. (57)

Now we prove that (52) implies (53) in Definition 6.4. Choose an arbitrary λ > 0
and an arbitrary system a ≤ a1 < b1 ≤ · · · ≤ aM < bM ≤ b such that

|dλ(bj)− dλ(aj)| ≥ δ , for all 1 ≤ j ≤M .

For n = n0(δ) we get from (56) that

|dλ,n(bj)− dλ,n(aj)| ≥ |dλ(bj)− dλ(aj)| − 2‖dλ,n − dλ‖∞ ≥ δ −
δ

2
=
δ

2
, (58)

thus
M∑
j=1

|dλ,n(bj)− dλ,n(aj)| ≥M
δ

2

for n = n0(δ) . From Proposition 6.2 with v = u + λhn0(δ) and y0 = w0 + λq it
follows that

M
δ

2
≤ var(dλ,n0(δ)) ≤ var(hn0(δ)) + |hn0(δ)(0)|+ |q|

so M ≤ N(δ) from (57) as required. Thus, U has uniformly bounded oscillation.

The foregoing results also apply to the accumulated maximum, as the latter can
be represented by the play operator on bounded subsets of C[a, b] . More precisely,
the following result holds.
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Lemma 6.7. We have

F (u) = Pr[u;u(a)− r] + r = Pr[u− u(a) + r; 0] + u(a) (59)

for all u ∈ C[a, b] with ‖u‖∞ < r .

Proof. Let u ∈ C[a, b] , set w0 = u(a)− r and w = Pr[u;w0] . Then u(a)−w0 = r ,
thus w(a) = w0 and a ∈ I+ . If I− 6= ∅ then there exist a ≤ t+ < t− ≤ b with
t+ ∈ I+ , t− ∈ I− and (t+, t−) ⊂ I0 . It follows that w(t+) = w(t−) and therefore
u(t+) − u(t−) = 2r , so ‖u‖∞ ≥ r . It follows that I− = ∅ and I+ ∪ I0 = [a, b]
whenever ‖u‖∞ < r . By Lemma 5.1,

w(t) = ψ+(u(t), w(a); t, a) = max{u(a)− r , max
s∈[a,t]

(u(s)− r)}+ r = max
s∈[a,t]

u(s)

holds for all t ∈ [a, b] .

Proposition 6.8. The pointwise directional derivative FPD(u;h) of the accumu-
lated maximum belongs to G[a, b] for every u, h ∈ C[a, b] . If moreover h ∈ BV [a, b] ,
then FPD(u;h) ∈ BV [a, b] .

Proof. In view of Lemma 6.7, this is a consequence of Propositions 6.3, 6.6 and of
the chain rule.

7. The Prandtl-Ishlinskii operator. The scalar Prandtl-Ishlinskii operator goes
back to the scalar approximations proposed for the constitutive relations in elasto-
plasticity in [18, 19]. In terms of the family {Pr}r≥0 of play operators, it can be
written in the form

P[u;w0](t) =

∫ ∞
0

Pr[u;w0(r)](t) dµ(r) . (60)

Here, u ∈ C[a, b] is the driving function as before. The function w0 : R+ → R ,
R+ := [0,∞) , generates the initial values and is assumed to be measurable and
bounded; let us denote by W0 the space of all such functions. The measure µ is
a regular signed Borel measure on R+ , assumed here to be finite for simplicity.
Under these assumptions (see e.g. [9]), the function

(t, r) 7→ Pr[u;w0(r)](t)

is continuous w.r.t. t on [a, b] for fixed r , and measurable w.r.t. r on R+ for fixed
t , and the function P[u;w0] is continuous on [a, b] . Moreover,

‖P[v; y0]− P[u;w0]‖∞ ≤ |µ|(R+) max{‖v − u‖∞ , ‖y0 − w0‖∞} . (61)

For h ∈ C[a, b] and q ∈W0 we obtain that

1

λ

(
P[u+ λh;w0 + λq]− P[u;w0]

)
(t) =

∫ ∞
0

dλ(t, r) dµ(r) , (62)

where

dλ(t, r) =
1

λ

(
Pr[u+ λh;w0 + λq]− Pr[u;w0]

)
(t) . (63)

Since µ is finite and |dλ(t, r)| ≤ max{‖h‖∞ , |q|} for all λ , t ,r as before, by
dominated convergence we may pass to the limit λ ↓ 0 under the integral in (62)
and arrive at the following result.
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Proposition 7.1. Under the assumptions outlined below (60), the Prandtl-Ishlinskii
operator defined in (60) possesses a pointwise directional derivative at every point
(u,w0) in every direction (h, q) in C[a, b]×W0 , given by

PPD([u;w0]; [h; q])(t) =

∫ ∞
0

PPDr ([u;w0]; [h; q])(t) dµ(r) . (64)

Moreover, P : C[a, b]×W0 → Lp(a, b) is Hadamard differentiable for 1 ≤ p <∞ .

Proof. We have dλ(t, r) → PPDr ([u;w0]; [h; q])(t) as λ ↓ 0 by Corollary 5.4. As P
is Lipschitz continuous by virtue of (61), Hadamard differentiability again follows
from Lemma 2.2.

Proposition 7.2. Under the assumptions outlined below (60), the pointwise direc-
tional derivative (64) of the Prandtl-Ishlinskii operator belongs to G[a, b] , and we
have

var(PPD([u;w0]; [h; q])) ≤
∫ ∞

0

var(PPDr ([u;w0]; [h; q])) dµ(r) , (65)

which may be finite or infinite.

Proof. Since by dominated convergence we may pass to the limits tn → t± in (64)
with tn inserted for t , it follows from Proposition 6.6 that the pointwise directional
derivative is a regulated function. Moreover, (64) implies that

var∆(PPD([u;w0]; [h; q])) ≤
∫ ∞

0

var∆(PPDr ([u;w0]; [h; q])) dµ(r) ,

whence (65) follows by passing to the supremum with respect to ∆.

8. The Preisach operator. In [20], Preisach proposed a scalar model for the
constitutive law of ferromagnetism which allows for nested hysteresis loops. It can
be written in terms of the family {Pr}r≥0 of play operators in the form [21, 22]

P[u;w0](t) =

∫ ∞
0

k(r,Pr[u;w0(r)](t)) dµ(r) , (66)

for some function k which arises from the Preisach density function in the usual
formulation of the Preisach model as a linear superposition of relays, see [10, 9].
Setting k(r, s) = s , the Prandtl-Ishlinskii operator is seen to be a special case of
the Preisach operator.

Proposition 8.1. Let the assumptions outlined below (60) hold, and let k = k(r, s)
be measurable as a function of r and continuously differentiable as a function of s .
Then the pointwise directional derivative of the Preisach operator exists and belongs
to G[a, b] at every point (u,w0) in every direction (h, q) in C[a, b]×W0 . We have

PPD([u;w0]; [h; q])(t) =

∫ ∞
0

∂sk(r, t) · PPDr ([u;w0]; [h; q])(t) dµ(r) , (67)

where we have used the abbreviation

∂sk(r, t) = ∂sk(r,Pr[u;w0(r)](t)) .

Moreover, P : C[a, b]×W0 → Lp(a, b) is Hadamard differentiable for 1 ≤ p <∞ .
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Proof. For fixed r and t , the mapping from C[a, b]×W0 to R given by

(u;w0) 7→ Pr[u;w0(r)](t) 7→ k(r,Pr[u;w0(r)](t))

has a directional derivative in any direction (h, q) ∈ C[a, b] × W0 given by the
integrand on the right side of (67), since Pr is pointwise directionally differentiable
and k is C1 in s . As in the proof of Proposition 7.1 we obtain (67), passing to the
limit in the corresponding difference quotients by dominated convergence. As P is
Lipschitz continuous, see [9], Hadamard differentiability again follows from Lemma
2.2.

With arguments completely analogous to those in the proof of Proposition 7.2,
we obtain the corresponding result for the Preisach operator.

Proposition 8.2. Under the assumptions of Proposition 8.1, the pointwise direc-
tional derivative (67) of the Preisach operator belongs to G[a, b] , and we have

var(PPD([u;w0]; [h; q])) ≤
∫ ∞

0

var(gr) dµ(r) , (68)

where

gr(t) = ∂sk(r,Pr[u;w0(r)](t)) · PPDr ([u;w0]; [h; q])(t) .
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73–100.

http://www.ams.org/mathscinet-getitem?mr=MR0367750&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR0508661&return=pdf
http://dx.doi.org/10.1016/0022-0396(77)90085-7
http://www.ams.org/mathscinet-getitem?mr=MR2182832&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1897379&return=pdf
http://dx.doi.org/10.1007/s002050200194
http://dx.doi.org/10.1007/s002050200194
http://www.ams.org/mathscinet-getitem?mr=MR0257831&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR0742931&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR0987431&return=pdf
http://dx.doi.org/10.1007/978-3-642-61302-9
http://www.ams.org/mathscinet-getitem?mr=MR1329094&return=pdf
http://dx.doi.org/10.1007/978-3-662-11557-2
http://www.ams.org/mathscinet-getitem?mr=MR1411908&return=pdf
http://dx.doi.org/10.1007/978-1-4612-4048-8
http://www.ams.org/mathscinet-getitem?mr=MR2466538&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR1110990&return=pdf
http://dx.doi.org/10.1080/17442509108833688
http://dx.doi.org/10.1080/17442509108833688
http://www.ams.org/mathscinet-getitem?mr=MR1917394&return=pdf
http://www.ams.org/mathscinet-getitem?mr=MR2171578&return=pdf
http://dx.doi.org/10.1137/1.9780898717860.ch3


DERIVATIVES OF HYSTERESIS OPERATORS 2421
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