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1. Introduction 

With a little hyperbole it can be claimed, that wind is a meteorological variable that 

"makes troubles". At first, it is not easy to obtain a precise measurement of wind 

conditions. The common sources of measurement errors are low quality or poor design of 

measuring equipment, erroneous measurement set-up, insufficient maintenance of 

sensors or adverse external conditions (e.g. icing). Another challenge is the measurement 

siting. It is often difficult to avoid significant effects of nearby objects on the measured 

wind conditions. Finally, the wind data analysis and application are complicated by the 

vector nature of wind variable and its high temporal and spatial variability. 

The presented thesis attempts to analyze and mitigate some of these issues. Its first 

part (Chapter 2) is mainly focused on the undesirable effects of anemometer siting, which 

can affect the measured wind data. The second part of the thesis (Chapter 3) deals with 

the extension (or completion) of wind data series by measure-correlate-predict (MCP) 

methods. The final part (Chapter 4) analyses the wind conditions over the Czech 

Republic and the calculation of the wind map of the Czech Republic is described here. 

 

 

2. Effects of anemometer siting on measured wind data 

The requirements on wind data depend on the purpose for which they are used. 

While some applications require, in absolute terms, high-accuracy measurement of wind 

speed, other applications can accept some uncertainty in this aspect. Some applications 

need wind data with high temporal resolution, the other can manage with few 

measurements per day. Some applications need the precise wind directions 

measurements, the other do not... 

Similarly, the requirements on anemometer siting also depend on for which purpose 

are the data used for. For example, some microclimatic or air quality applications may 

require wind data from the forest clearings or from the sites inside urban areas, sheltered 

by nearby buildings. The same positions are, however, unacceptable for many other 

applications, which require measurement of "regionally representative" wind conditions 

affected by local obstacles as little as possible. In these cases the local effects on the 

observed wind conditions are considered as a source of errors and the aim is to avoid 

them or to quantify them in order to be able to correct the affected data. But the 

application, for which the data are used, should again be taken into account to determine 

the acceptable extent of siting effects or their uncertainty. The requirements for basic 

meteorological measurements (WMO, 2008, part I/5), that must also consider practical 

constraints of wind measurements at meteorological stations, are much less demanding 

compared with rigorous requirements for specialized wind mast measurements in wind 

energy (IEA, 1999, MEASNET, 2008). 
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2.1 Small-scale effects 

The measured wind conditions can be surprisingly strongly affected by wind flow 

deformation induced by poor anemometer design and by objects close to the anemometer. 

These issues are closely described in IEA (1999) recommendations. 

An inevitable obstacle affecting mast measurements of wind profile is the wind mast 

itself. This topic has been investigated in multiple studies (e.g. Stickland et al., 2012, 

Lindelöw et al., 2010, Orlando et al., 2011 or Farrugia & Sant, 2013). The wind flow is 

obviously most disturbed at the wake of the wind mast, but the entire wind field around 

wind mast is affected. The wind speed in upwind direction tends to be reduced, whereas 

on the sides of the mast the wind speed increases (Figure 1). To reduce these effects 

(except the wake effect) under 1 % of ambient wind speed, the anemometer should be 

positioned at least approximately 6 mast diameters out of the mast; for reduction of these 

effects under 0.5 %, the distance required is 8.5 mast diameters (IEA, 1999). The effects 

around porous lattice tower are relatively lower. To avoid the effects of wake behind the 

mast, installation of multiple anemometers in different direction is recommended (WMO, 

2008, part II/5.3.3). Example of results of wind mast measurement designed this way 

(Figure 2) is shown at Figure 3. 
 

 

Figure 1 Simulated field of average wind speed near the tubular wind mast (wind flows 

from the left). The wind speed is shown in relative number against the undisturbed wind. 

Source: IEA (1999) 
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Figure 2 Wind mast measurement analyzed at Figure 3. The anemometers are positioned 

1.53 m (7.5 mast diameters) out of the wind mast of diameter 20.3 cm. 
 

 

Figure 3 Ratios between the individual recorded wind speeds at sensors positioned at the 

opposite sided of wind mast shown at Figure 2 (1 year of measurement). Only the records 

with average wind speed above 2.5 m/s are considered. The shading effect of wind mast 

is obvious, the effects in other directions are less pronounced.  
 

The measured wind can be also affected by any other kind of object close to the 

recommend the minimum distance of anemometer from the lightning rod at least 50 of 

lightning rod diameters and the minimum vertical distance above the horizontal boom at 

least 12 of boom diameters (see also an example at Figure 4 and Figure 5).anemometer, 

such as antennae, other sensors etc. Even very tiny objects, such as lightning rods or 

wires, can influence the measured data if they are close enough. Also horizontal booms 

or objects above or behind anemometers can influence the wind flow. For illustration, the 

rigorous wind energy standards  (IEA, 1999, MEASNET, 2008) 
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Figure 4 Wind mast measurement analyzed at Figure 5, view from southwest. The top 

anemometer (40 m) is positioned approximately 40 cm above the mast top and 20 cm 

besides the lightning rod. The anemometer 39.5 m (at left) is 1.7 m besides the mast top. 

The anemometer 24 m (not shown here) is positioned analogously as anemometer 39.5 m. 

The mast diameter is 17 cm and the lightning rod diameter is 0.9 cm, so the 40 m sensor 

is only 3 mast diameters above the mast top and 22 diameters of lightning rod besides it, 

both markedly under IEA (2008) recommendations. 
 

 

Figure 5 Ratios between average wind speeds (1 year of measurement) at anemometers 

at heights 24 m, 39.5 m and 40 m (see Figure 4). The shading of the top (40 m) 

anemometer by lightning rod (directions 310 – 330 °) is stronger than shading of the 

other anemometers by wind mast (directions 180 – 190°). The wind speed measured at 40 

m anemometer is much higher, than at 39.5 m: detailed wind data analysis revealed, that 

the wind speed at 40 m is probably overestimated by 2 % of wind speed by wind speed-up 

above the mast top, the rest of the difference between 39.5 m a 40 m can be explained by 

other factors. 
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2.2 Wind measurements above buildings 

A common practice of wind measurement at manned meteorological stations is 

positioning the anemometer above the building. The WMO (2008) standard allows such 

position if the anemometer is at height at least one building width above the roof. Such 

position ensures, that the measurement is outside the zone of perturbed wind, which 

develops close above the roof. However, wind measured this way is affected by wind 

speed-up above the building.  
 

It is surprising, how little attention is paid to this issue. Despite the large number of 

studies of wind flow around buildings, the only article found by the author of this thesis, 

that attempts to quantify the effects of this wind speed-up on anemometer readings, was 

published by Landberg (2000). This study is based on the experimental results and 

provides a simple guide, how to estimate the magnitude of speed-up by simplified WAsP 

model. 
 

 

Figure 6 The typical manned weather station Kuchařovice. The observed wind climate is 

affected by the anemometer position above the rooftop, by the forest behind (its 

potentially strong effect is limited by low frequency of wind direction from the forest), by 

near-by trees, a wind mast and a parallel anemometer. 
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Figure 7 A schematic drawing of three approaches, how to approximate the weather 

station at Figure 6 by orographic elevation. 
 

 

Height above roof 

(above ground) 

a) only upper 

part 

b) only lower 

part 
c) entire height 

2 m (9 m) 32.2 % 17.1 % 58.4 % 

3 m (10 m) 22.2 % 14.5 % 42.1 % 

4 m (11 m) 16.7 % 12.5 % 33.2 % 

5 m (12 m) 13.1 % 10.9 % 27.4 % 

7 m (14 m) 8.7 % 8.4 % 20.1 % 

10 m (17 m) 5.2 % 6.0 % 14.0 % 
 

Table 1 Simulated speed-up over the building of typical weather station depicted at 

Figure 6 and Figure 7. 
 

Following the recommendation of Landberg (2000), wind speed-up of wind 

measurement above the typical Czech meteorological station (Figure 6) was estimated. 

According to it, the building should be represented in WAsP model as a hill with the 

same height and slope 1:5. The pyramidal shape of the building was represented by three 

alternative approaches (Figure 7), where only the upper part (a), only the lower part (b) or 

the entire height (c) of the building was considered.  

The results (Table 1) show, that even in the case of the conservative approaches a) or 

b), the estimated speed-up is far from negligible. The overestimation of measured wind 

speed at these stations can be probably as high as around 20 %! In real cases the effect 

will be probably reduced or partially compensated by the occurrence of obstacles around 

these stations and the applied approach must be considered as only approximate. 

Nevertheless, the result still indicates, that the speed-up is much more serious issue than 

has been commonly thought. 
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Similar effects occur when the anemometer is located above the top of other objects, 

such as tall wind mast or telecommunication mast. Perrin et al. (2007) calculated, that 

speed-up about 1 % can be expected above the top of tubular hollow wind mast even at 

height of 5 its diameters. A strict IEA (2008) recommendation expect the 0.5 % speed-up 

at height of 8.5 its diameters. This speed-up is also the most probable explanation of the 

major part of the difference between the measured wind speeds at sensors 39.5 m and 40 

m at Figure 5. 

 

2.3 Effects of surrounding obstacles 

The effect of local obstacles can strongly change the wind conditions at a 

measurement site. To estimate the magnitude of these effects, high-resolution numerical 

or physical simulation can be performed. This is, however, not practical in most cases. 

Alternatively, simplified approaches may be applied. Three typical cases can be 

specified: 

1) The wind measurement is located at generally open site with only limited number 

of well defined obstacles (e.g. the measurements on airports or in the agricultural land 

with windbreaks). In that case the effects of the individual obstacles can be estimated. 

The well known approximate calculation of the wake effect behind the infinitely long 

obstacle was performed by Perera (1981) and incorporated into the widely used model 

WAsP (Troen & Petersen, 1989 - Figure 8). 

 

Figure 8 The average shading effect (in percent of ambient wind speed) behind non-

porous infinitely long two-dimensional obstacle according to the study of Perera (1981). 

In the shaded area the effects strongly depends on the obstacle shape and they cannot be 

generalized. Source: Troen & Petersen (1989). 



13 

 

 

It can be observed, that behind the non-porous obstacle more than 10 % reduction of 

wind speed can be expected even at the height of two obstacle heights or at the distance 

of 40 obstacle heights. In the minimum recommended distance by WMO (2008) 

standard, which is 10 obstacle heights, the wind speed reduction can be as high as 50 % 

(!) Much larger distance is therefore recommended in wind energy practice (e.g. Brower 

et al., 2012). The wind speed reduction is lower for porous obstacles (Troen & Petersen, 

1989) and for obstacles of finite widths (Brunskill & Lubitz, 2012). 

2) The "obstacles" form a field of large number of elements of similar height and 

density. This is typically the case of forest, but the effects of homogeneous urban areas or 

many kinds of vegetation formation (vineyards, plantations, bushes etc.) can be similar. 

The simplified model of the wind flow above forest assumes that the vertical wind profile 

is displaced upwards by a displacement height. This height (and the roughness length of 

the displaced surface) depends on the height of the canopy and on its density. In the case 

of typical forest it equals about ¾ of the canopy height (Raupach, 1994, Verhoef et al., 

1997). This theory, however, effectively works only high above the forest (the height of 3 

forest heights above surface is mostly mentioned, e.g. Harman & Finigan, 2007 or Foken, 

2008) and it increases with increasing distance between individual elements (Oke, 2008), 

(Figure 9). Below this height the turbulence intensity is increased and wind conditions 

are hardly predictable; this areas is called as roughness sublayer. As a result, if the 

accurate regionally representative wind information is desired, then wind measurement 

inside forests (or urban areas) and even up to some height above their tops should be 

avoided, because such data are very difficult to correct reliably. 

 

 

Figure 9 Schematic drawing of vertical wind profile over dense and sparse forest. The 

sparser forest of the same vegetation height lowers the displacement height, however the 

roughness length rather increases and the roughness sublayer (shaded) is much thicker. 

Source: Dellwik et al. (2004) 
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3) The configuration of obstacles is complex and cannot be described either as a 

group of simple individual obstacle or as a homogeneous field of elements. In this case 

only a simplified estimation of the wake or the spatial effects can be done and a strong 

uncertainty can hardly be avoided. 

 

 

3. Measure-correlate-predict methods 

3.1 Overview of MCP methods 

The measure-correlate-predict (MCP) methods are used to simulate the wind 

conditions at a target wind data series in the time period when the measured data are not 

available. The simulation is based on another (reference) wind data series, which is 

homogeneous and covers the period with the target data available as well as the period, 

for which the missing target data are simulated. The most typical application of MCP is 

the extension of a short-term wind data from a temporary measuring campaign to the 

long-term wind conditions at the target site. In a more general sense, the MCP methods 

can be applied for other tasks, such as the correction of gaps in the target series or the 

estimation of wind conditions in specific occasions or periods.  

The minimal length of the "training period", when the concurrent data from both 

sites are analyzed, depends on the closeness of the relationship between the series, on the 

applied methods and on the required accuracy of the result. For the typical application, 

the reference series is obtained at another location or extracted from reanalysis, so that 

the data are not closely correlated. In such case one full year of training data is 

recommended, in order to cover all seasons and all usual weather patterns. 

The simplest MCP methods are the methods of ratios. They are based on the 

assumption that the wind speed basically behaves proportionally. This means that the 

ratio between the wind speed at the reference and target sites as well as the ratio between 

the wind speed in the training and long-term periods are constant. Then the average wind 

speed at the target series in the simulated period is calculated as 
 

 ̅ 
   ̅ 

  
 ̅ 
 

 ̅ 
 
 

 

where  ̅ 
  is the average wind speed of the reference series in the simulated period, 

 ̅ 
  is the average wind speed of the target series in the training period etc. 

This method can be also applied to other characteristics, e.g. to the parameters of 

Weibull distribution (Weibull scale method – Clive, 2008). A similar approach is used for 

calculation of so-called wind indices, which express the ratio of the average wind speed 

(1) 
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or wind energy production of a given time period, such as individual months or years, 

against the long-term average (e.g. the BDB-index; www.enveco.de). 

The ratios of average wind speeds can be also applied to the individual wind speed 

records, thus creating the artificial wind data series. If the ratio between the average wind 

speeds at target and reference sites is applied to the reference data, then the artificial wind 

data series can be constructed (e.g. Anderson, 2004): 
 

  ( 
 )    ( 

 )  
 ̅ 
 

 ̅ 
 
 

 

where vc(T
d
) a vr(T

d
) represent the wind speed of the target and reference series at the 

time record T
d
 of the simulated period. This approach, however, does not simulate the 

wind speed distribution correctly.  

The correct simulation of the wind speed distribution can be achieved by the 

calculation of the ratio between the average wind speeds of the simulated and training 

periods at the reference series and its application to the target data (Windiness factor 

method of King & Hurley, 2004). The simulated data cannot be matched to the individual 

time records of the simulated period, so they are labeled as T
x
: 

 

  ( 
 )    ( 

 )  
 ̅ 
 

 ̅ 
 
 

 

More elaborate kinds of the relationship between the reference and target data are 

employed in the other methods. Most common is the application of first-order linear 

regression:  
 

 

  ( 
 )      ( 

 )    
 

To simulate the wind speed distribution, the linear regression must be supplemented 

by the simulation of residuals (e.g. EMD International A/S, 2008).  

Various alternative regression approaches have been developed, such as the 

SpeedSort or DynaSort methods (King & Hurley (2005, in Carta et al., 2013) or Variance 

ratio method (5) (Rogers et al., 2005): 
 

  ( 
 )  

  
 

  
 
   ( 

 )  [ ̅ 
  (

  
 

  
 
)  ̅ 

 ] 

For most methods the simulation can be further improved by classification of the 

data into groups (bins), that represent typical patterns of relationships between the data. 

Most common is grouping the data by the wind direction at the reference site, typically to 

12 or 36 directional sectors. The data can be grouped also by e.g. the daytime, season, 

atmospheric stability or weather class. 

All above mentioned methods are only focused on the simulation of the wind speed. 

To simulate the wind direction, a separate method must be applied. A functional 

(2) 

(3) 

(4) 

(5) 
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relationship between the wind directions (e.g. Riedel et al., 2001 (in Carta et al., 2013)) 

or the veer correction (King & Hurley, 2005 (in Carta et al., 2013)) can be employed 

(veer is defined as the difference between wind directions at the target and reference 

series). Disadvantage of these approaches is the fact, that the joint relationship between 

the wind speed and wind direction is not preserved, so that the directional distribution of 

the wind speed cannot be simulated this way. 

Several methods apply grouping the data into bins by the wind speed at the reference 

site. The relation between the target and reference wind speed is calculated individually 

for each wind speed bin, which allows simulation of the target wind speed distribution. If 

the binning is performed jointly by the wind speed and wind direction, which is the most 

common approach, then these methods are called as matrix methods (e.g. Mortimer, 1994 

(in Rogers et al., 2005), EMD International A/S, 2008). The wind direction can be 

simulated similarly (EMD International A/S, 2008). 

The title "matrix method" is also used for another class of methods, which are based 

on the identification of joint probabilities p
t
(kr,kc) of bins defined both by the reference 

and by target series. Bins can be determined by wind speed, by wind direction, by other 

factors or by combination of them. It is calculated, how does the probability of 

occurrence of the individual bins change in response of the change of 
  (  )

  (  )
 occurrence of 

involved bins at the reference site between the training and simulated period: 
 

  (  )  ∑ [  (     )  
  (  )

  (  )
]

   

    

 

where p
d
(kc) is the probability of occurrence of bin kc defined by the target data in 

simulated period. The definition of bins kc determines the resolution of the result, so that 

if the target data are binned by wind speed, then the wind speed distribution is simulated; 

if they are binned by wind direction, then the wind rose is simulated. If the target data are 

binned both by wind speed and wind direction (Salmon & Walmsley, 1999, García-Rojo, 

2004), then the distribution of both variables is simulated, including their joint 

relationship.  

The average wind speed can be simply derived from the distribution of the wind 

speed bins at target series or it can be calculated individually each bin kc. Such approach 

was applied (differently) by Harstveit (2004, in Carta et al., 2013) and by Woods & 

Watson (1997). They both defined the bins only by wind direction. If the proportional 

relationship between wind speeds is applied, then the average wind speed in the 

simulated period at the target series inside each bin kc is: 
 

(6) 

(1) 
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 (     )]
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 ∑ [  (     )

  (  )
  (  )

  ̅ 
 (     )

 ̅ 
 (  )
 ̅  (  )
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  (  )
 

 

where  ̅ 
 (     ) is the average wind speed at the target site in the training period for 

the cases, when the data fall jointly into the bins kr and kc at the reference and target 

series. Also Moulded site method described by King & Hurley (2004) uses an analogous 

principle, although it is not easily obvious. 

Alternatively, a conditional probability density functions can be applied instead of 

separating data into bins. This method allows a calculation of the continuous wind speed 

distribution (Perea et al., 2011, Carta & Velázquez, 2011).  

Besides the described types of MCP method, many further alternative approaches 

have been described in literature. Frequently mentioned is the employment of artificial 

neural networks (e.g. Bilgili et al., 2007, Albrecht & Klesitz, 2007). Two-dimensional 

linear regression was proposed by Achberger et al. (2002) or Nielsen et al. (2001, in 

Carta et al., 2011), but its performance according to the comparison done by Rogers et al. 

(2005) is poor. Also other alternative approaches do not show obvious advantages against 

the above mentioned methods. 

 

3.2 Author's matrix MCP methods 

The proposed methods, which are simply labeled as Method 1 and Method 2, aim to 

remove some essential limitations of both above-described types of matrix methods. The 

calculation procedure is similar for both methods. At first all data are separated into bins 

k by the reference data and all time records are assigned to appropriate bins. Then every 

time record T
d
 of the simulated period is linked with a individual time record T

t
 of the 

training period belonging to the same bin. As a result, a synthetic wind data series is 

obtained, which preserves the joint relationship between the wind speed and wind 

direction.   

Method 1 simply takes the ratio of wind speeds and the difference of wind directions 

(wind veer) from the time record T
t
 are applies it on the reference data of the time record 

T
d
 of the same bin k: 

 

  ( 
 )    ( 

 )  [  ( 
 )    ( 

 )] 

  ( 
 )    ( 

 )  
  ( 

 )

  ( 
 )

 

          

(7) 

(8) 
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Finally, a correction is applied to the simulated wind speeds, so that the ratio 
 ̅ 
 ( )

 ̅ 
 ( )

 of 

the average wind speed for individual bins is preserved. 

Method 2 is principally based on the analysis of joint probability between bins 

defined by reference (kc) and by target (kr) series as described by (6) and (7). However, it 

includes an improvement and a generalization of this methodology. In the existing 

methods (Salmon & Walmsley, 1999, García-Rojo, 2004, Harstveit (2004, in Carta et al., 

2013), Woods & Watson (1997)) the bins kc and kr have been defined and treated equally. 

But this is not necessary as bins kr and kc play different roles. Bins kr have the same effect 

as the data classification (binning) in other above mentioned methods, while bins kc just 

define the resolution of result. The only exception is when the method requires a minimal 

amount of training data in "combined" bins (kr, kc) as in the method of Woods & Watson 

(1997). Otherwise the dimension of bins kc can be arbitrary and even infinitely small. In 

such case every time record of training data can be assigned to one unique bin kc and the 

probabilities p
d
(kc) inside one bin kr are equal. Following (6), this effectively means, that 

a random time record T
t
 from training period, which belongs to the same bin kr, can be 

assigned to the simulated record T
d
. Similarly, the wind speed inside the bin kc (i.e. the 

target wind speed vc(T
t
) from the assigned time record) can be corrected according to the 

(7). As a result, a target series of wind data can be simulated as: 

  ( 
 )    ( 

 ) 

  ( 
 )    ( 

 )  
 ̅ 
 ( )

 ̅ 
 ( )

  

          

(kr is simplified to k). 

The appropriate definition of bins k (kr) is fundamental for successful application of 

both methods. If the bins are too wide, then the methods are too rough and they lose their 

advantages against simpler methods. But high number of sparsely populated bins may 

cause increased random errors of individual bins. At the applied algorithm, the basic 

classification with large number of small bins is defined first. Then the small bins are 

merged, so that finally each applied merged bin contains at least pre-defined number of 

training data. 

The applied algorithm for both methods includes an optimization, where the time 

records inside individual bins k are ranked according to the reference wind speed. Then 

the time records T
t
 with higher reference wind speed are assigned to records T

d
 with 

higher wind speed and vice versa (the overall number and distribution of used time 

records T
t
 inside the bin k is preserved, they are just re-ordered). 

 

(9) 
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3.3 Comparison of MCP methods and reference data 

A comparison was performed to verify the applicability of proposed methods and to 

compare various types of reference data sources. The wind data from manned weather 

stations were used as the target series. The same set of weather station data and the data 

from reanalyses were used as the reference series. The time period was limited to the 

years 2005-2008 to prevent the possible inhomogeneity and all data were adjusted to 

hourly data interval.  

To enable multiple calculations for one pair of data series, one year of data was set 

up as a training set and the other three years were used for verification. In individual 

instances (runs) the training data consisted from 4 sections, each covering 3 consecutive 

moths. It was required that as a whole, the training data always covered all seasons. This 

way, set of 50 randomly chosen training periods was used in calculation. 

 The applied set of weather stations is shown at Table 2. All combinations of 

reference/target stations were initially calculated, including those, that would not be 

applied in practice because of large distance between them. The applied set of reanalysis 

data is shown in Table 3. The data from NCEP/NCAR (Kalnay et al., 1996), ERA Interim 

(Dee et al., 2011) and MERRA (Rienecker et al., 2011) reanalyses were used. 

 

 

Table 2 The applied set of weather stations including the distance between them (in km). 

The distances over 100 km are written by red, similarly as at Table 4. 

To evaluate the model results, six metrics were used: difference of average wind 

speeds (h1), difference of average power densities (h2), Kolmogorov-Smirnov integral 

(KSI) (Zhang et al., 2013, Boyo & Adeyemi, 2012) of differences between frequency 

distributions, corrected for the difference of average wind speed (h3), the average sector-

wise difference of wind direction frequencies (h4), KSI of differences between wind 

direction distributions (h5) and the root-mean-square error (RMSE) of individual 

simulated records of wind speed (h6). Metrics h1, h2 and h6 were calculated as a 

percentage of real average wind speed, metric h2 as a percentage of real average power 

density. Out of 50 runs calculated for each test, RMSE (or RMS – root mean square 

value), absolute maximal error (absmax) and bias were determined. 

alt.[m] Doksany Kopisty B-Tuřany O-Porub. P-Libuš Kuchař. P-Ruzyně Č.Buděj. Cheb Luká K.Mysl. Mileš.

Doksany 158 40 232 294 54 223 40 168 134 219 171 20

Kopisty 240 40 269 334 84 256 67 186 103 258 202 22

Brno-Tuřany 241 232 269 129 188 54 205 164 327 58 92 252

Ostrava-Poruba 242 294 334 129 267 184 282 285 415 89 211 313

Praha-Libuš 300 54 84 188 267 173 17 116 147 185 119 71

Kuchařovice 335 223 256 54 184 173 190 119 298 107 57 242

Praha-Ruzyně 364 40 67 205 282 17 190 128 133 200 135 56

České Budějovice 388 168 186 164 285 116 119 128 194 196 74 181

Cheb 483 134 103 327 415 147 298 133 194 331 242 122

Luká 511 219 258 58 89 185 107 200 196 331 123 238

Kostelní Myslová 563 171 202 92 211 119 57 135 74 242 123 189

Milešovka 833 20 22 252 313 71 242 56 181 122 238 189
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Table 3 The overview of applied reanalysis data sets.. 
 

As a basic setting, the bins were defined by 36 wind directions and by several 

unequal intervals of wind speed. The merged bins were required to contain at least 6 

records of the training period. An example of simulation of Method 1 under these 

conditions is shown at Figure 10.  
 

 
 

Figure 10 The example of MCP Method 1 simulation and verification. The target series 

is Praha-Ruzyně, the reference series is era_1000w. 
 

Table 4 shows the RMSE of metric h1 (average wind speed) for all calculated 

combinations of the reference and target series. It can be concluded, that if the reference 

and/or target wind data are measured at sites in lowlands and basins (Doksany, Kopisty, 

Brno-Tuřany, Ostrava-Poruba, Cheb), then large errors can be expected. This may be 

caused by the fact, that the wind conditions in such sites are frequently isolated from the 

shortcut reanalysis
temporal 

resolution

spatial 

resolution
pressure/height level data type

nc_925g NCEP/NCAR 6h 2.5 × 2.5° 925 hPa geostrophic wind

nc_925w NCEP/NCAR 6h 2.5 × 2.5° 925 hPa model wind

nc_850g NCEP/NCAR 6h 2.5 × 2.5° 850 hPa geostrophic wind

nc_850w NCEP/NCAR 6h 2.5 × 2.5° 850 hPa model wind

era_1000g ERA Interim 6h 0.75 × 0.75° 1000 hPa geostrophic wind

era_1000w ERA Interim 6h 0.75 × 0.75° 1000 hPa model wind

era_925g ERA Interim 6h 0.75 × 0.75° 925 hPa geostrophic wind

era_925w ERA Interim 6h 0.75 × 0.75° 925 hPa model wind

era_850g ERA Interim 6h 0.75 × 0.75° 850 hPa geostrophic wind

era_850w ERA Interim 6h 0.75 × 0.75° 850 hPa model wind

me_2m MERRA 1h 0.33 × 0.5° 2 m above ground model wind

me_10m MERRA 1h 0.33 × 0.5° 10 m above ground model wind

me_50m MERRA 1h 0.33 × 0.5° 50 m above ground model wind

me1_850g MERRA 1h 0.33 × 0.5° 850 hPa geostrophic wind

me1_850w MERRA 1h 0.33 × 0.5° 850 hPa model wind
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large-scale flow patterns due to inversions or local circulation, so that the 

interrelationship of local wind conditions to the other wind data series is weak. The 

strong orographic deformation of wind flow (Ostrava-Poruba, Kopisty) is an additional 

negative factor for reference series (but not for target series).  

 

Table 4: The RMSE of metrics h1 (difference between the average wind speeds) for all 

tested combinations of reference and target series. The Method 1 in standard settings 

was applied. The highest and lowest 3 values for each target series are highlighted, the 

results from pairs of weather stations in the distance of over 100 km are written red. 
 

For open sites, the 1000 hPa wind from ERA reanalysis and the surface wind from 

MERRA reanalysis are generally the best reference series. The exception, when the 

measured data as reference series are better than reanalyses, is the case when they are 

measured at near-by topographically similar sites (Praha-Ruzyně × Praha-Libuš).  

The results for metrics h2, h3 and h6 are basically similar. For the wind rose metrics 

h4 and h5 also the shape of target site wind rose plays role (the omnidirectional target 

wind roses tend to show better results than the wind roses with one or two strongly 

prevailing wind directions for both metrics). 

 

Doksany Kopisty B-Tuřan O-Porub P-Libuš Kuchař. P-Ruzyn Č.Buděj. Cheb Luká K.Mysl. Mileš.

Doksany 7.68% 8.97% 5.16% 3.98% 5.27% 4.07% 5.83% 7.97% 5.64% 4.58% 4.11% 5.75%

Kopisty 9.72% 11.29% 6.17% 7.33% 7.87% 7.38% 8.10% 8.64% 9.06% 8.81% 7.20% 8.32%

B-Tuřany 8.51% 6.61% 5.16% 3.73% 2.97% 4.29% 4.43% 4.07% 3.88% 5.71% 3.95% 4.85%

O-Poruba 10.73% 6.41% 7.75% 6.06% 6.40% 6.87% 7.06% 6.69% 7.08% 8.46% 6.26% 7.25%

P-Libuš 5.79% 5.52% 6.12% 3.97% 2.99% 1.27% 3.33% 4.86% 3.90% 4.19% 2.45% 4.04%

Kuchařovice 6.79% 5.65% 5.32% 4.34% 2.55% 3.14% 3.79% 4.77% 3.51% 4.22% 3.33% 4.31%

P-Ruzyně 5.59% 5.36% 6.23% 3.70% 1.11% 2.97% 3.16% 4.90% 3.82% 3.97% 2.16% 3.91%

Č.Buděj. 7.33% 4.91% 5.80% 4.86% 2.27% 3.04% 2.63% 4.35% 3.97% 4.24% 2.66% 4.19%

Cheb 9.64% 5.99% 5.57% 5.66% 4.35% 4.39% 4.92% 4.41% 5.05% 6.55% 4.56% 5.55%

Luká 6.98% 5.74% 5.45% 4.74% 2.51% 2.94% 3.01% 3.81% 4.97% 4.59% 2.77% 4.32%

K.Myslová 5.61% 6.44% 7.36% 4.66% 2.65% 3.28% 2.94% 4.03% 6.95% 3.83% 2.34% 4.55%

Milešovka 7.23% 5.61% 6.83% 3.61% 2.36% 3.08% 2.18% 4.03% 5.39% 4.52% 4.20% 4.46%

nc_925g 6.95% 5.01% 6.36% 4.62% 1.73% 1.62% 1.77% 3.17% 4.75% 3.11% 3.71% 1.38% 3.68%

nc_925w 6.41% 5.10% 6.86% 4.24% 1.83% 2.18% 1.74% 3.17% 5.59% 3.70% 3.53% 1.48% 3.82%

nc_850g 6.64% 5.36% 6.34% 5.05% 1.86% 2.02% 2.05% 3.05% 4.80% 3.09% 4.27% 1.89% 3.87%

nc_850w 6.45% 5.01% 6.86% 4.96% 2.07% 2.01% 2.12% 2.82% 5.75% 3.22% 3.76% 1.52% 3.88%

era_1000g 6.64% 5.83% 5.41% 3.31% 1.56% 1.74% 1.80% 4.13% 5.19% 3.47% 4.12% 1.91% 3.76%

era_1000w 5.92% 5.59% 4.96% 3.23% 1.24% 1.45% 1.11% 3.41% 5.21% 2.49% 3.97% 1.60% 3.35%

era_925g 6.77% 5.03% 5.68% 3.56% 1.40% 1.92% 1.51% 3.76% 5.23% 3.12% 4.05% 1.18% 3.60%

era_925w 6.52% 5.23% 5.87% 3.44% 1.73% 1.97% 1.69% 3.28% 4.89% 2.89% 3.86% 1.32% 3.56%

era_850g 6.50% 4.84% 6.28% 3.83% 1.79% 1.86% 1.86% 2.90% 5.09% 3.46% 4.23% 1.43% 3.67%

era_850w 6.59% 4.57% 6.79% 4.05% 1.92% 2.02% 1.94% 3.41% 5.14% 3.46% 3.87% 1.02% 3.73%

me_2m 6.46% 5.64% 5.67% 3.61% 1.29% 1.71% 1.46% 3.53% 5.02% 2.63% 3.78% 1.43% 3.52%

me_10m 6.51% 5.50% 5.64% 3.54% 1.26% 1.65% 1.37% 2.98% 5.13% 2.55% 3.78% 1.35% 3.44%

me_50m 6.44% 5.51% 5.64% 3.54% 1.25% 1.63% 1.33% 2.81% 5.13% 2.45% 3.67% 1.30% 3.39%

me1_850g 6.96% 5.24% 6.42% 4.05% 2.08% 2.34% 2.04% 3.14% 5.10% 3.95% 3.92% 1.39% 3.89%

me1_850w 6.68% 4.94% 6.54% 4.19% 2.06% 2.00% 2.06% 3.04% 5.68% 3.02% 3.63% 1.24% 3.76%

avg. 7.03% 5.58% 6.46% 4.28% 2.48% 2.85% 2.66% 3.90% 5.42% 3.91% 4.56% 2.48% 4.33%

Null method 11.20% 7.17% 7.58% 5.78% 5.45% 5.22% 6.91% 6.48% 6.59% 6.81% 6.45% 5.41% 6.76%

reference 

series

target series

avg.
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Figure 11 compares the "improvement rate" of RMSE of h1 metrics against the 

Pearson correlation coefficient between the individual records of reference and target 

series. The improvement rate is a ratio between the RMSE of applied Method 1 and the 

Null method, which takes the training data of target series as a simulation result. At the 

"improper" reference series from low-lying sites (Doksany, Kopisty, Brno-Tuřany, 

Ostrava-Poruba a Cheb), the result is chaotic and improvement is generally poor. In the 

other cases, the error is reduced as much as to 20 % for the best correlated series (r > 

0.75). For the series with correlation of 0.5-0.6, which is marked as "very poor 

correlation" by EMD International (2008), the method still improves the results to 40 – 

80 % of RMSE of Null method. 

 

Figure 11 The "improvement rate" of Method 1 vs. the correlation between reference and 

target data. The results are differentiated by the reference data source. See text for more 

explanation. 

The comparison between the author's methods and basic MCP methods (Table 5) 

shows that both Method 1 and Method 2 perform well. The accuracy of simulation of the 

average wind speed (h1) is similar to the Linear regression (linReg) method (4) and better 

than for the Method of ratios (ratios) (1) and the Variance ratio (varRat) method (5). The 

results of h2 and h3 metrics for the Linear regression method and the Method of ratios 

without simulation of residual are not relevant, because these methods are not designed to 

the calculation of the wind speed frequency distribution. Among the other methods, the 

Method 1 a Method 2 are much better then the Variance ratio method. On the other hand 

the Method 1 and Method 2 are less successful then the simpler methods in simulation of 

individual values of wind speed due to their wind variability simulation. 

The result also shows that the classification of wind data by wind direction clearly 

improves results of all methods. However, it cannot be clearly concluded that the basic 

classification to 36 directional sectors improves the result against classification to 12 

sectors, because the result depends on other factors (used data, rate of binning by other 

factors, merging algorithm, minimum number of training data inside bin etc.). 
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Table 5 The average values of test results for different MCP methods. 
 

 

Figure 12 shows an example of the wind rose simulation. In this aspect, both Method 

1 and Method 2 perform very well. 
 

 

Figure 12 The example of one individual run of wind rose simulation for the target series 

Milešovka (reference series me_10m). 

Příloha 2:

h3 (% sp.) h6 (% sp.)

RMSE absmax bias RMSE absmax bias RMS RMS

ratios 1 4.19% 9.13% 0.23% 31.6% 48.6% -17.21% 13.54% 57.4%

ratios 12 4.03% 8.74% 0.61% 26.1% 43.3% -11.19% 10.88% 53.8%

ratios 36 4.08% 8.90% 0.79% 25.8% 43.8% -9.79% 10.65% 53.8%

linReg 1 3.68% 8.10% -0.35% 42.7% 58.9% -41.97% 22.94% 53.8%

linReg 12 3.33% 7.32% -0.16% 34.6% 49.0% -33.90% 18.32% 49.9%

linReg 36 3.28% 7.31% -0.26% 32.9% 47.5% -32.08% 17.45% 49.9%

varRat 1 4.74% 10.37% 1.26% 12.3% 27.8% 0.15% 4.80% 60.4%

varRat 12 4.47% 9.73% 1.71% 12.0% 26.0% 3.46% 4.02% 56.8%

varRat 36 4.60% 9.87% 2.05% 14.2% 29.3% 6.94% 4.04% 57.1%

m1 1 3.58% 7.63% -0.14% 9.8% 22.1% -0.93% 3.24% 74.8%

m1 12 3.36% 7.12% 0.14% 8.8% 19.3% -0.03% 2.91% 69.0%

m1 36 3.32% 7.20% 0.17% 9.1% 19.5% 0.85% 2.91% 68.5%

m2 1 3.58% 7.63% -0.15% 9.9% 22.0% -1.23% 3.27% 74.9%

m2 12 3.37% 7.15% 0.14% 8.8% 19.5% -0.87% 2.94% 69.0%

m2 36 3.32% 7.24% 0.17% 8.8% 20.5% -0.86% 2.92% 68.5%

3.80% 8.23% 0.41% 19.2% 33.1% -9.24% 8.32% 61.2%

6.30% 13.90% -0.87% 20.9% 44.3% -3.40% 5.08% 95.1%Příloha 2:

h2 (% of power density)h1 (% of wind speed)

avg

Null method

method DD



24 

 

 

The comparison of various settings of the Method 1 and Method 2 was done as well. 

It was found, among others, that: 

- it is difficult to say, whether an additional classification (binning) by daytime and 

season improves the result. Its effect depends on chosen pair of reference/target data 

series and on other settings of applied method. In general, an additional classification 

rather improves results if the other classifications are less detailed (i.e. number of wind 

direction sectors is lower) and if the minimum required number of training data in a 

merged bin is lower and vice versa, 

- the chosen minimum number of 6 training records in a merged bin (for wind data of 

1h time resolution) is close to optimal, but removing the limit (i.e. one training record in 

a bin is accepted) or increasing the limit to the minimum of 12 records gives similar 

results. Higher number of required records in a merged bin leads to higher errors, 

especially if the basic classification is more detailed, 

- the optimization of assigning ranked data inside bins generally improves results, 

- the correction for ratio of average wind speeds (inside bins) in Method 1 improves 

results slightly. Most notably it decreases positive bias of this method, that would 

otherwise appear, 

- the effect of wind speed correction 
 ̅ 
 ( )

 ̅ 
 ( )
 in Method 2 is substantial. It improves 

results of average wind speed, average power density and frequency distribution. This 

improvement effectively indicates the difference between Method 2 and methods of 

Salmon & Walmsley (1999) or García-Rojo (2004). 

 

 

4. Wind climate of the Czech Republic 

4.1 General properties of the wind climate 

In agreement with Sobíšek (2000), the surface wind climate at any site (not only) in 

the Czech Republic can be understood as a result of three factors: geostrophic wind 

conditions, regional thermal and radiation effects and topographic effects. These factors 

manifest differently in different sites. In open elevated sites the wind conditions are 

mostly driven by the wind flow in free atmosphere, while in sites less exposed the local 

circulations and effects of local obstacles play important role.  

Majority of the studies of the wind climate in the Czech Republic, that were found by 

the author of this thesis, focus predominantly to the descriptive analysis of wind 

measurements (e.g. Kolektiv autorů, 1958, Sobíšek, 2000, Tolasz et al., 2007 and many 

local studies). The general interpretation of measured wind patterns over the area of 
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former Czechoslovakia was performed in a study Petrovič et al. (1969), where the diurnal 

and seasonal periodicity of wind speed and wind direction were analyzed. The effort was 

also made by Stuchlíka & Křivánkové (1966) and Sobíšek (1969, 1982, 1992, 1995, 

2000) to generalize the wind conditions spatially by definition of "wind climatic regions", 

based on the prevailing wind directions. However, the design of such areas depends on 

the choice of used wind measurements and it cannot capture the complex spatial 

variability of wind conditions. 

Two specific wind phenomena in the Czech Republic were identified besides the 

general pattern of dominant wind flow from western directions. The well known feature 

is the episodic regional increase of wind speed from south to south-east directions, which 

occurs over wide belt from southeast Moravia across the country up to north Bohemia. It 

is related to the streaming of wind through the gap between Alps and Carpathians 

(Defant, 1923, Gregor, 1957). As the air stratification is stable, the low-level jet stream 

can develop in such situations (Brázdil & Štekl (1986)). Additionally, the foehn wind can 

occur at the lee sides of Carpathians in south and east Moravia (Gregor, 1953).  

The second notable phenomena is the cold downslope "polák" wind from north to 

north-east, occurring over the lee sides of mountains Orlické hory, Jeseníky and in 

Moravská brána channel (ČMeS, 2014). It can be probably classified as weak bora wind. 

According to the findings of author of this thesis, this feature can be found also in middle 

and southeastern Moravia (Figure 13). 
 

 

Figure 13 The wind rose (1 year of measurement) for a site in mid-southeastern 

Moravia, at the southern slopes of mid-Moravian Carpathians. Three prevailing wind 

directions can be identified: i) the north-northeastern "polák" wind, intensified here by 

the its downslope movement, ii) the south-eastern wind typical for southeast Moravia, iii) 

western wind flow, which is relatively weak compared to the Bohemian regions. 



26 

 

4.2 Wind map of the Czech Republic 

(The wind map described here was created in cooperation between Jiří Hošek and 

author of this thesis, with technical help of our colleagues.) 

The main purpose of the construction of the "Wind map" is to estimate the wind 

conditions over the Czech Republic for needs of possible wind energy utilization. Several 

"wind maps" have been therefore constructed in the past 20 years with various level of 

success (Hanslian et al., 2012). The actual wind map, described in this thesis, was 

calculated as a combination of models VAS/WAsP and PIAP: 

The VAS/WAsP model (Hanslian et al., 2012) is a combination of VAS method and 

WAsP model. VAS (Sokol & Štekl, 1994) is a method for three-dimensional 

interpolation of meteorological variables. If applied to the wind data, this method reflects 

the general increase of wind speed with altitude, that can be observed in the Czech 

republic. WAsP model (Troen & Petersen, 1989) is the widely used wind resource 

assessment model, which enables detailed evaluation of effects of local terrain, roughness 

changes and obstacles on wind conditions. The combined VAS/WAsP model consists 

from three steps: At first the wind measurements are processed by WAsP to remove the 

local effects from measured data and obtain the "generalized wind conditions". Then the 

generalized data are interpolated by VAS. Finally, a detailed calculation over the whole 

area is performed again by WAsP in order to include the effects of local orography and 

roughness. This approach captures both large-scale and microscale effects on wind 

conditions. Its performance is, however, limited in microscale due to simplified physics 

of the model WAsP, so that the effects of steep or complex orographic features cannot be 

well captured. In larger scales the accuracy of VAS/WAsP is limited by lack of flow 

modelling, so that its performance depends on the number (and quality) of applied wind 

measurements.  

The PIAP model (Svoboda et al., 2013) is non-hydrostatic and non-stationary 

boundary layer model for numerical simulation of flow over hilly landscape. The 

calculation consists of the numerical simulation of pre-defined scenarios and the 

statistical model, in which the scenarios are adjusted and weighted by wind conditions at 

reference site. Based on the single wind measurement the PIAP model can simulate wind 

conditions over extensive area, considering the effects of orography at various scales. 

However, it requires much more computing time than VAS/WAsP model and several 

limitations of the accuracy of its simulation exists. 

To calculate the wind map, wind measurements from various sources were 

considered: 

- the wind data from (both manned and unmanned) meteorological stations. These 

data are rather of good quality (especially data from manned stations) and usually 

available for long time period, but they often suffer form poor anemometer siting and 

inhomogeneties, 
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- the wind data from wind masts. They are usually only short-term (1 or 2 years), but 

well sited and mostly of good quality, 

- the wind measurements at air quality (AIM) measurement network. The data 

quality varies, but some of the stations are well sited at areas with no other wind data 

available. 

The wind data underwent thorough data and measurement site quality control and the 

most problematic data records were removed. The MCP Method 2 (see chapter 3.1 for 

details) was applied to extend all data to the period 1997-2006. 

Finally, 71 wind measurements were applied in calculation of VAS/WAsP model. 

Calculation of PIAP model was only based on 5 wind measurements. The CORINE 

(Haines-Young et al., 2006) data were used for classification of surface roughness 

according to the study of Wieringa (2003). The digital terrain model DMÚ25 was used 

for orography description.  

The results of calculation of VAS/WAsP model are shown at Figure 14 and 15, the 

result of PIAP calculation is shown in Figure 16. The final result (Figure 17) was simply 

calculated as weighted average of VAS/WAsP and PIAP results in the ratio 7 : 3. The 

calculation of PIAP was originally performed in a grid with resolution of 600 m, so it had 

to be resampled to the 100-meter resolution of VAS/WAsP model. The height above 

ground for wind map was set to 100 m, which is the typical height of wind turbines. 

According to the final wind map, the highest average wind speed can be expected on 

the ridges of Krkonoše and Jeseníky mountains. However, the largest areas with average 

wind speeds above 6 m/s that are theoretically suitable for wind power utilization exist 

over the highland areas of Krušné hory, Českomoravská vrchovina, Nízký Jeseník and 

others. 
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Figure 14 Result of interpolation by the VAS method in the VAS/WAsP model for 

roughness length of 0.1 m and height 10 m. Author of the illustration: Jiří Hošek. 

 

 

Figure 15 VAS/WAsP model – average wind speed at the height of 100 m above ground. 

Author of the illustration: Jiří Hošek. 

 

[m/s] 
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Figure 16 PIAP model – average wind speed at the height of 10 m above ground. Author 

of the illustration: Jiří Hošek 

 

 

Figure 17 Resulting wind map – average wind speed at the height of 100 m above 

ground. Author of the illustration: Jiří Hošek 
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The accuracy of the wind map was verified by comparison with wind measurements 

that were not available at the time of its calculation. These wind data were measured on 

wind masts at the heights 35 - 90 m above ground and transformed to the height of 100 m 

using WAsP model. They were also extended to the period 1997-2006 by Method 2 

(chapter 3.2). As a result, the errors of spatial extrapolation of wind data are fully 

considered, while the errors of wind profile simulation by WAsP and long-term 

correction are considered only partially. 

The result (Table 6) shows, that the RMSE of average wind speed calculation was 

0.4 m/s and the simulated wind speeds were positively biased by almost 0.3 m/s. The 

most probable main source of the overestimation of simulated wind speed is the position 

of wind speed measurement at manned weather stations above roof (see chapter 2.2). 

Even though some correction of wind speed at these measurements was applied, it was 

probably not sufficient to fully cover the real wind speed-up. 
 

ID 
altitude z0 RIX 

altitude 

differences 
difference against measurement [m/s] 

[m] [m] [%] [m] VAS/WAsP PIAP wind map 

A 200 0.12 0 -10/100 0,19 -0,27 0,05 

B 300 0.08 0 -20/50 0,20 0,37 0,25 

C 300 0.10 0.2 -100/50 0,12 -0,19 0,03 

D 300 0.09 0 -70/100 0,54 0,83 0,63 

E 400 0.12 0.9 -50/50 -0,38 -0,60 -0,44 

F 400 0.20 1 -130/130 0,64 -0,18 0,39 

G 400 0.24 5.7 -100/50 0,71 0,54 0,66 

H 400 0.19 1.4 -120/200 0,10 0,40 0,19 

I 500 0.27 0.6 -150/50 0,02 0,63 0,20 

J 500 0.28 0.6 -100/50 0,03 0,64 0,21 

K 600 0.19 1.8 -200/10 -0,07 1,20 0,31 

L 600 0.22 3.9 -150/200 -0,23 1,12 0,18 

O 600 0.22 2.1 -200/0 0,53 1,04 0,68 

P 700 0.18 2.1 -200/100 0,83 0,09 0,61 

Q 700 0.17 0.2 -100/30 0,26 0,97 0,47 

R 700 0.35 0.8 -200/130 0,28 -1,01 -0,11 

root mean square error (RMSE) 0.41 0.72 0.40 

bias 0.24 0.35 0.27 
 

Table 6 Comparison of the average wind speed by VAS/WAsP and PIAP model and by 

resulting wind map with the results derived from the independent wind mas 

measurements. 
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