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#### Abstract

This note corrects some intentionally misleading statements about my work [4] (posted earlier on RG) in a recent preprint by Borisov, Neff, Sra \& Thiel [1] (posted on the same platform). In the danger of a possible confusion of interested readers, and solely because of that, I decided, after much thought, to take the exception and reply in some detail.

Both [4] and [1] deal with the inequality of the form $$
\begin{equation*} f\left(x_{1}\right)+\ldots+f\left(x_{n}\right) \leq f\left(y_{1}\right)+\ldots+f\left(y_{n}\right), \tag{*} \end{equation*}
$$


for a real valued function $f:(0, \infty) \rightarrow \mathbb{R}$, conditioned by the inequalities

$$
S^{k}(x) \leq S^{k}(y) \quad \text { for } k=1, \ldots, n-1, \quad S^{n}(x)=S^{n}(y)
$$

with elementary symmetric functions $S^{k}$, see Section 1 for a precise and full formulation. In Borisov, Neff, Sra \& Thiel [1] only the particular case

$$
\begin{equation*}
f(x)=\log ^{2}(x) \tag{**}
\end{equation*}
$$

is treated and $(*)$ is accordingly called the sum of squared logarithms inequality in that case by the authors. In contrast, in [4], Inequality $(*)$ is established for a large class $\mathscr{C}$ of functions $f$ which includes ( $* *)$ as an easy particular case. That particular case is in no way preferred over the other members of $\mathscr{C}$, and therefore any fuss with fancy concocted names (see above and below) seems inappropriate.

To demonstrate the power of my approach, I give a short proof of $(*)$ in the Borisov, Neff, Sra \& Thiel's special case ( $* *$ ) by repeating [4; Example 2.3]. Not only that the proof is much shorter and more straightforward than the later one given by Borisov, Neff, Sra \& Thiel [1]; it also indicates the right track to a generalization. It is therefore conceptual, a virtue that [1] does not seem to possess. [4; Example 2.3] requires no knowledge beyond the additivity of the logarithm on the real positive semi-axis and the elementary integration of fractions over the same semi-axis.
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## I Introduction

In a rather dramatic description, the authors [1] state the sum of squared logarithms inequality ("SSLI"), originally in the form of a 'Conjecture,' in widely self-cited extended papers, well documented in [4]. The 'Conjecture' reads, after an equivalent rephrasing,
is it true that for every positive integer $n$ and every pair of $n$-tuples of positive numbers $x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right)$ we have

$$
\begin{equation*}
\log ^{2}\left(x_{1}\right)+\ldots+\log ^{2}\left(x_{n}\right) \leq \log ^{2}\left(y_{1}\right)+\ldots+\log ^{2}\left(y_{n}\right) \tag{1}
\end{equation*}
$$

whenever the elementary symmetric functions of $n$ variables $S^{1}, \ldots, S^{n}$ satisfy

$$
S^{k}(x) \leq S^{k}(y) \quad \text { for } \quad k=1, \ldots, n-1, \quad S^{n}(x)=S^{n}(y) ?
$$

Here

$$
S^{k}(x)=\sum_{1 \leq i_{1}<\cdots<i_{k} \leq n} x_{i_{1}} \cdots x_{i_{n}}, \quad x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}, \quad 1 \leq k \leq n .
$$

The authors take the care to refer at length to their proofs in the cases $n=2,3,4$ (rendered obsolete by the subsequent research, that of mine inclusive), then of the publication of the conjecture on MathOverflow, and finally of a sketch of a proof for a general $n$ by Lev Borisov on the same platform. In contrast, their citation of my work on the problem, the work which I will describe shortly, is restricted to a single sentence, p. 3.
"Meanwhile, inspired by this new approach, Miroslav Šilhavý (Czech Academy of Science) has found a solution [33] to classifying all functions $W$ such that $e_{1}(x) \leq e_{1}(y), \ldots e_{n-1}(x) \leq e_{n-1}(y)$, $e_{n}(x)=e_{n}(y)$ implies $W(x) \leq W(y)$."
In fact, my work-

- is by no means "inspired by this new approach," as it is based on a novel idea of inviting into play the machinery of Pick's functions, no trace of which occurs in "this new approach;"
- it involves no "classification" at all; the authors use this misnomer to avoid saying plainly that rather,
- it proves their 'conjecture' in a broadly but directly generalized form, since
- it describes the class $\mathscr{C}$ of all indefinitely differentiable functions $f:(0, \infty) \rightarrow \mathbb{R}$ which have the property that for every positive integer $n$ and every pair of $n$-tuples of positive numbers $x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right)$ we have the following generalization of (1):

$$
\begin{equation*}
f\left(x_{1}\right)+\ldots+f\left(x_{n}\right) \leq f\left(y_{1}\right)+\ldots+f\left(y_{n}\right) \tag{2}
\end{equation*}
$$

whenever

$$
\begin{equation*}
S^{k}(x) \leq S^{k}(y) \quad \text { for } \quad k=1, \ldots, n-1, \quad S^{n}(x)=S^{n}(y) \tag{3}
\end{equation*}
$$

[^0]- a simple, easily accessible and often easily verifiable sufficient condition for $f$ to belong to $\mathscr{C}$ is that the function $x \mapsto x f^{\prime}(x), x>0$, admits an analytic extension $\varphi: \mathbb{C} \sim(-\infty, 0] \rightarrow \mathbb{C}$ with nonnegative imaginary part $\operatorname{Im} \varphi(z)$ for all $z \in \mathbb{C}$ with $\operatorname{Im} z>0$; (in the class of monotone functions $f$ this condition is actually a necessary and sufficient for $f \in \mathscr{C}$ );
- the function $f(x)=\log ^{2}(x)$ clearly satisfies that sufficient condition: $x f^{\prime}(x)=$ $2 \log x$ indeed has the required analytic extension; thus it satisfies (1);
- however, $\log ^{2}(x)$ is an "ordinary member" of the class $\mathscr{C}$, in no way preferred over others; no mystery connected with its explicit form;
- using the above sufficient/necessary condition, the reader will have no difficulty to verify that, e.g., the following functions $f(x)$ belong to $\mathscr{C}$ :

$$
x^{p}, \quad-1 \leq p \leq 1,
$$

while

$$
x^{p}, \quad p \text { real, }|p|>1,
$$

do not belong to $\mathscr{C}$. The class $\mathscr{C}$ is large; further references to instances of $\mathscr{C}$ are found in [4; Examples 4.3].
The second, and last, place ${ }^{\star \star}$ where the authors [1] cite [4] is p. 15:
"More generally, extensions of the SSLI to other matrix monotone functions may be obtained by building on [33]."

- What 'building on?' No need of it: My work contains a complete and entirely explicit description of all functions from $\mathscr{C}$, no further work, not to speak about 'building on,' is neither necessary nor possible;
- what 'more generally?' No special cases have been mentioned previously. In addition,
- the relationship with matrix monotone functions (described inaccurately and cryptically by the quoted sentence) is one of the main messages of my work, clearly stated there, and not the "discovery" in the first bullet on p. 15 of Borisov, Neff, Sra \& Thiel [1], under which the citation of my work misleadingly appears.


## 2 The shortest proof of "SSLI," as described in [4]

Based on the ideas [4], which however, are not necessary for the present proof, we start from the following representation

$$
\begin{equation*}
\log ^{2} x=2 \int_{0}^{\infty}\left(\log [(x+y) /(1+y)]-(\log x) /\left(1+y^{2}\right)\right) d y / y, \quad x>0 . \tag{4}
\end{equation*}
$$

This is elementary to verify: the equality plainly holds for $x=1$ and the differentiation with respect to $x$ followed by a subsequent multiplication by $x / 2$ leads to

[^1]$$
\log x=-\int_{0}^{\infty}\left((x+y)^{-1}-y /\left(1+y^{2}\right)\right) d y
$$
which is verified by an easy integration [2; Example 2, p. 27]. Let now $n$ be a positive integer and $x \in \mathbb{R}^{n}$ have positive components. Then the repesentation (4) and the additivity of logarithm give
\[

$$
\begin{aligned}
\sum_{i=1}^{n} \log ^{2}\left(x_{i}\right) & =2 \int_{0}^{\infty}\left(\sum_{i=1}^{n} \log \left[\left(x_{i}+y\right) /(1+y)\right]-\sum_{i=1}^{n}\left(\log x_{i}\right) /\left(1+y^{2}\right)\right) d y / y \\
& =2 \int_{0}^{\infty}\left(\log \prod_{i=1}^{n}\left[\left(x_{i}+y\right) /(1+y)\right]-\left(\log \left(x_{1} \cdots x_{n}\right)\right) /\left(1+y^{2}\right)\right) d y / y \\
& =2 \int_{0}^{\infty}\left(\log \left(\sum_{i=1}^{n} y^{n-i} S^{i}(x) /(1+y)^{n}\right)-S^{n}(x) /\left(1+y^{2}\right)\right) d y / y .
\end{aligned}
$$
\]

We see that the last expression is an increasing function of $S^{1}(x), \ldots, S^{n-1}(x)$ when $S^{n}(x)$ remains constant. Thus the set of inequalities

$$
S^{k}(x) \leq S^{k}(y) \quad \text { for } k=1, \ldots, n-1, \quad S^{n}(x)=S^{n}(y)
$$

implies

$$
\log ^{2}\left(x_{1}\right)+\ldots+\log ^{2}\left(x_{n}\right) \leq \log ^{2}\left(y_{1}\right)+\ldots+\log ^{2}\left(y_{n}\right) .
$$

(Compare with the proof of the same assertion on pp. 3-11 in Borisov, Neff, Sra \& Thiel [1].)

## 3 The general case

The proof in Section 2 opens the way to a treatment of the general case, the main result of [4].

## Theorem.

(i) If $f:(0, \infty) \rightarrow \mathbb{R}$ admits the representation

$$
\begin{align*}
f(x)= & a+b x+c \log x+d / x \\
& +\int_{(0, \infty)}\left(\log [(x+y) /(1+y)]-\log x /\left(1+y^{2}\right)\right) d \mu(y) \tag{5}
\end{align*}
$$

for all $x>0$, where $\mu$ is a nonnegative measure on $(0, \infty)$ with $\int_{(0, \infty)} y /(1+$ $\left.y^{2}\right) d \mu(y)<\infty$ and $a, c \in \mathbb{R}$ are constants, with $b \geq 0$ and $d \geq 0$, then $f$ belongs to the class $\mathscr{C}$, i.e., satisfies (2) for any positive integer $n$ and $x$ and $y n$-tuples satisfying (3).
(ii) If $f$ is monotone, then $f$ belongs to $\mathscr{C}$ if and only if it admits the representation (5).

## Remarks.

(i) Treating integrals with respect to a nonnegative measure as a sort of generalized linear combinations with nonnegative coefficients, we see that (5) synthesizes the function $f$ as a combination of the following "elementary members" of $\mathscr{C}$

$$
\begin{equation*}
f(x)= \pm 1, \quad f(x)=x, \quad f(x)= \pm \log x, \quad f(x)=1 / x \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
f_{y}(x)=\log [(x+y) /(1+y)]-(\log x) /\left(1+y^{2}\right) \tag{7}
\end{equation*}
$$

where $y>0$ is a parameter. Indeed, using the additivity of the logarithm, it is elementary to verify that each member in (6) and (7) belongs to $\mathscr{C}$. Hence in view of the linearity of the basic inequality (2), so also does the combination of these with nonnegative coefficients, i.e., the function $f$. (Here we repeat the proof in Section 2). This completes the proof that the representation (5) implies (2).
(ii) The proof of the converse implication is less elementary as it is based on Bernstein's and Widder's theory of completely monotone functions.
(iii) There is a strong geometric idea behind (5). Namely, the set $\mathscr{C}$ is a convex cone: if $f_{1}, f_{2} \in \mathscr{C}$ then $t_{1} f_{1}+t_{2} f_{2} \in \mathscr{C}$ for any $t_{1} \geq 0, t_{2} \geq 0$. A broad generalization of Carathéodory's theorem on extremal points of compact convex subsets of $\mathbb{R}^{n}$, viz., the Krein-Milman's theorem [3; Theorem 3.21], asserts that each point of a compact convex subset $K$ of a "decent" topological vectorspace belongs to the closure of the convex envelope of the set of all extreme points of $K$. Thus any point of $K$ is the limit of a (generalized) sequence of convex combinations of the extreme points of $K$. In the limit the finite convex combinations change into an integral with respect to a probability measure. This result is essentially the celebrated integral representation of Choquet. In the version for convex cones (as contrasted to convex compact sets) the restriction that the total mass of the measure be 1 disappears, and one is left with representations of the type (5). Thus one possible proof of the existence of a measure as in (5) (not yet tested) is to show that the elements of the list (6) and (7) are the extreme points of $\mathscr{C}$. (As already mentioned, different devices are used in [4] to prove (5).)
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[^0]:    ${ }^{\star}$ In addition to seeing the processes in my head and thus knowing what inspired me, there is an inacurracy in the authors' description. As a matter of fact, instead of being "inspired by this new approach," I started my work on the problem essentially by a comission by Neff. In a letter dated 29 May 2015, Neff asked me to disseminate his MathOverflow announcement of the conjecture among my friends, which I did. He failed to mention that the problem had already been solved by Borisov.

[^1]:    ** Compare with the frequency of citation of their works in my paper (altogether 16 in-textcitations and 7 cited papers of the authors). My absence in [1] occurs in a situation when the reference list in [1] contains a number of plainly irrelevant papers, some of them even not cited in the text (as is more or less frequent in writings of the second author of [1]).

