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KOMLÓS’S TILING THEOREM VIA GRAPHON COVERS

JAN HLADKÝ, PING HU, AND DIANA PIGUET

ABSTRACT. Komlós [Komlós: Tiling Turán Theorems, Combinatorica, 2000] determined the asymp-
totically optimal minimum-degree condition for covering a given proportion of vertices of a host
graph by vertex-disjoint copies of a fixed graph H, thus essentially extending the Hajnal–Szemerédi
theorem which deals with the case when H is a clique. We give a proof of a graphon version of
Komlós’s theorem. To prove this graphon version, and also to deduce from it the original state-
ment about finite graphs, we use the machinery introduced in [Hladký, Hu, Piguet: Tilings in
graphons, arXiv:1606.03113]. We further prove a stability version of Komlós’s theorem.

1. INTRODUCTION

Questions regarding the number of vertex-disjoint copies of a fixed graph H that can be
found in a given graph G are an important part in extremal graph theory. The corresponding
quantity, i.e., the maximum number of vertex-disjoint copies of H in G, is denoted til(H, G),
and called the tiling number of H in G. The by far most important case is when H = K2 because
then til(H, G) is the matching number of G. For example, a classical theorem of Erdős–Gallai [5]
gives an optimal lower bound on the matching ratio of a graph in terms of its edge density.

Recall that the theory of dense graph limits (initiated in [13, 2]) and the related theory of flag
algebras (introduced in [14]) have led to breakthroughs on a number of long-standing prob-
lems that concern relating subgraph densities. It is natural to attempt to broaden the toolbox
available in the graph limits world to be able to address extremal problems that involve other
parameters than subgraph densities. In [9] we worked out such a set of tools for working with
tiling numbers. In this paper we use this theory to prove a strengthened version of a tiling
theorem of Komlós, [10].

1.1. Komlós’s Theorem. Suppose that H is a fixed graph with chromatic number r. We want
to find a minimum degree threshold that guarantees a prescribed lower bound on til(H, G) for
a given (large) n-vertex graph G. Consider first the special case H = Kr. Then one end of the
range for the problem is covered by Turán’s Theorem: if δ(G) > (r−2)n/r−1 then til(H, G) ≥ 1.
The other end is covered by the Hajnal–Szemerédi Theorem, [8]: if δ(G) ≥ b(r−1)n/rc then
til(H, G) = bn/rc (which is the maximum possible value for til(H, G)). If δ(G) = m < b(r−1)n/rc
then the Hajnal–Szemerédi Theorem does not apply directly. However, in that case we can add
auxiliary vertices that are complete to all other vertices so to create an n′-vertex graph G′ for
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which we have δ(G′) = b(r−1)n′/rc. Applying the Hajnal–Szemerédi Theorem to the graph
G′ and disregarding the copies of Kr that touch the auxiliary vertices we get til(Kr, G) '
1
r (m− (r−2)n/r−1), which is the optimal condition for the given minimum degree m.[a]

When H is a general r-chromatic graph, the asymptotically optimal minimum degree con-
dition δ(G) ≥ (1 + o(1))(r−1)n/r for the property til(H, G) ≥ 1 is given by the Erdős–Stone
Theorem (see Section 2.5). Komlós’s Theorem then determines the the optimal threshold for
greater values of til(H, G). To this end we need to introduce the critical chromatic number.

Definition 1.1. Suppose that H is a graph of order h whose chromatic number is r. We write
` for the order of the smallest possible color class in any r-coloring of H. The critical chromatic
number of H is then defined as

(1.1) χcr(H) =
(r− 1)h

h− `
.

Observe that

(1.2) χcr(H) ∈ (χ(H)− 1, χ(H)] .

We can now state Komlós’s Theorem.

Theorem 1.2 ([10]). Let H be an arbitrary graph, and x ∈ [0, 1]. Then for every ε > 0 there exists
a number n0 such that the following holds. Suppose that G is a graph of order n > n0 with minimum
degree at least

(1.3)
(

x
(

1− 1
χcr(H)

)
+ (1− x)

(
1− 1

χ(H)− 1

))
n .

Then til(H, G) ≥ (x−ε)n
v(H)

.

This result is tight (up to the error term εn
v(H)

) as shown by an χ(H)-partite n-vertex graph
whose χ(H)− 1 colour classes are of size n·(χ(H)−x(χcr(H)+1−χ(H)))/χ(H)(χ(H)−1) each, and the
χ(H)-th colour class is of size n · x(χcr(H)+1−χ(H))/χ(H).[b] Additional edges can be inserted into
the last colour class arbitrarily. Komlós calls these graphs bottleneck graphs with parameters x and
χcr(H).[c]

Note also that Theorem 1.2 does not cover the case of perfect tilings, i.e., when til(H, G) =⌊
n

v(H)

⌋
. Indeed, the answer to this “exact problem” (as opposed to approximate) is more com-

plicated as was shown by Kühn and Osthus [11].
Here, we reprove Komlós’s Theorem. Actually, our proof also gives a stability version of

Theorem 1.2. This stability version seems to be new.

Theorem 1.3. Let H be an arbitrary graph, and x ∈ [0, 1]. Then for every ε > 0 there exists a number
n0 ∈N such that the following holds. Suppose that G is a graph of order n > n0 with minimum degree
at least as in (1.3). Then

til(H, G) ≥ (x− ε) n
v(H)

.

[a]The symbol ' denotes that we neglected rounding.
[b]Again, we neglect rounding issues.
[c]Note that the parameter χ(H) need not be an input as it can be reconstructed from χcr(H) using (1.2).
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Furthermore, if x ∈ [0, 1) then for every ε > 0 there exist numbers n0 ∈N and δ > 0 such that the
following holds. Suppose that G is a graph of order n > n0 with minimum degree at least as in (1.3).
Then we have

til(H, G) ≥ (x + δ) n
v(H)

,

unless G is ε-close in the edit distance[d] to a bottleneck graph with parameters x and χcr(H).

The original proof of Theorem 1.2 is not lengthy but uses an ingenious recursive regulariza-
tion of the graph G.[e] Our proof offers an alternative point of view on the problem. In fact we
believe it follows the most natural strategy: If G had only a small tiling number then, by the LP
duality,[f] it would have a small fractional F-cover. This would lead to a contradiction to the minimum
degree assumption. The actual execution of this proof strategy, using the graphon formalism, is
quite technical, in particular in the stability part. Tools that we need to use to this end involve
the Banach–Alaoglu Theorem, and arguments about separability of function spaces. While
the amount of analytic tools needed may be viewed as a disincentive we actually believe that
working out these techniques will be useful in bringing more tools from graph limit theories
to extremal combinatorics.

1.2. Organization of the paper. In Section 2 we introduce the notation and recall background
regarding measure theory, graphons and extremal graph theory. In Section 3 we give a digest of
those parts of the theory of tilings in graphons developed in [9] that are needed in the present
paper. Thus, any reader familiar with the general theory of graphons should be able to read
this paper without having to study [9]. In Section 4 we state the graphon version of Komlós’s
Theorem, and use it to deduce Theorem 1.3. This graphon version of Komlós’s Theorem is then
proved in Section 5. Sections 6 and 7 contain some concluding comments.

2. PRELIMINARIES

Given a function f and a number a we define its support supp f = {x : f (x) 6= 0} and its
variant suppa f = {x : f (x) ≥ a}. We write essinf f and esssup f for the essential infimum and
essential supremum of f . Recall that a set (in a measure space) is null if it has zero measure.
“Almost everywhere” is a synonym to “up to a null-set”.

2.1. Weak∗ convergence. If Ω is a Borel probability space, then it is a separable measure space.
The Banach space L1(Ω) is separable (see e.g. [3, Theorem 13.8]). The dual of L1(Ω) is L∞(Ω).
Recall that a sequence f1, f2, . . . ∈ L∞(Ω) converges weak∗ to a function f ∈ L∞(Ω) if for each
g ∈ L1(Ω) we have that

∫
fng →

∫
f g. This convergence notion defined the so-called weak∗

topology onL∞(Ω). Let us remark that this topology is not metrizable in general. The sequential
Banach–Alaoglu Theorem (as stated for example in [16, Theorem 1.9.14]) in this setting reads
as follows.

Theorem 2.1. If Ω is a Borel probability space then each sequence of functions of L∞(Ω)-norm at
most 1 contains a weak∗ convergent subsequence.

[d]see Section 2.4 for a definition
[e]See Section 6.
[f]Normally, the LP duality would require the fractional version of the tiling number to be considered. However, we

are able to overcome this matter.
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2.2. Graphons. Our notation follows mostly [12]. Our graphons will be defined on Ω2, where
Ω is an atomless Borel probability space equipped with a measure ν (defined on an implicit
σ-algebra). The product measure on Ωk is denoted by νk.

We refer the reader to [12] to the key notions of cut-norm ‖ · ‖� and cut-distance dist�(·, ·).
We just emphasize that to derive the latter from the former, one has to involve certain measure-
preserving bijections. This step causes that the cut-distance is coarser (in the sense of topolo-
gies) than then cut-norm. When we say that a sequence of graphs converges to a graphon we
refer to the cut-distance.

Suppose that we are given an arbitrary graphon W : Ω2 → [0, 1] and a graph F whose vertex
set is [k]. We write W⊗F : Ωk → [0, 1] for a function defined by

W⊗F(x1, . . . , xk) = ∏
1≤i<j≤k
ij∈E(F)

W(xi, xj) .

Last, let us recall the notion of neighborhood and degree in a graphon W : Ω2 → [0, 1].
If x1, . . . , x` ∈ Ω, then the common neighborhood N(x1, . . . , x`) is the set

⋂`
i=1 (supp W(xi, ·)).

The degree of a vertex x ∈ Ω is degW(x) =
∫

y W(x, y). The minimum degree of W is δ(W) =

essinf degW(x). It is well-known (see for example [14, Theorem 3.15]) that any limit graphon
of sequence of graphs with large minimum degrees has a large minimum degree.

Lemma 2.2. Suppose α > 0 and that G1, G2, . . . are finite graphs converging to a graphon W, and that
their minimum degrees satisfy δ(Gi) ≥ αv(Gi). Then δ(W) ≥ α. �

2.3. Independent sets in graphons. If W : Ω2 → [0, 1] is a graphon then we say that a mea-
surable set A ⊂ Ω is an independent set in W if W is 0 almost everywhere on A× A. The next
(standard) lemma asserts that a weak∗ limit of independent sets is again an independent set.

Lemma 2.3. Let W : Ω2 → [0, 1] be a graphon. Suppose that (An)
∞
n=1 is a sequence of independent sets

in W. Suppose that the indicator functions of the sets An converge weak∗ to a function f : Ω → [0, 1].
Then supp f is an independent set in W.

Proof. It is enough to prove that for each ε > 0, the set P = suppε f is independent. There is
nothing to prove if P is null, so assume that P has positive measure. Suppose that the statement
is false. Then — by basic properties of measure — there exist sets X, Y ⊂ P of positive measure
such that

(2.1) ν
(

X×Y ∩
{
(x, y) ∈ Ω2 : W(x, y) = 0

})
<

ε2

5
ν(X)ν(Y) .

Recall that
∫

X f ≥ εν(X) and
∫

Y f ≥ εν(Y). By weak∗ convergence, for n sufficiently large,
ν(X ∩ An) ≥ ε

2 ν(X) and ν(Y ∩ An) ≥ ε
2 ν(Y). Since An is an independent set, we have that W

is 0 almost everywhere on (X ∩ An)× (Y ∩ An). This contradicts (2.1). �

2.4. Edit distance. Given two n-vertex graphs G and H, the edit distance from G to H is the
number edges of G that need to be edited (i.e., added or deleted) to get H from G. Here, we
minimize over all possible identifications of V(G) and V(H). So, for example if G and H are
isomorphic then their edit distance is 0. We say that H is ε-close to G in the edit distance if its
distance from H is at most ε(n

2).
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2.5. Erdős–Stone–Simonovits Stability Theorem. Suppose that H is a graph of chromatic
number r. The Erdős–Stone–Simonovits Stability Theorem [6, 15] asserts that if G is an H-
free graph on n vertices then e(G) ≤

(
1− 1

r−1 + on(1)
)
(n

2). This is accompanied by a stability
statement: for each ε > 0 there exists numbers δ > 0 and n0 such that if G is an H-free graph on
n vertices, n > n0 and e(G) >

(
1− 1

r−1 − δ
)
(n

2), then G must be ε-close to the (r− 1)-partite
Turán graph in the edit distance. We shall need the min-degree version of this (which is actu-
ally weaker and easier to prove): if the minimum degree of G is at least

(
1− 1

r−1 − δ
)

n and G
is H-free, then G must be ε-close to the (r− 1)-partite Turán graph in the edit distance.

We say that W : Ω2 → [0, 1] is a (r− 1)-partite Turán graphon if there exists a partition Ω =

Ω1 t . . .tΩr−1 into sets of measure 1/r−1 each, such that W�Ωi×Ω2 equals 1 almost everywhere
for i 6= j and equals 0 almost everywhere for i = j. The stability part of the min-degree version
of the Erdős–Stone–Simonovits Theorem yields the following:

Theorem 2.4. Suppose that H is graph of chromatic number r. If W is a graphon with
∫

W⊗H = 0
and minimum degree at least 1− 1

r−1 then W is a (r− 1)-partite Turán graphon.

3. TILINGS IN GRAPHONS

In this section, we recall the main concepts and results from [9]. Let us first recall the most
important definitions of an F-tiling and a fractional F-cover in a graphon. The definition of
F-tilings in graphons is inspired by the definition of fractional F-tilings in finite graphs (we
explained in [9, Section 3.2] that there should be no difference between integral and fractional
F-tilings in graphons).

Definition 3.1. Suppose that W : Ω2 → [0, 1] is a graphon, and that F is a graph on the vertex
set [k]. A function t : Ωk → [0,+∞) is called an F-tiling in W if

supp t ⊂supp W⊗F ,

and we have for each x ∈ Ω that

k

∑
`=1

∫
t(x1, . . . , x`−1, x, x`+1, . . . , xk) dνk−1(x1, . . . x`−1, x`+1, . . . , xk) ≤ 1 .

The size of an F-tiling t is ‖t‖ =
∫
t(x1, . . . , xk) dνk. The F-tiling number of W, denoted by

til(F, W), is the supremum of sizes over all F-tilings in W.

For the definition of fractional F-covers in graphons one just rewrites mutatis mutandis the
usual axioms of fractional F-covers in finite graphs.

Definition 3.2. Suppose that W : Ω2 → [0, 1] is a graphon, and F is a graph on the vertex
set [k]. A measurable function c : Ω→ [0, 1] is called a fractional F-cover in W if

νk

((
supp W⊗F

)
∩
{
(x1, x2, . . . , xk) ∈ Ωk :

k

∑
i=1

c(xi) < 1

})
= 0 .

The size of c, denoted by ‖c‖, is defined by ‖c‖ =
∫
c. The fractional F-cover number fcov(F, W)

of W is the infimum of the sizes of fractional F-covers in W.
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Let us note that in [9, (3.7)], we established that

(3.1) the value of fcov(F, W) is attained by some fractional F-cover.

With these notions at hand, we can state two key results from [9]: the lower-semicontinuity
of the F-tiling number, and the graphon LP-duality.

Theorem 3.3 ([9, Theorem 3.4]). Suppose that F is a finite graph and suppose that (Gn) is a sequence
of graphs of growing orders converging to a graphon W : Ω2 → [0, 1] in the cut-distance. Then we have
that lim infn

til(F,Gn)
v(Gn)

≥ til(F, W).

Theorem 3.4 ([9, Theorem 3.16]). Suppose that W : Ω2 → [0, 1] is a graphon and F is an arbitrary
finite graph. Then we have til(F, W) = fcov(F, W).

The following useful proposition relates qualitatively the F-tiling number and the F-homomorphism
density.

Proposition 3.5. Suppose that F is a finite graph on a vertex set [k] . Then for an arbitrary graphon W
we have that til(F, W) = 0 if and only if

(3.2)
∫

Ωk
W⊗F = 0 .

Proof. By Theorem 3.4 and (3.1) we know, that til(F, W) = 0 if and only if the constant zero
function (up to a zero-set) is a fractional F -cover of W . The latter property is equivalent
to (3.2). �

4. KOMLÓS’S THEOREM

We state our result as a graphon counterpart of Theorem 1.2. First, in analogy to bottleneck
graphs we define the class of bottleneck graphons.

Definition 4.1. Suppose that numbers x ∈ [0, 1) and χcr ∈ (1,+∞) are given. Let us write
r = dχcre. We say that a graphon W : Ω2 → [0, 1] is a bottleneck graphon with parameters x
and χcr if there exists a partition Ω = Ω1tΩ2t . . .tΩr such that ν(Ωr) = x(χcr+1−r)/r, ν(Ω1) =

ν(Ω2) = . . . = ν(Ωr−1) = (r−x(χcr+1−r))/r(r−1), and such that

• for each 1 ≤ i < j ≤ r, W is 1 almost everywhere on Ωi ×Ωj,
• for each 1 ≤ i ≤ r− 1, W is 0 almost everywhere on Ωi ×Ωi.

A set of graphons on a given probability space Ω is called a graphon class if with each graphon
it contains all graphons isomorphic to it. Given a graphon W and a graphon class C, we define
dist�(W, C) = infU∈C ‖W −U‖�. We also define dist1(W, C) = infU∈C ‖W −U‖1.

For a given x ∈ [0, 1] and χcr ∈ (1, ∞), we write Cx,χcr for the set of all bottleneck graphons
with parameters x and χcr. This is obviously a graphon class. The next standard lemma asserts
that convergence to Cx,χcr in the cut-norm implies convergence in the L1-norm.

Lemma 4.2. Suppose that x ∈ [0, 1] and χcr ∈ (1, ∞). If (Wn) is a sequence of graphons with
dist�(Wn, Cx,χcr)→ 0 then dist1(Wn, Cx,χcr)→ 0.

Proof. Let Bx,χcr be (any representative of the isomorphism class of) the bottleneck graphons
with parameters x and χcr in which Bx,χcr restricted to Ωr×Ωr is zero. The fact that dist�(Wn, Cx,χcr)→
0 allows us to find partitions Ω(n) = Ω(n)

1 t . . . tΩ(n)
r where the sets Ω(n)

i have measures as in
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Definition 4.1 and approximately satisfy the other properties. Let us modify each graph Wn by
making it zero on Ω(n)

r ×Ω(n)
r . For the modified graphons W ′n, we have dist�(W ′n, Bx,χcr) → 0.

The graphon Bx,χcr is 0-1-valued. Thus, [12, Proposition 8.24] tells us that dist1(W ′n, Bx,χcr)→ 0.
Consequently, dist1(Wn, Cx,χcr)→ 0. �

Theorem 4.3. Let H be an arbitrary graph with chromatic number at least two, and x ∈ [0, 1]. Suppose
that W is a graphon with minimum degree at least

(4.1) x
(

1− 1
χcr(H)

)
+ (1− x)

(
1− 1

χ(H)− 1

)
.

Then fcov(H, W) ≥ x
v(H)

. Furthermore, if x < 1 and fcov(H, W) = x
v(H)

then W is a bottleneck

graphon with parameters x and χcr.[g]

The proof of Theorem 4.3 occupies Section 5. Let us now employ the transference results
from Section 3 to see that Theorem 4.3 indeed implies Theorem 1.3.

Proof of Theorem 1.3. We first prove the main assertion, and leave the “furthermore” part for
later. Suppose that (Gn)n is a sequence of graphs with

(4.2) δ(Gn) ≥
(

x
(

1− 1
χcr(H)

)
+ (1− x)

(
1− 1

χ(H)− 1

))
v(Gn)

whose orders tend to infinity for some fixed x > 0 and a finite graph H. Let W be a graphon that
is an accumulation point of this sequence with respect to the cut-distance. Then the minimum
degree of W is at least x

(
1− 1

χcr(H)

)
+ (1− x)

(
1− 1

χ(H)−1

)
by Lemma 2.2. Thus Theorem 4.3

tells us that fcov(H, W) ≥ x
v(H)

. Then Theorems 3.3 and 3.4 imply that lim infn
til(H,Gn)

v(Gn)
≥

til(H, W) = fcov(H, W), as needed.
Let us now move to the “furthermore” part of the statement. Suppose that (Gn)n is a se-

quence of graphs whose orders tend to infinity which satisfies (4.2) for some fixed x > 0 and
a finite graph H. Suppose that for each δ > 0, when n is sufficiently large, we have that
til(H, Gn) ≤ x+δ

v(H)
·n. Let us now pass to any limit graphon W. We have δ(W) ≥ x

(
1− 1

χcr(H)

)
+

(1− x)
(

1− 1
χ(H)−1

)
and, by Theorems 3.3 and 3.4, we have that til(H, W) ≤ x

v(H)
. Theo-

rem 4.3 tells us that W must be a bottleneck graphon with parameters x and χcr(H). We con-
clude, that for large enough n, the graph Gn is ε-close in the cut-distance to a bottleneck graph
with parameters x and χcr(H). Furthermore, by Lemma 4.2, we can actually infer ε-closeness
in the edit distance, as was needed. �

5. PROOF OF THEOREM 4.3

In Section 5.1 we prove the main part of the statement, and in Section 5.2 we refine our
arguments to get the stability asserted in the “furthermore” part.

Throughout the section, we shall work with “slices of W”, i.e., one-variable functions W(x, ·)
for some fixed x ∈ Ω. Recall that measurability of W(·, ·) gives that W(x, ·) is measurable for
almost every x ∈ Ω. We shall assume that W(x, ·) is measurable for every x ∈ Ω. This is
only for the sake of notational simplicity; in the formal proofs we would first take away the
exceptional set of x’s.

[g]Clearly, there is no uniqueness for x = 1.
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Let us write δ = δ(W).
Let us first deal with the case x = 0. Then the only non-trivial assertion in Theorem 4.3 is

the stability. So, suppose that the conditions of the theorem are fulfilled with x = 0, and we
have fcov(H, W) = 0. Proposition 3.5 tells us that

∫
Ωv(H) W⊗H = 0. Recall that δ ≥ 1− 1

χ(H)−1
by (4.1). The Erdős–Stone–Simonovits Stability Theorem 2.4 tells us that W must be a χ(H)-
partite Turán graphon. By Definition 4.1, this is equivalent to being a bottleneck graphon with
parameters 0 and χcr(H), which was to be proven.

Thus, throughout the remainder of the proof, we shall assume that x is positive.

5.1. The main part of the statement. We start with a simple auxiliary claim.

Claim 5.1. Suppose that t > 0, f ∈ L∞(Ω), 0 ≤ f ≤ 1 is such that

ν {x ∈ Ω : ‖W(x, ·)− f ‖1 < t} > 0 .

Then ‖ f ‖1 ≥ δ− t.

Proof. Recall that for almost every x ∈ Ω, we have ‖W(x, ·)‖1 ≥ δ. Let us fix one such an x
which additionally satisfies ‖W(x, ·)− f ‖1 < t. By the triangle-inequality,

‖ f ‖1 ≥ ‖W(x, ·)‖1 − ‖W(x, ·)− f ‖1 ≥ δ− t .

�

Among all proper colourings of H with r = χ(H) colours consider one that minimizes the
size of the smallest colour class and let V(H) = V1 tV2 t . . . tVr be the partition of the vertex
set into the colour classes of this colouring such that `1 ≥ `2 ≥ . . . ≥ `r > 0, for `i = |Vi|. Let
h = ∑i `i be the order of H. Fix an arbitrarily small γ ∈ (0, 1).

Let c : Ω → [0, 1] be an arbitrary fractional H-cover of W. It is enough to show that∫
Ω c(x)dx ≥ x

v(H)
− γ. Set β := γ/h, and

(5.1) ε = γ ·

 δ−
(

1− 1
r−1

)
3r2

4

.

The fact that x > 0 together with (4.1) tells us that ε > 0.
Let A1 = Ω. Sequentially, for i = 1, . . . , r, given sets

A1, . . . , Ai, B1, . . . , Bi−1, F1, . . . , Fi−1 ⊂ Ω

of positive measure and numbers α1, . . . , αi−1, define number αi and sets Bi, Fi, Ai+1 as follows.
Set αi = essinf c�Ai , Bi = {w ∈ Ai : c(w) ≤ αi + β}. It follows that ν(Bi) > 0. By the sepa-
rability of the space L∞(Ω) there exists a function fi ∈ L∞(Ω), 0 ≤ fi ≤ 1 such that the set
Fi := {w ∈ Bi : ‖W(w, ·)− fi(·)‖1 < ε} has positive measure. Finally, define

(5.2) Ai+1 :=
{

w ∈ Ai : ν {y ∈ Fi : W(w, y) > 0} ≥
(
1− 4
√

ε
)

ν(Fi)
}

.

In order to be able to proceed with the construction for step i + 1, we need to show that Ai+1
has positive measure. The following claim gives an optimal quantitative lower-bound.

Claim 5.2. We have ν(Ai) ≥ δ− (1− ν(Ai−1))− 3 · 4
√

ε = ν(Ai−1) + δ− 1− 3 · 4
√

ε.
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Before proving Claim 5.2, we note that as an immediate consequence of Claim 5.2, we have
that

(5.3) ν(Ai+1) ≥ 1− i · (1− δ)− 3i · 4
√

ε

for each i + 1 ≤ r. In particular, (4.1) and (5.1) tell us that for i + 1 ≤ r, the set Ai+1 has positive
measure.

Proof of Claim 5.2. We want to prove that Ai+1 contains almost all of Ai ∩
(

supp 4√ε fi

)
. To this

end, we consider the quantity
(5.4)∫

w∈Ai∩
(

supp 4√ε
fi

)
\Ai+1

∫
y∈Fi

|W(w, y)− fi(w)| =
∫

y∈Fi

∫
w∈Ai∩

(
supp 4√ε

fi

)
\Ai+1

|W(w, y)− fi(w)| .

First, we consider the left-hand side of (5.4). Fix w ∈ Ai ∩
(

supp 4√ε fi

)
\ Ai+1. Since w ∈

supp 4√ε fi, we have fi(w) ≥ 4
√

ε. Since w 6∈ Ai+1, we have that the sets of y ∈ Fi, for which
W(w, y) = 0 has measure at least 4

√
εν(Fi). Therefore,

∫
y∈Fi
|W(w, y)− fi(w)| ≥ 4

√
ε · 4
√

εν(Fi).
Integrating over w, we get

(5.5)
∫

w∈Ai∩
(

supp 4√ε
fi

)
\Ai+1

∫
y∈Fi

|W(w, y)− fi(w)| ≥
√

εν
(

Ai ∩
(

supp 4√ε fi

)
\ Ai+1

)
ν(Fi) .

Next, consider the right-hand side of (5.4). Fix y ∈ Fi. Then∫
w∈Ai∩

(
supp 4√ε

fi

)
\Ai+1

|W(w, y)− fi(w)| ≤
∫

w∈Ω
|W(w, y)− fi(w)| = ‖W(y, ·)− fi(·)‖1 ≤ ε ,

where the last inequality uses the definition of Fi. Integrating over y, we get

(5.6)
∫

y∈Fi

∫
w∈Ai∩

(
supp 4√ε

fi

)
\Ai+1

|W(w, y)− fi(w)| ≤ εν(Fi) .

Putting (5.5) and (5.6) together, we get that

ν
(

Ai ∩
(

supp 4√ε fi

)
\ Ai+1

)
≤
√

ε .

The set supp 4√ε fi has measure at least δ− 2 4
√

ε by Claim 5.1. Plugging these estimates into

ν(Ai+1) ≥ ν(Ai)−
(

1− ν
(

supp 4√ε fi

))
− ν

(
Ai ∩

(
supp 4√ε fi

)
\ Ai+1

)
,

we get the desired result. �

Having defined the sets A1, . . . , Ar,B1, . . . , Br and F1, . . . , Fr, we want to proceed with getting
control on the numbers α1, . . . , αr. The following claim is crucial to this end.

Claim 5.3. We have that∫
Fr

∫
Fr−1

· · ·
∫

F1

W⊗Kr (x1, . . . xr)dx1 · · · dxr−1 dxr > 0 .

Proof. Note that∫
xr∈Fr

∫
xr−1∈Fr−1

· · ·
∫

x1∈F1

W⊗Kr (x1, . . . xr) =
∫

xr∈Fr

∫
xr−1∈N(xr)∩Fr−1

· · ·
∫

x1∈N(xr ,xr−1,...,x2)∩F1

W⊗Kr (x1, . . . xr) .

The advantage of rewriting the integral in this way is that the integrand on the right-hand side
is positive for every choice of xr, . . . , x1. So, we only need to show that we are integrating
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over a set of positive measure. Indeed, suppose that numbers xr ∈ Fr, xr−1 ∈ N (xr) ∩ Fr−1,
. . ., xr−i ∈ N (xr, . . . , xr−i+1) ∩ Fr−i were given. It is our task to show that the measure of
N (xr, . . . , xr−i)∩ Fr−i−1 is positive. To this end, we use that xr, . . . , xr−i ∈ Ar−i. Then (5.2) tells
us that

ν (N(xr) ∩ Fr−i−1) , ν (N(xr−1) ∩ Fr−i−1) , . . . , ν (N(xr−i) ∩ Fr−i−1) ≥ (1− 4
√

ε)ν(Fr−i−1) .

We conclude that

ν(N(xr, . . . , xr−i) ∩ Fr−i−1) ≥ (1− (i + 1) 4
√

ε)ν(Fr−i−1) > 0 ,

as was needed. �

The advertised gain of control on the numbers α1, . . . , αr now follows easily.

Claim 5.4. We have

(5.7) `1α1 + `2α2 + . . . + `rαr ≥ 1− γ.

Proof. Claim 5.3 gives that
∫

F1

∫
F2

. . .
∫

Fr−1

∫
Fr

W⊗Kr > 0. Since H is r-colorable, and since Fi ⊂
Bi, we also have that

(5.8)
∫
(B1)

`1

∫
(B2)

`2
. . .
∫
(Br−1)

`r−1

∫
(Br)

`r
W⊗H > 0 .

Recall that for each w ∈ Bi, c(w) ≤ αi + β. Thus, for each w ∈ ∏j
(

Bj
)`j , we have

h

∑
i=1

c(wi) ≤
r

∑
j=1

(
αj + β

)
`j = γ +

r

∑
j=1

`jαj .

Combining (5.8) with the fact that c is a fractional H-cover, we get (5.7). �

Observe that∫
Ω
c(w)dw ≥ ν(Ar)αr + (ν(Ar−1)− ν(Ar)) αr−1 + . . . + (ν(A1)− ν(A2)) α1(5.9)

=
r

∑
i=2

ν(Ai)(αi − αi−1) + α1 .

Using (5.3) and (5.9) we obtain∫
Ω
c(w)dw ≥

r

∑
i=2

ν(Ai) (αi − αi−1)+ α1 ≥ α1 +
r

∑
i=2

(
1− (i− 1)(1− δ)− 3(i− 1) 4

√
ε
)
(αi − αi−1) .

Combined with the observation that ∑r
i=2 (αi − αi−1) = αr − α1, we get∫

Ω
c(w)dw ≥ αr + (δ− 1− 3 4

√
ε)

(
r

∑
i=2

(i− 1) (αi − αi−1)

)
.

= αr + (δ− 1− 3 4
√

ε)

(
(r− 1)αr −

r−1

∑
i=1

αi

)
.(5.10)

Recall that δ = 1 + x
(

1
r−1 −

1
χcr(H)

)
− 1

r−1 . Plugging this equality in (5.10) we obtain
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∫
Ω
c(w)dw ≥ αr +

(
x

r− 1
− x

χcr
− 1

r− 1
− 3 4
√

ε

)(
(r− 1)αr −

r−1

∑
i=1

αi

)
(5.7)
≥

r−1

∑
i=1

αi
r− 1

− 3 4
√

ε(r− 1)︸ ︷︷ ︸
(R1)

+

(
x

r− 1
− x

χcr

)[
r− 1
`r

(
1−

r−1

∑
i=1

`iαi − γ

)
−

r−1

∑
i=1

αi

]
︸ ︷︷ ︸

(R2)

,(5.11)

Using Definition 1.1, we infer that

x
r− 1

− x
χcr

= x
(

1
r− 1

− h− `r

(r− 1)h

)
=

x`r

(r− 1)h
.

This allows us to express the term (R2) in (5.11) as

(5.12) (R2)=
x
h
(1− γ)− x

(r− 1)h

r−1

∑
i=1

αi ((r− 1)`i + `r) ·

The term (R1) from (5.11) can be decomposed as follows:

(5.13) (R1) =
x

(r− 1)h

r−1

∑
i=1

αih +
1− x
r− 1

r−1

∑
i=1

αi − 3 4
√

ε(r− 1) .

Plugging the equalities (5.1), (5.12) and (5.13) in (5.11) and using the fact that h = ∑i `i we get∫
Ω
c(w)dw =

x
h
(1− γ) +

x
(r− 1)h

r−1

∑
i=1

αi (h− `r − (r− 1)`i) +
1− x
r− 1

r−1

∑
i=1

αi − 4
√

γ

=
x
h
(1− γ) +

x
(r− 1)h

r−1

∑
i=1

(
αi

r−1

∑
j=1

(
`j − `i

))
︸ ︷︷ ︸

(T1)

+
1− x
r− 1

r−1

∑
i=1

αi︸ ︷︷ ︸
(T2)

− 4
√

γ .(5.14)

Let us expand the term (T1).

r−1

∑
i=1

αi

(
r−1

∑
j=1

(
`j − `i

))
=

r−1

∑
i=1

αi

[
∑

1≤j<i

(
`j − `i

)
+ ∑

i<j≤r−1

(
`j − `i

)]

=
r−1

∑
i=1

∑
j<i

(`j − `i)(αi − αj) .

Recall that for j < i, we have `j ≥ `i and αj ≤ αi. So, (T1) is non-negative. As x ≤ 1, we have
that (T2) is non-negative as well. As γ > 0 is arbitrarily small, we obtain that

∫
Ω c(x)dx ≥ x

h
for any fractional H-cover c.
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5.2. The furthermore part of the statement. Suppose that fcov(H, W) = x
h and let c be a frac-

tional H-cover attaining this value (see (3.1)). For any given γ > 0, we have numbers β(γ), ε(γ),
α
(γ)
1 , . . . , α

(γ)
r , sets A(γ)

1 , . . . , A(γ)
r , B(γ)

1 , . . . , B(γ)
r and F(γ)

1 , . . . , F(γ)
r , and functions f (γ)1 , . . . , f (γ)r

defined in the previous part (the superscript denotes the dependence on γ).
From (5.14) we have,

x
h
=
∫

c ≥ x
h
(1− γ)− 4

√
γ +

1− x
r− 1

r−1

∑
i=1

α
(γ)
i .

This implies that

(5.15)
r−1

∑
i=1

α
(γ)
i ≤

2(r− 1) 4
√

γ

(1− x)
,

and consequently

(5.16) α
(γ)
r

(5.7)
≥

1− γ− 2h(r−1) 4√γ

(1−x)

`r
.

Claim 5.5. For any γ > 0 and any j ∈ [r − 1], we have ν(A(γ)
j \ A(γ)

j+1) ≥ 1 − δ − φ, where

φ =
16hr 4√γ

1−x .

Proof. Let us first show that

(5.17) ν(A(γ)
j+1) ≤ 1− j(1− δ) +

φ

2
.

Indeed, suppose not. Then applying Claim 5.2 repeatedly for i = j + 2, . . . , r− 1, we get that

ν(A(γ)
r ) ≥ 1− (r− 1)(1− δ) +

φ

4

(4.1)
≥ x`r

h
+

φ

4
.

We then have ∫
c ≥ α

(γ)
r · ν(A(γ)

r )
(5.16)
≥ x

h
+

φ

4`r
−

4r 4
√

γ

1− x
>

x
h

,

which is a contradiction to the choice of c. This establishes (5.17).
We have ν(A(γ)

j \ A(γ)
j+1) = ν(A(γ)

j ) − ν(A(γ)
j+1). The measure of the former set is lower-

bounded by 1 − (j − 1)(1 − δ) − 3(j − 1) · 4
√

ε by (5.3), and the measure of the latter set is
upper-bounded by 1− j(1− δ) + φ

2 by (5.17). The claim follows. �

Claim 5.6. The essential range of c is {0, 1/`r}.

Proof. First assume that for some φ > 0 there is a set S of measure at least φ such that c(S) ⊆

(φ, 1
`r
− φ). Fix γ =

(
(1−x)φ2

2(r+1)

)4
. Then α

(γ)
r > 1

`r
− φ by (5.16). In particular, S is disjoint

from A(γ)
r . We get

∫
c ≥ ν (S) φ + ν

(
A(γ)

r

)
α
(γ)
r ≥ φ2 +

( x
h
· `r − 4

√
γ
) 1− γ− 2h(r−1) 4√γ

(1−x)

`r
>

x
h

,

a contradiction. Now assume that for some φ > o there is a set S of measure at east φ such that

c(S) ⊆ ( 1
`r
+ φ, 1]. Fix γ =

(
(1−x)φ

4hr

)4
. Then
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∫
c ≥ ν

(
A(γ)

r \ S
)

α
(γ)
r + ν(S)

(
1
`r

+ φ

)
>

x
h

,

again a contradiction, proving the claim. �

Let
(

γ
(r)
n

)∞

n=1
be a sequence of numbers, with γ

(r)
n

n→∞−→ 0. Now, for a fixed i = r − 1, r −
2, . . . , 1, consider the sequence of sets(

A

(
γ
(i+1)
n

)
i \ A

(
γ
(i+1)
n

)
i+i

)∞

n=1

viewed as indicator functions. These functions have an accumulation point χi : Ω → [0, 1] in

the weak∗ topology. Let Oi = supp χi. Let
(

γ
(i)
n

)∞

n=1
⊂
(

γ
(i+1)
n

)∞

n=1
be a subsequence along

which these indicator functions converge to χi. Such a subsequence exists by Theorem 2.1.

Claim 5.7. We have ν(Oi) ≥ 1− δ.

Proof of Claim 5.7. By Claim 5.5, we have that ν

(
A

(
γ
(i)
n

)
i \ A

(
γ
(i)
n

)
i+i

)
≥ 1− δ− on(1). Since χi is

the weak∗ limit of the indicator functions of the sets A

(
γ
(i)
n

)
i \ A

(
γ
(i)
n

)
i+i , we have that

(5.18)
∫

χi ≥ 1− δ .

Since esssup χi ≤ 1, we get that ν(Oi) ≥ 1− δ. �

Claim 5.8. The set Oi is disjoint from Oi+1 ∪Oi+2 ∪ . . . ∪Or−1.

Proof of Claim 5.8. We have that(
A

(
γ
(i)
n

)
i \ A

(
γ
(i)
n

)
i+i

)
∩ (Oi+1 ∪Oi+2 ∪ . . . ∪Or−1) ⊂ (Oi+1 ∪Oi+2 ∪ . . . ∪Or−1) \ A

(
γ
(i)
n

)
i+i .

Recall that the support of the weak∗ limit of the indicator functions of the sets A

(
γ
(i)
n

)
i+i contains

the set Oi+1 ∪Oi+2 ∪ . . . ∪Or−1. This proves the claim. �

Claim 5.9. The function c�Oi is zero almost everywhere.

Proof of Claim 5.9. Suppose that this is not the case, i.e., c is at least some θ > 0 on a subset P ⊂

Oi of measure θ. Recall that Oi arises as the weak∗ limit of the sets A

(
γ
(i+1)
n

)
i \ A

(
γ
(i+1)
n

)
i+i . There-

fore, for each n sufficiently large, c is at least θ on a subset P′ ⊂ Oi ∩
(

A

(
γ
(i+1)
n

)
i \ A

(
γ
(i+1)
n

)
i+i

)
of

measure θ/2. By Claim 5.6, c�P′ = 1/`r. Also, combining Claim 5.6 and (5.16) we get that

c

�A

(
γ
(i+1)
n

)
r

= 1/`r .
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Assume further that n is such that γ
(i+1)
n <

(
r2θ
2`r

)4
. Then

∫
c ≥ ν

(
P′ t A

(
γ
(i+1)
n

)
r

)
· 1
`r

by (5.1) and (5.3) ≥
(

θ

2
+ 1− (r− 1) · (1− δ)− 3(r− 1) · 4

√
γ
(i+1)
n ·

δ− (1− 1
r−1 )

3r2

)
· 1
`r

by (4.1) =

(
θ

2
+

x`r

h
− 4
√

γ
(i+1)
n · x`r

r2

)
· 1
`r

>
x
h

,

which is a contradiction to the fact that
∫
c = x

h . �

We can now proceed with the inductive step for i− 1 in the same manner.

Having defined the functions χi, the sets Oi and the sequences
(

γ
(i)
n

)∞

n=1
for i = r− 1, . . . , 1,

we now derive some further properties of these.

Claim 5.10. For ` = r − 1, r − 2, . . . , 1 and each j, ` < j ≤ r − 1, if F

(
γ
(j)
n

)
` ∩Oj is not null then

ν

(
Oj \ F

(
γ
(j)
n

)
`

)
= on(1).

Claim 5.11. For ` = r − 1, r − 2, . . . , 1 and each j, ` < j ≤ r − 1, and each n ∈ N sufficiently

large, we have that F

(
γ
(j)
n

)
` ∩Oj is a null-set.

Claim 5.12. For ` = r− 1, r− 2, . . . , 1 and for each sufficiently large n ∈N the set(
A

(
γ
(`)
n

)
` \ A

(
γ
(`)
n

)
`+1

)
\ (O`+1 ∪O`+2 ∪ . . . ∪Or−1 ∪ supp c)

is independent in W.

Claim 5.13. For ` = r− 1, r− 2, . . . , 1 the set O` is independent in W.

Claim 5.14. For ` = r− 1, r− 2, . . . , 1 we have (χ`)O`
= 1 (modulo a null-set) and (χ`)Ω\O`

= 0
(modulo a null-set).

Claim 5.15. For ` = r− 1, r− 2, . . . , 1, W is 1 almost everywhere on O` × (Ω \O`).

We shall now prove Claims 5.10–5.15 by induction. That is, first we prove Claim 5.10,
Claim 5.11, Claim 5.12, Claim 5.13, Claim 5.15 (in this order) for ` = r − 1, and then con-
tinue proving the same batch of claims for ` = r− 2, . . . , 1. Note that Claims 5.10 and 5.11 are
vacuous for ` = r− 1.

Proof of Claim 5.10. Suppose that F

(
γ
(j)
n

)
` ∩Oj is not null. Claim 5.13 and 5.15 (applied to `Cl5.13 =

`Cl5.15 = j) assert that the one-variable functions W(w, ·) are the same for almost all w ∈ Oj.
Consequently,

(5.19)

∥∥∥∥∥W(w, ·)− f

(
γ
(j)
n

)
`

∥∥∥∥∥
1

<
4
√

ε

(
γ
(j)
n

)

for almost all w ∈ Oj.
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Since Oj arises from the weak∗ limit of the sets A

(
γ
(j)
n

)
j \ A

(
γ
(j)
n

)
j+1 , we have that

ν

(
Oj \ A

(
γ
(j)
n

)
j

)
= o(1) .

Since A

(
γ
(j)
n

)
j ⊂ A

(
γ
(j)
n

)
` , we have

(5.20) ν

(
Oj \ A

(
γ
(j)
n

)
`

)
= o(1) .

By Claim 5.9, c is zero on Oj. Therefore, (5.20) can be rewritten as ν

(
Oj \ B

(
γ
(j)
n

)
`

)
= o(1). The

claim follows by plugging (5.19) into the definition of F

(
γ
(j)
n

)
` . �

Proof of Claim 5.11. Suppose that the statement of the claim does not hold. Then there exists an

infinite sequence of numbers n for which F

(
γ
(j)
n

)
` ∩Oj is not null. Let n be such, and suppose

that it is sufficiently large. Then we claim that

(a) ν

(
Oj \ F

(
γ
(j)
n

)
`

)
< 1

2 ν(Oj), and

(b) ν

((
Oj ∩ F

(
γ
(j)
n

)
`

)
\ A

(
γ
(j)
n

)
j

)
< 1

2 ν

(
Oj ∩ F

(
γ
(j)
n

)
`

)
.

Claims 5.7 and 5.10 give us that property (a) is fulfilled. For property (b), observe first that

ν

((
Oj ∩ F

(
γ
(j)
n

)
`

)
\ A

(
γ
(j)
n

)
j

)
≤ ν

(
Oj \ A

(
γ
(j)
n

)
j

)
= on(1) .

On the other hand, observe that Claim 5.7 in combination with (a) gives that

(5.21) ν

(
Oj ∩ F

(
γ
(j)
n

)
`

)
≥ 1

2
(1− δ) .

Therefore (b) follows.
Consider a number n as above. From (b) and (5.21) we deduce that

ν

(
Oj ∩ F

(
γ
(j)
n

)
` ∩ A

(
γ
(j)
n

)
j

)
>

1
2

ν

(
Oj ∩ F

(
γ
(j)
n

)
`

)
≥ 1

4
(1− δ) .

Consider an arbitrary w ∈ Oj ∩ F

(
γ
(j)
n

)
` ∩ A

(
γ
(j)
n

)
j . As w ∈ A(γ

j
n)

j , the definition from (5.2) gives,

ν

(
N(w) ∩ F

(
γ
(j)
n

)
`

)
≥
(

1−
4
√

ε

(
γ
(j)
n

))
ν

(
F

(
γ
(j)
n

)
`

)
.

In particular,

ν

(
N(w) ∩Oj ∩ F

(
γ
(j)
n

)
`

)
≥ ν

(
Oj ∩ F

(
γ
(j)
n

)
`

)
−

4
√

ε

(
γ
(j)
n

)
ν

(
F

(
γ
(j)
n

)
`

)
(5.21)
≥ 1

4
(1− δ) .
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Integrating over w as above, we get that∫
w∈Oj∩F

(
γ
(j)
n

)
` ∩A

(
γ
(j)
n

)
j

∫
y∈Oj∩F

(
γ
(j)
n

)
`

W(w, y) > 0 .

Hence Oj ∩ F

(
γ
(j)
n

)
` is not an independent set, a contradiction to Claim 5.13. �

Proof of Claim 5.12. Suppose that the statement of the claim fails for `. Then, we can find two

sets P, Q ⊂
(

A

(
γ
(`)
n

)
` \ A

(
γ
(`)
n

)
`+1

)
\ (O`+1 ∪O`+2 ∪ . . . ∪Or−1 ∪ supp c) such that

∫
P×Q W > 0.

Consider an r-tuple w ∈ F

(
γ
(`)
n

)
1 × F

(
γ
(`)
n

)
2 × . . .× F

(
γ
(`)
n

)
`−1 × P× Q×O`+1 × . . .×Or−1. For

j = 1, 2, . . . , `− 1, wj ∈ F

(
γ
(`)
n

)
j ⊂ B

(
γ
(`)
n

)
j ⊂ c−1(0), where the last inclusion uses (in addition

to the definition of the set B

(
γ
(`)
n

)
j ) Claim 5.6. For j = `, `+ 1, we have c(wj) = 0 since P and

Q are disjoint from supp c. For j = `+ 2, . . . , r, we have c(wj) = 0 by Claim 5.9. We conclude
that ∑j c

(
wj
)
= 0. In particular,

(5.22) v(H) ·∑
j
c
(
wj
)
= 0 .

As the chromatic number of H is r and each color-class of H has size at most v(H), we get that
the function v(H) · c is a fractional Kr-cover. Combined with (5.22), we get that W⊗Kr (w) = 0
(for almost every w). Therefore,

(5.23)
∫

F

(
γ
(`)
n

)
1

∫
F

(
γ
(`)
n

)
2

. . .
∫

F

(
γ
(`)
n

)
`−1

∫
P

∫
Q

∫
O`+1

. . .
∫

Or−1

W⊗Kr = 0 .

We abbreviate O = O`+1 ∪ . . . ∪Or−1. Let us now take an arbitrary w ∈ A

(
γ
(`)
n

)
` . Recall that

A

(
γ
(`)
n

)
` ⊂ A

(
γ
(`)
n

)
`−1 ⊂ . . . ⊂ A

(
γ
(`)
n

)
2 . Therefore, (5.2) tells us that

ν

(
F

(
γ
(`)
n

)
j ∩ N(w)

)
≥
(

1−
4
√

ε

(
γ
(`)
n

))
ν

(
F

(
γ
(`)
n

)
j

)

for each j = `− 1, `− 2, . . . , 1. Similarly, given an arbitrary ut ∈ F

(
γ
(`)
n

)
t (t = 2, . . . , `− 1), we

make use of the fact that F

(
γ
(`)
n

)
t ⊂ A

(
γ
(`)
n

)
t and deduce that

ν

(
F

(
γ
(`)
n

)
j ∩ N(ut)

)
≥
(

1−
4
√

ε

(
γ
(`)
n

))
ν

(
F

(
γ
(`)
n

)
j

)
for each j = t− 1, `− 2, . . . , 1. Claim 5.11 tells us that

ν

(
F

(
γ
(`)
n

)
j ∩ N(ut) \ O

)
≥
(

1−
4
√

ε

(
γ
(`)
n

))
ν

(
F

(
γ
(`)
n

)
j

)
> (1− 1

2r
)ν

(
F

(
γ
(`)
n

)
j

)
.

That is, starting from any w ∈ A

(
γ
(`)
n

)
` , we can plant a positive ν`-measure of K`-cliques

wu`−1u`−2 . . . u1 as above. The situation is illustrated on Figure 5.1. We can refine this con-
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FIGURE 5.1. The black complete bipartite graphs are forced by Claim 5.15.
The almost complete connections depicted with colours/hatches follow from

the fact that the respective vertices lie in the sets A

(
γ
(`)
n

)
j (j = `, `� 1, . . . , 2),

and thus are well-connected to the sets F

(
γ
(`)
n

)
t (for each t ∈ [j� 1]).

struction to find a positive νr-measure of Kr-cliques as follows. First we take wP ∈ P and
wQ ∈ Q such that W(wP, wQ) > 0 (we have a ν2-positive measure of such choices). Then we
sequentially find vertices

u`�1 ∈ F

(
γ
(`)
n

)
`�1 \ O, . . . , u1 ∈ F

(
γ
(`)
n

)
1 \ O

that are neighbors of wP, wQ and the vertices fixed in the previous rounds. Having chosen
the K`+1-clique wPwQu`�1u`�2 . . . u1, Claim 5.15 tells us that padding arbitrary elements from
O`+1, O`+2, . . . , Or�1 yields a copy of Kr.[h] Since all these sets have positive measure, we get a
contradiction to (5.23). �

Proof of Claim 5.13. Recall that O` arises from the weak∗ limit of the sets A

(
γ
(`)
n

)
` \A

(
γ
(`)
n

)
`+1 . Claims 5.8

and 5.9 tell us that O` can also be seen as the weak∗ limit of the sets(
A

(
γ
(`)
n

)
` \ A

(
γ
(`)
n

)
`+1

)
\ (O`+1 ∪O`+2 ∪ . . . ∪Or�1 ∪ supp c) .

Thus the claim follows by combining Claim 5.12 and Lemma 2.3. �

Proof of Claim 5.14. The fact that (χ`)Ω\O`
= 0 follows simply because O` is the indicator of

supp χ`. Suppose now for contradiction that (χ`)O`
is less than 1 on a set of positive measure.

Combining this with (5.18) gives that ν(O`) > 1� δ. This, however cannot be the case since
δ(W) ≥ δ and O` is an independent set by Claim 5.13. �

Proof of Claim 5.15. This follows by combining Claim 5.7, Claim 5.13, and the fact that the min-
imum degree of W is at least δ. �

[h]We also use Claim 5.8 which tells us that all the said sets are disjoint.
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6. COMPARING THE PROOFS

If not counting preparations related to the Regularity method, then the heart of Komlós’s
proof of Theorem 1.2 in [10] is a less than three pages long calculation. In comparison, the
corresponding part of our proof in Section 5.1 has circa four pages. So, our proof is not shorter,
but it is conceptually much simpler. Indeed, Komlós’s proof proceeds by an ingenious iterative
regularization of the host graph, a technique which was novel at that time and which is rare
even today (apart from proofs of variants of Komlós’s Theorem, such as [17, 7]).

Our graphon formalism, on the other hand, allows us to proceed with the most pedestrian
thinkable proof strategy. That is, to show using relatively straightforward calculations that no
small fractional H-covers exist.

Let us note that our proof can be de-graphonized as follows. Consider a graph G satisfy-
ing the minimum-degree condition as in (1.3). Apply the min-degree form of the Regularity
lemma, thus arriving to a cluster graph R. Now, the calculations from Section 5.1 can be used
mutatis mutandis to prove that R contains no small fractional H-cover. Thus, by LP duality, the
cluster graph R contains a large fractional H-tiling. This fractional H-tiling in R can be pulled
back to a proportionally sized integral H-tiling in G by Blow-up lemma type techniques. The
advantage of this approach is that it allows the above mentioned argument “take a vertex
which has the smallest value of c and consider its neighborhood” (on the level of the cluster
graph), but this is compensated by the usual technical difficulties like irregular or low density
pairs.

7. FURTHER POSSIBLE APPLICATIONS

While Komlós’s Theorem provides a complete answer (at least asymptotically) for lower-
bounding til(H, G) in terms of the minimum degree of G, the average degree version of the
problem is much less understood. Apart from the Erdős–Gallai Theorem (H = K2) mentioned
in Section 1, the only other known graphs for which the asymptotic F-tiling thresholds have
been determined are all bipartite graphs, [7] and K3, [1]. The current graphon formalism may
be of help in finding further density thresholds.

Let us remark that in [4], the authors provide a graphon proof of the Erdős–Gallai Theorem.
The key tool to this end is to establish the half-integrality property of the fractional vertex cover
“polyton”. These objects are defined in analogy to fractional vertex cover potypes of graphs,
but for graphons (hence the “-on” ending). This half-integrality property is a direct counterpart
to the well-known statement about fractional vertex cover polytopes of finite graphs.
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