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Abstract: The article has two goals: (1) bring attention to the problem of inap-
propriate treatment of survey data quality issues in the social sciences, and (2) 
introduce the basic principles of contemporary approaches to survey quality. 
If quality evaluation focuses solely on sampling error, most aspects of data 
quality are ignored and surveys are assumed to have ‘ideal’ statistical charac-
teristics that are rarely attainable in the pragmatic world of survey fi eldwork. 
A complex overview of the entire process of data collection provides a more 
solid foundation for evaluating data quality. Under this approach, quality is 
ensured by controlling the whole survey process. Accuracy, which is com-
monly elaborated using the concept of survey error, ceases to be the only di-
mension of quality. Nevertheless, this data quality component is crucial for 
data analysis and statistical testing. A comprehensive approach to survey data 
quality requires us to take account of complex sample designs when evaluat-
ing sampling error and to identify and distinguish between different dimen-
sions of nonsampling error. Analysts who are not directly involved in data 
collection have limited ability to obtain information necessary for data qual-
ity evaluation. There are two types of quality standards: administratively im-
posed standards (ISO20252:2006) and the technical and ethical criteria of pro-
fessional associations (e.g. ICC/ESOMAR, AAPOR/WAPOR, SIMAR). These 
help break this information barrier between data producers and data users. 
Keywords: survey research methods, survey accuracy, total survey error, 
quality standards
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Undoubtedly, the quality of data determines the ability of empirical social re-
search to provide a valid and reliable explanation or description of social real-
ity. Notwithstanding this fact, quantitative social science studies are often based 
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on incorrect assumptions concerning the quality of the data analysed. A great 
portion of such data currently originates in sample surveys. Methods of statisti-
cal analysis are frequently used without due attention to the limitations of this 
type of data and assumptions concerning the processing of survey data. Statisti-
cal inference on societies is routinely based on estimates of sampling error that 
are valid for simple random samples, while general population samples of such 
quality are extremely rare. 

These and many other inappropriate assumptions about survey data of-
ten pass through the peer-review processes of leading social science periodicals 
without any comments. While social science researchers silently consider their 
methods as ‘probably’ very robust and do not undertake detailed debates on the 
quality of their data, experts from other research areas and sometimes also the 
non-professional public look at their results with growing scepticism.

The reason for many problems are the widespread selective approaches to 
data quality, which respect only the basic roots of the methods in mathematical 
statistics and psychometrics, but do not consider the specifi c nature of how sur-
veys are organised in reality. Many researchers do not have suffi cient knowledge 
of complex surveying methods and simply do not understand survey data qual-
ity issues. Consequently, they do not pay attention to a number of important in-
dicators refl ecting the character and possible limitations of the data processed in 
their analysis, produce erroneous interpretations, and are not able to justify their 
procedures if the quality of the survey data is criticised.

This article has two goals.1 First, it aims to draw attention to the problem of 
the inappropriate treatment of survey data quality issues in social sciences and to 
the origins of this problem and its impact on social research. Second, the article 
will introduce the basic principles of contemporary approaches to survey quality. 
The fi nal section will outline differences in social survey quality standards. 

Social survey methods and traditional approaches to survey quality

This article concentrates on quality issues and is specifi cally concerned with so-
cial survey research. This kind of research is based primarily on the analysis of 
data from sample questionnaire surveys, which is generally understood to be a 
method that consists of conducting standard structured interviews on a repre-
sentative sample of units (individuals, households, organizations, etc.) selected 
from a target population for the purpose of obtaining aggregate information and 
inferring the characteristics of the target population. In this respect, the term ‘rep-
resentativeness’ means the quality of survey sampling and other methodological 

1 This article is based on an extension of the introductory sections of some of the author’s 
presentations of survey quality issues published in Czech in a monograph entitled ‘The 
Quality of Social Science Sample Surveys in the Czech Republic’ (Kvalita sociálněvědních 
výběrových šetření v České republice, Prague: SLON 2008).



Jindřich Krejčí: Approaching Quality in Survey Research

1013

procedures which ensure that the sample of units interviewed has a distribution 
of characteristics that may be deemed equal to that of the population sampled 
[Babbie 2004; Kish 1965; Groves et al. 2004].

The basics of the methods and principles of sampling for the purposes of 
reasoning about the whole population come from the study of probability theory 
within mathematics. In line with these principles, the quality of sample surveys 
has been traditionally viewed as a function of measurement accuracy or its com-
plement survey error. A typical understanding of the survey sampling process 
is based on a distinction between sampling error (sometimes referred to as ‘sta-
tistical error’) and nonsampling error. Such a distinction refl ects the statistical 
method’s theoretical assumptions and character. Moreover, use of probability 
theory makes it possible to calculate estimates of measurement uncertainty such 
as sampling error. 

Survey sampling has its roots in probability theory, but it also draws inspi-
ration from psychometrics and its use of interview techniques to gather data.2 In 
this respect, the concepts of validity and reliability and their measurement have 
been developed with the goal of constructing instruments such as questionnaire 
items and scales. In other words, measurement concepts are evaluated on the 
basis of how well they correspond to the real world and the extent to which alter-
native and repeated survey measures yield consistent results.

Even if the above-described approaches refl ect the basic principles of the 
survey method, they do not fully cover the issue of survey research quality. The 
implementation of a representative survey does not include only the construc-
tion of a sample from a target population and creating a questionnaire. In the real 
world it is a complex process that consists of a series of interrelated tasks of a dif-
ferent character. Traditional approaches to survey quality that only consider key 
principles stemming from mathematical statistics and psychometrics embrace a 
small portion of the total set of survey quality issues, and are thus insuffi cient 
foundations for survey research.

The different assumptions of data analysts and data collectors

Hubert M. Blalock Jr. [1989], in an essay on the contributions of quantitative sociol-
ogy, noted two contrasting trends. On the one hand, there are improvements in the 
quality of data analysis stemming from the computer revolution and the increas-
ing availability of large datasets. On the other hand, he noted persistent problems 
in the quality of data collection, conceptualisation, and measurement evident in 
many research areas. Some of these problems arose as a by-product of the neces-
sary process of specialisation in the social sciences, where gaps in communication 
resulted in some constraints on the contribution that quantitative sociology was 

2 Psychometrics is primarily associated with the theory and measurement of attitudes, 
beliefs, personality traits and educational achievement.
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making to the study of society. In this respect, Blalock [1989: 450] also noted the 
widespread habit of applying sophisticated analyses to poor quality data.

This problem persists to this day, some twenty years after Blalock’s [1989] 
seminal article. The situation regarding data quality in sample surveys can be 
taken as a typical example of the communication gap. The time is long gone 
when a single team routinely implemented the research process from start to fi n-
ish. Researchers are specialised and only have control over certain stages in the 
research process. These days, fi eldwork on data collection is often subcontracted 
to specialised agencies and researchers are now able to download an increasing 
number of datasets from web-based data archives. Increasingly, the practices of 
data collection and data analysis are becoming separated.

In a slightly different context, Robert Groves [2004: 1–37] has demonstrated 
the signifi cant differences between the ways survey errors are treated by those 
who collect data and those who analyse it. Data collectors need to prevent prob-
lems, work systematically on removing them, and aim at continuously producing 
reliable results, while analysts need to assess the accuracy of the specifi c data 
they work with and estimate the error of specifi c statistics for the purposes of 
statistical testing.

Thus, many analysts do not come into direct contact with the survey or-
ganisation and the fi eldwork, are little interested in these stages of the research 
process, and often have little understanding of the data generation process. Often 
they are satisfi ed with an assurance that the survey data are representative, or 
with a short outline of the sampling method used to create the dataset. Even if 
data quality is evaluated, analysts set their priorities primarily in terms of the 
formal requirements of statistical testing. 

However, in the practice of social research, the phenomenon of data quality 
does not exist separately from data collection. If quality evaluation only focuses 
on sampling parameters, this leads to two important consequences: (1) most as-
pects of data quality are ignored, and (2) the survey data are assumed to have 
‘ideal’ statistical characteristics that are rarely attainable in the pragmatic world 
of survey fi eldwork. In such situations, sample surveys often turn out to be a kind 
of black box whose details are largely unknown to the data analysts. Thus, data 
analysts lose control over their research and can only hope for favourable statisti-
cal test results. 

This ‘division of labour’ also results in an unfortunate process of negative 
feedback. Since analysts use the products of data collection agencies and some-
times are their direct clients, the unrealistic expectations of analysts have a coun-
ter-productive effect on the performance of survey fi eldwork agencies and hence 
the general level of data quality within the survey data market. A survey agency‘s 
efforts are necessarily focused on the priorities of clients, and these efforts may 
be made at the expense of investments into the less demanded but more impor-
tant parameters of quality. Thus, in a competitive market, the client’s ability to 
recognise quality is always an important precondition for investment into more 
valuable production. 
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Overemphasising statistical signifi cance

In a recent article Petr Soukup and Ladislav Rabušic [2007] criticised social re-
searchers’ ‘obsession with statistical signifi cance’ and the often inappropriate use 
of statistical techniques for making causal inferences [see also Gill 1999; Denis 
2003; Gigerenzer, Krauss and Vitouch 2004]. These authors demonstrate that sta-
tistical signifi cance has become the ‘gold standard’, justifying all conclusions, 
and is frequently applied in contradiction of key statistical principles. Soukup 
and Rabušic [2007] have noted that some of the fundamental theorems within 
mathematical statistics place important limitations on the application of statisti-
cal techniques within social research.3

In this article, attention is focused on the other side of the coin. The use of 
survey data is not only constrained by statistical considerations, it is also funda-
mentally determined by how surveys are actually created during fi eldwork. The 
study of issues of measurement accuracy, total error, estimation bias, and meas-
urement variance have long rested in the hands of mathematical statistics, and 
that is why the most work related to surveying has focused on sampling error. 
Nonsampling errors, which are measured with more diffi culty and less reliabil-
ity, have often been treated as unobserved variables of marginal importance or 
conceptualised in vague and selective ways.

However, mathematical probability theory primarily works with an entirely 
different kind of data than, for instance, sociology. In social research, we do not 
draw assorted coloured balls from a hat, which is a relatively easy thing to do. In-
stead, highly complex sample surveys must be organised in order to collect data. 
Each respondent must not only be selected but also found, contacted, and per-
suaded to participate in the survey. Finally, the required data must be collected 
appropriately from the respondent. The ways we manage such a complex process 
have important consequences for several types of errors in the resulting dataset.

Evaluations of data quality that are based solely on the principles of math-
ematical statistics build on a number of hypothetical assumptions that are usually 
not fulfi lled in practice. This is because they cannot be fulfi lled in real-life social 
research. As a result, there are analyses that completely ignore the real character 
of the survey data under examination. Moreover, unrealistic assumptions about 
survey data are often a justifi cation for detailed and expensive mathematical ex-
aminations of partial errors which play only a minor role in the total error.

3 It should be noted that much of this criticism refers to conventional social and behav-
ioural science practices using classical statistical techniques. Within the past decade greater 
interest in reporting effect size, confi dence intervals, Leamer bounds, and the use of power 
analysis, meta-analysis, predicted values, simulations, or employing a Bayesian modelling 
framework have resulted in increased understanding of the limits of null hypothesis sig-
nifi cance testing [Gill 1999; Denis 2003].
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Turning attention to nonsampling errors

The dangers of overemphasising sampling error have been known for a long time. 
Experienced researchers have always strived for a balanced allocation of survey 
resources in order to prevent nonsampling errors as well [see Bell 1991; Noelle 
1963]. A part of their effort has also been analysed and documented in meth-
odological literature [e.g. Merton and Lazarsfeld 1950]. According to Biemer and 
Lyberg [2003: 8–11, 305–350], the issues of sampling error began to be implement-
ed in the methodologies of social surveys in the 1930s, along with the introduc-
tion of contemporary sampling methods. However, as early as the 1940s it became 
generally known that sampling error does not fully account for total survey error. 
A systematic scholarly debate was stimulated by the so-called ‘US Census Bureau 
Survey Model’ formulated by Hansen and his colleagues [see, e.g., Hansen, Hur-
witz and Pritzker 1967]. Using Census Bureau surveys this model demonstrated 
that sampling variance only captures one type of error, and crucially total error 
will be underestimated if it is attributed solely to sampling error. 

A gradual process of introducing formalised rules and comprehensive ap-
proaches to nonsampling errors began in the 1970s. Based on the above-men-
tioned US Census Bureau Survey Model, procedures for estimating nonsampling 
errors were developed by Hartley and Rao, Bailar and Dalenius, and other schol-
ars [Biemer and Lyberg 2003: 8–11; Groves 2004: 15; Bell 1991; Dalenius 1977]. 
In the early 1980s, Dalenius [1981] proposed an integrated approach to survey 
organisation, resulting in a concept entitled ‘Total Survey Design’. Over the past 
twenty years, we have seen a major reconsideration of the rules for evaluating 
and managing quality in research organisations. National statistical bureaus have 
been the pioneers of this change [see Morganstein and Marker 1997].

Among the most important and comprehensive works that have formed the 
basis for the contemporary theoretical and analytical literature on the topic are 
Andersen, Kasper and Frankel’s [1979] Total Survey Error; Lessler and Kalsbeek’s 
[1992] Nonsampling Errors in Surveys, and Groves’ [2004] Survey Errors and Survey 
Costs. Systematic textbook-like introductions to the subject of survey data quality 
have been written and published by Biemer and Lyberg [2003] and Groves et al. 
[2004]. The explicit specifi cation of quality standards in survey research for one of 
Germany’s main research funding organisations, Deutsche Forschungsgemein-
schaft (DFG), is seen as an important step in the European context [Kaase 1999].

A comprehensive approach to survey quality

Sample size and sampling method can be viewed as the basic parameters of sur-
vey quality, since they determine if the method of representative survey was used 
or not. However, they do not fully cover either the issue of data quality or accu-
racy. Concepts of quality focusing predominantly on sampling error do not allow 
researchers to control the total error in designing and realising surveys and fail 
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to provide a suffi cient basis for making evaluations of survey quality. Therefore, 
they are also untenable in light of the principles of the contemporary ‘quality 
revolution’, which is based on the ideas that (1) problems must be prevented, 
rather than solved once they arise, and (2) quality must be monitored and im-
proved continuously. Moreover, from this perspective, the quality of the product 
is ensured by controlling the quality of the production process.

Juran and Gryna [1993] defi ne quality as ‘fi tness to use’. However simple 
this sounds, it provides a point of departure for a comprehensive approach to 
quality. Sample surveys are no exception in this respect. Statistical accuracy ceas-
es to be the only or central dimension of data quality, as other equally important 
dimensions emerge. Biemer and Lyberg [2003: 14] have summarised the reasons 
for such a shift as follows:
1.  Accuracy is diffi cult and expensive to measure, so much so that it is rarely 

done in most surveys, at least not on a regular basis. Accuracy is usually de-
fi ned in terms of total survey error; however, some error sources are impos-
sible to measure. Instead, one has to assure quality by using dependable proc-
esses, processes that lead to good product characteristics. The basic thought is 
that product quality is achieved through process quality.

2.  The value of post-survey measures of total survey error is relatively limited. 
Except for repeated surveys, accuracy estimates have relatively small effects 
on quality improvement.

3.  The mechanical quality control of survey operations such as coding and key-
ing does not easily lend itself to continuous improvement. Rather, it must be 
complemented with feedback and learning where the survey workers them-
selves are part of an improvement process.

4.  A concentration on estimating accuracy usually leaves little room for develop-
ing design quality components.

On this basis, numerous research organisations have gradually reconsid-
ered their defi nitions of quality. This began with the criteria used by statistical 
bureaus, and new approaches have gradually prevailed in the practices adopted 
by survey research organisations in both the public and private sectors alike.

For example, different statistical offi ces currently apply sample survey standards 
that are very similar in their contents [see Biemer and Lyberg 2003: 13–25; Lynn 
2001]. As a rule, between six and eight dimensions of quality assurance and con-
trol are prescribed. On this basis, models of Total Quality Management (TQM)4 
have been defi ned which set the required characteristics of a fi nal product, de-

4 TQM – Total Quality Management represents a business management philosophy which 
concentrates on the entirety of product or service quality and a continuous improvement 
thereof. It has served as a basis for defi ning numerous general TQM models, which are 
further specifi ed and adopted for the circumstances of individual organisations applying 
them.
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fi ne partial goals, elaborate the individual dependable processes to achieve them, 
identify and treat problematic points, and specify control points, procedures of 
quality monitoring, learning processes, and feedbacks for ensuring continuous 
improvement [see Morganstein and Marker 1997; Colledge and March 1997].

As an example, we will describe the TQM model of the European Statistical 
System (ESS), which was formulated by Eurostat in order to manage numerous 
activities of European national statistical bureaus and other institutions supply-
ing data to the System [Eurostat 2002, 2009]. The underlying concept of survey 
quality is just a little different from the general ISO defi nition of quality as ap-
plied in business and production: quality is defi ned as ‘the totality of features 
and characteristics of a product or service that bear on its ability to satisfy stated 
or implied needs’ [ISO 1994]. More specifi cally, Eurostat determines the quality 
of ESS statistics on six dimensions [Eurostat 2003, 2009]:
 Relevance: how statistics meet current and potential users’ needs;
 Accuracy: the closeness of computations or estimates to the true values;
 Timeliness and punctuality: the time lag between the event and the availabil-

ity of information about it; and the time lag between the release of data and 
the target date when it is needed;

 Accessibility and clarity: the conditions in which users can obtain data; and 
the level of documentation and accompanying information, including infor-
mation on data quality and availability of professional assistance;

 Comparability: the impact of applied concepts and measurement tools on 
comparability over time, between geographical areas or between subject do-
mains, i.e. the extent to which differences between statistics refl ect real differ-
ences between areas on the three dimensions;

 Coherence: the adequacy and trustworthiness of different combinations of 
statistics and the various uses of thereof.

The aim of this TQM model is to provide a framework for achieving quality in 
the production of statistics and promote the harmonisation of the quality of sta-
tistical processes and outputs within the ESS. Like other models, TQM does not 
guarantee a high level of quality of each fi nal product, but it affi rms that there 
is a systematic effort in achieving quality, including controls and reporting and 
structures able to follow the rules. The availability of quality reports and quality 
and performance indicators can also help researchers to properly use obtained 
statistics in their analysis.

Similar dimensions are defi ned by other national statistical offi ces and are 
used for international statistical services and many other research institutions.5 It 
should be added that these principles may be applied quite differently in research 
practice. For instance, while the International Monetary Fund (IMF) uses similar 

5 For instance, Statistics Canada uses relevance, accuracy, timeliness, accessibility, inter-
pretability, and coherence [Statistics Canada 2002]; Statistics Sweden uses the following 
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dimensions as Eurostat, it places much more emphasis on qualitative indicators 
in the evaluation process [Laliberté, Grünewald and Probst 2004].

Public opinion polling and market research agencies as well as smaller aca-
demic research institutions conducting sample surveys often do not have such 
highly elaborated rules. However, they usually rely on similar principles. The 
infl uence of contemporary approaches to sample survey quality is apparent in 
the standards and guidelines of international research associations such as the 
ESOMAR (World Association for Opinion and Marketing Research Professionals) 
or the WAPOR (World Association for Public Opinion Research), as well as na-
tional associations, including the Czech SIMAR (Association of Market Research 
Agencies). The above-described principles also provide a basis for a specialised 
standard, the ISO 20252:2006, for market, opinion, and social research.

There is one basic quality criterion that is not mentioned by Eurostat as 
an independent dimension, yet it is taken into account by all the other dimen-
sions of its system of classifying sources of statistical errors: survey effi ciency. 
The importance of the relationship between costs and accuracy in sample surveys 
was demonstrated persuasively by Groves [2004] in his book, Survey Errors and 
Survey Costs. First published in 1989, this book serves as one of the fundamental 
textbooks on survey errors. Indeed, saving money is one of the important mo-
tivations for conducting sample surveys. Taken to the extreme, we would only 
conduct census surveys, rather than sample surveys, if costs (fi nancial and other) 
did not matter and accuracy was the only criterion.

In the real world of limited budgets survey costs are a very important con-
sideration in all research work. However, once we put straight the fact that ‘price’ 
matters, we are obliged to assess the cost of applying each method in advance. 
When choosing between different methods, when adapting our methodology in 
some way, we must always ask the following two questions. First, what level of 
accuracy is necessary for the given purpose, and what resources are available? 
Second, how exactly will accuracy improve if the particular adaptation of meth-
odology is implemented, and at what price will the improvement occur? In other 
words, one must determine if the accuracy improvement is worth the money, ef-
fort, and time involved. One must determine how well a specifi c strategy performs 
when contrasted with alternative procedures. Such questions should be asked for 
each method applied and for the survey methodology as a whole. Therefore, in 
sample surveys, maximising on survey accuracy does not mean striving for the 
best quality possible. Instead, the consumers of survey fi eldwork aspire for an ac-
ceptable level of accuracy that can be supplied at an acceptable price.

The relationship between cost and accuracy is not the only dilemma affect-
ing quality criteria. Other typical dilemmas include those of accuracy versus the 
timeliness of delivering results, relevance versus comparability over time, rel-

quality dimensions: content, accuracy, timeliness, comparability/coherence, and availabil-
ity/clarity [Biemer and Lyberg 2003]; OECD uses relevance, credibility, accuracy, timeli-
ness, accessibility, interpretability, and coherence [OECD 2002].
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evance versus accuracy, etc. The quality of a research survey is therefore not lim-
ited to achieving favourable indicators for the different criteria. Instead, one must 
carefully consider multiple criteria and partial research goals in order to achieve 
an ideal compromise between many variables.

Survey error

As described above, accuracy is not the single dimension of data quality. How-
ever, this quality component is crucial for the verifi cation of results of statistical 
analysis and especially for purposes of statistical testing. That is one reason why 
accuracy is the subject of strong interest from data analysts, and it will be dis-
cussed in more detail below. 

In sample surveys, accuracy represents an estimated level of difference be-
tween the survey estimate of an attribute and its true value. It is the opposite of 
error and often can be better understood by using the concept of survey error. 
The foregoing discussion has made it clear that reliable information on survey 
data quality cannot be obtained if survey error is conceptualised as sampling 
error plus an unobserved, undifferentiated, residual nonsampling error. The un-
observed residue is too high to ignore. A comprehensive approach to nonsam-
pling error requires us to identify and distinguish between different dimensions 
of nonsampling error. 

The work of Robert Groves [2004] provides a foundation for much meth-
odological and analytical literature on survey data quality in contemporary so-
cial research. Therefore, we will use his classifi cation of total error and its com-
ponents as a point of departure for our introduction into the complexity of the 
problem of survey accuracy. Groves [ibid.] builds on the works of Kish [1965] and 
Andersen, Kasper and Frankel [1979]. In his view, total survey error is just a theo-
retical construct. Errors are specifi c for individual survey statistics, rather than 
the survey as a whole. Total survey error is thus understood as the mean square 
error. At the same time, it is the sum of all variable errors (arising out of meas-
urement variance) and all biases (differences between measured values and true 
values). Bias is a constant error affecting a statistical estimator in all applications 
of a given survey design, i.e. the same error always arises when the same design 
is used in surveys. Variable error arises from the fact that measured values differ 
across units that are the sources of error. Both types of errors are interconnected 
and can only be distinguished if the survey is repeated.

Furthermore, Groves [2004] provides a classifi cation of errors according to 
their sources. There are two types of errors. Errors of non-observation arise from 
the fact that the survey was not conducted in a part of the target population. Er-
rors of observation are the differences between respondents’ answers and true 
values. This distinction is in line with the commonly used dichotomy of repre-
sentativeness errors versus measurement errors. There are three main types of 
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non-observation error: coverage error, non-response error, and sampling error. 
Errors of observation include respondent error, interviewer error, instrument er-
ror, and error of data collection mode.

For a better understanding of contemporary approaches to survey error, 
Figure 1 depicts the Eurostat’s concept [Eurostat 2009]. This concept differs from 
that of Groves by maintaining the basic distinction between sampling and non-
sampling errors. Moreover, it contains a separate group of ‘processing errors’. 
Different emphases are also placed on different types of error, with sampling 
errors occupying a privileged position. Individual types of measurement error 
are not elaborated separately in the basic scheme. However, in this case also the 
concept of statistical accuracy goes far beyond the original mathematical statisti-
cal concepts of sampling error. 

The Eurostat concept of total error has specifi c practical applicability. It is 
not only described and explained, but, above all, Eurostat [2009] has produced a 

Figure 1. Eurostat’s classifi cation of sources of statistical errors for sample surveys

Source: Author according to Eurostat [2009]. 

ACCURACY versus ERRORS

Sampling errors
There are different treatments for: 
• Probability sampling: standard 

errors, coefficients of variation, 
confidence intervals 

• Non-probability sampling: 
different specific indicators 
according to type of sampling 
(e.g. explicit or implicit models 
for the estimation process)

Coverage errors
• Undercoverage 
• Overcoverage 
• Multiple listings 

Measurement errors
• Survey instrument 
• Respondent 
• Interviewer 

Nonresponse errors
• Unit nonresponse 
• Item nonresponse 

Processing errors
(Errors generated during data  
entry, data editing, coding, and 
imputation) 
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description of best practices for statistical bureaus and a handbook on the ways 
of reporting the quality of statistics delivered to the European Statistical System, 
including the indicators and level of detail that must be monitored in different 
types of research. Eurostat’s approach to data quality monitoring has a strong 
quantitative leaning. However, the Eurostat system also foresees the application 
of nonprobability techniques for many surveys and accepts alternative evaluation 
methods and discussions of survey error.

What are the specifi cs of these various types of survey errors? Their descrip-
tion can be found in several conceptual or introductory works [e.g. Groves 2004; 
Lessler and Kalsbeek 1992; Biemer and Lyberg 2003; Groves et al. 2004], and dur-
ing recent decades also a number of analytical studies on survey errors’ impact 
on accuracy under different survey situations have been carried out by these and 
many other authors.

Probability sampling assumes non zero chances of selection for all indi-
viduals. Contrary to this, in the real world of survey research parts of studied 
populations usually remain out of reach of researchers. Coverage error refl ects 
the fact that there is no chance of including some persons into the sample. The 
target population whose characteristics we infer in our conclusions is usually 
different from the ‘survey population’. Our defi nition of the latter refl ects our 
resignation to cover only certain groups that are with reasonable effort and cost 
available for interview. For example, people who live permanently in institutions 
or are homeless are typically excluded from general population surveys because 
such individuals are diffi cult to contact and interview. 

Furthermore, the survey population usually differs from the ‘sampling 
frame population’. It includes only those units that are available on the lists of 
the sampling frame or that can be reached by sampling techniques if there are no 
such lists. Often the sampling frame is not clearly defi ned. Differences arise not 
only from uncovered units of the target population but also from unwanted units 
in the sampling frame (e.g. in household research, wrong addresses or addresses 
of units other than households), duplicate units (e.g. several addresses for one 
household), clustered units (e.g. several households at one address), etc.6 More-
over, many surveys combine two or more sampling frames by integrating differ-
ent types of information, or apply complex sampling procedures. This results in 
overlapping frames where different units have different odds of being selected.

Thus, the coverage error refl ects (1) the fact that some units of the target 
population are not included in the sampling frame population, and (2) differenc-
es in the statistic measured between the group of units included in the sampling 
frame and the group of those missing from it. This also means that if the values 
in group of persons missing in the sampling frame are not signifi cantly different 

6 For some groups, we have diffi culty in allocating a household to a specifi c residential 
unit. For example, some young people live simultaneously at both their parents’ home 
and in their own home.
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from the overall value of the population no error arises, even if there is a large 
share of such persons in the target population. Hence, coverage error is defi ned 
as a function of the difference between the target population value and the sam-
pling frame population value.

A non-response error results from failure to collect data from all the units 
in the sample. This form of error may occur for a number of distinct reasons that 
may be summarised as follows. Not all persons selected are willing to answer 
questions in the questionnaire; not all respondents or households are reached by 
the interviewer during data collection; there are situations in which respondents 
are unable to participate (illness, language problems, etc.); and various organisa-
tional/administrative mistakes occur during data collection. 

Random sampling usually makes it possible to calculate a survey’s response 
rate. This is defi ned as the proportion of participating units in the eligible units 
sampled or, more specifi cally, the number of suffi ciently completed interviews 
with respondent units as a proportion of the total number of eligible respondent 
units within the sampling frame. In this case, eligibility refers to a unit’s member-
ship in the sampling frame population. For instance, wrong addresses, units that 
are not sampled, and other units falling within the coverage error are excluded 
[Groves 2004; Lessler and Kalsbeek 1992; AAPOR 2009].

The response rate is often viewed as a key indicator of survey data quality. 
Therefore, it is sometimes subject to special efforts in order to make data more 
trustworthy. Nevertheless, data processing can rely on standard procedures for 
calculating the response rate that have been determined by the AAPOR and 
WAPOR associations7 [AAPOR 2009] or Eurostat [2009]. Those standards are de 
facto binding for the member organisations of associations such as the  ESOMAR 
or EFAMRO8 [Smith 2002]. Procedures for calculating the response rate are also 
defi ned in numerous survey methodology works [Groves 2004; Lessler and Kals-
beek 1992].

However, the value of any non-response error can only be calculated theo-
retically. This is because the error is not directly related to missing observations, 
and instead, is co-determined by the level of differences between survey respond-
ents and non-respondents. These differences may or may not be substantial. If 
the values observed in respondents were the same as those in non-respondents 
then a low response rate would not cause any error [Groves 2004; Groves and 
Couper 1998; Stoop and Louwen 2000]. At the same time, different sources of 
non-participation have different relationships with different variables, making 
non-response error specifi c for each statistic, rather than for the survey as a whole 

7 AAPOR is an acronym for the American Association for Public Opinion Research; 
WAPOR is an acronym for the World Association for Public Opinion Research.
8 ESOMAR is the World Association for Opinion and Marketing Research Professionals; 
EFAMRO is an acronym for the European Federation of Associations of Market Research 
Organizations.
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[Lessler and Kalsbeek 1992; Tourangeau, Rips and Rasinski 2000; Curtin, Presser 
and Singer 2000]. Analyses have also confi rmed that the relationship between 
response rate and total error is not a direct one and may even be completely in-
signifi cant [Groves 2006; Keeter et al. 2000; Martin 2004; Brehm 1993]. Therefore, 
surveys with low response rates are not necessarily poor surveys. No generally 
applicable benchmark for an acceptable response rate can be defi ned in order to 
classify surveys. Similarly, any response rate increase that is achieved does not 
necessarily decrease the total error of the estimation. 

Sampling error arises out of the heterogeneous character of the values of 
any statistics measured from any population. If a statistic is determined from a 
specifi c sample, its value is very likely to be different within a given range of val-
ues if many additional sample estimates were measured in an identical manner. 
Then the sampling error is a function of the difference in the distribution of the 
values within the sample and the distribution of the values within the sampling 
frame population. More specifi cally, sampling error stems from different values 
in different identically drawn samples taken from a given population. In the case 
of genuine probability samples9 sampling error can be expressed numerically. 
Sampling error is the most frequent type of survey-based error examined and 
typically underlies statistical analyses of sample survey data.

It should be noted that in social analysis the uses of sampling error for statis-
tical testing are quite specifi c. Notwithstanding the fact that many analysts make 
inappropriate use of statistical estimators, as Soukup and Rabušic [2007] high-
light, the tests of statistical signifi cance are usually based on hypothetical values 
of sampling error for a hypothetical survey based on simple random sampling. 
In reality, most survey datasets examined are not random samples and so the 
sampling error ranges assumed are incorrect. This statistical estimation problem 
is compounded by the fact that widely used statistical software assume by default 
that the data examined is a random sample, which is of course rarely the case.

In reality, most probability sampling surveys of general populations are 
based on ‘complex samples’, combining the procedures for stratifi ed, cluster, and 
other sampling methods, which results in sampling errors of considerably differ-
ent sizes. The ‘design effect’ is a ratio between the sampling variance of the sta-
tistic obtained by using a specifi c sampling procedure and the sampling variance 
that would be obtained for a given statistic by using simple random sampling. 
Effective sample size is defi ned as the size of a simple random sample that would 
produce the same sampling variance as the design currently applied.

Groves [2004] understands measurement errors as observational gaps be-
tween the ideal measurement and the response obtained. It may be added that 
these errors occur during data collection. In this respect, Groves distinguishes 
between four types of measurement error that are associated with inaccurate re-

9 Probability samples are only those ones where sampling probabilities are known for all 
units in the sample.
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cording of answers to questions from the research instrument. As with the rep-
resentativeness errors or the missing observation errors discussed earlier, only a 
brief outline will be provided here.

Interviewer error corresponds to the effects of different interviewing prac-
tices on respondents’ answers. Above all, the interviewer carries out multiple 
roles in the research process. He or she may participate in constructing the sam-
pling frame, implementing the sampling procedure, and recruiting respondents, 
all of which may contribute to several types of errors (coverage, sampling, and 
non-response errors). Furthermore, the interviewer interacts with respondents, 
informing them of how they are expected to perform in the survey and helping 
them assume the appropriate role. Subsequently, he or she controls the inter-
viewing process and records the answers. The mere presence of an interviewer 
constitutes an inevitable source of bias.

Respondent error arises out of the interviewee’s inability to answer a ques-
tion correctly, the interviewer’s lack of effort to obtain a correct answer, or other 
psychological reasons. On the one hand, different kinds of respondents have 
different approaches to formulating answers. On the other hand, interviewing 
represents a complex cognitive process for respondents. In order to provide true 
answers, they must interpret and understand the question, fi nd relevant informa-
tion in their memory, assess the information, conduct estimations, and communi-
cate the answer in a way that it is understood correctly.

Instrument error refers to the formulation of questions in standardised ques-
tionnaires as a source of bias and measurement variance. Here one must consider 
the wording of a question (the terms and formulations used), the structure of the 
questions and the measurement instrument as a whole (length of a question or set 
of questions, question types: open-ended/closed-ended, the number and order 
of response categories, the existence and formulation of ‘don’t know’ categories, 
the fl ow of questions in terms of sensitive issues, etc.), and the context in which 
the question is applied (the position of a question within the questionnaire, other 
content of the questionnaire, etc.). This type of error is typically discussed within 
various extended concepts of measurement validity and reliability.

Mode error is associated with the characteristics of different modes of data 
collection. The basic types are as follows: the face-to-face interview between in-
terviewer and respondent, the self-administered questionnaire, the telephone 
interview, and the Web-based interview. Many technological procedures that 
are currently implemented bring about a substantial change in the traditional 
ways of interviewing, sometimes combining their basic features. They include, 
for instance, computer-assisted personal interviewing (CAPI), computer-assisted 
self-interviewing (CASI), audio computer-assisted self-interviewing (ACASI), in-
teractive voice response (IVR or T-ACASI), computer-assisted Web interviewing 
(CAWI), or computer-assisted telephone interviewing (CATI). 

Apart from the communication channels and technologies used, the differ-
ent methods also vary on the basis of interviewer participation and confi dential-
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ity. Thus, mode choice often substantially affects the occurrence of different types 
of errors as well as survey costs. It cannot be determined in advance which inter-
viewing method is generally better. Different methods are suitable for different 
research situations. The interview topic and instrument complexity are also rel-
evant. A vast analytical literature deals with the effects of mode choice on errors. 
The ‘marginal mode effect’ is determined by comparing two possible methods in 
a given research situation based on a given set of characteristics.

Processing errors often remain outside the interest of survey methodolo-
gists. They are related to technical operations of data entry, keying, coding, edit-
ing, and the conversion of a raw data fi le into the state needed for the intended 
data analysis. These processes are sometimes purely technical in nature, can be 
automated, and allow the establishment of systems of computer controls. On the 
other hand, they can also include highly complicated tasks in many different 
areas such as the imputation of missing data, weighting, the construction and 
transformation of indicators, the harmonisation of variables across nations and 
cultures, the integration of data from different sources, the solution to disclosure 
issues, or even the coding of some variables (e.g. the coding of occupations), etc. 
Some of these processes are based on quite sophisticated concepts and can be 
sources of substantial errors.

Quality standards

The above discussion of survey errors demonstrates that any in-depth evaluation 
of data quality requires an analytical study that is diffi cult, costly, and unfeasible 
under normal research circumstances and has to be based on detailed knowledge 
of the survey process. The goal of an in-depth quality evaluation thus exceeds the 
possibilities of individual research exercises and the reasonable size of a research 
report’s methods section. Furthermore, often there is an information asymmetry 
between data collectors and analysts using their data. When data users are not 
directly involved in data collection, they have a limited ability to obtain all the 
necessary information about a survey and a limited ability to verify the informa-
tion received.

As in other fi elds, the quality of the results in research is achieved by assur-
ing the quality of the production process. As with many other products, the client 
of a survey agency has limited scope to exercise control over quality in any mass 
surveying process. Thus, as in other economic sectors, various standards help 
break down the information barrier between producers and users/customers.

While standards do not lend themselves to assuring the accuracy of a given 
survey’s results, they affi rm that the organisation that is trying to satisfy such 
standards has a structure capable of achieving a certain level of quality in the sur-
vey production process, abides by the rules for achieving and improving quality, 
and is subject to certain controls. In the following part of the article a brief over-
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view of survey quality standards will be provided, for which purpose standards 
can be divided into two different types: (1) administratively imposed standards, 
and (2) professional associations’ technical and ethical requirements for member-
ship.

(a) Administrative standards

The aim of administrative standards is to regulate market conditions beyond le-
gal rules in order to create a background (1) for clients to verify a product of-
fer’s compliance with national and international customs, so that they can assess 
the product’s quality and compare offers, (2) for complaints about products and 
services delivered with reference to compliance with accepted rules, and (3) for 
the market and opinion polling research fi eld’s self-regulation.

Certifi cation by the International Organization for Standardization (ISO) 
represents the most important system of internationally applicable standards. As 
a relatively new addition to the fi eld of social research, ISO standard 20252:2006 
for market, opinion, and social research has been published. This standard gov-
erns business relations and aims for the application of ‘Total Quality Manage-
ment’ in social research. Within this framework, it foresees [Zahradníček 2006]:
 What the client is authorised to require of those conducting the research
 How to implement the research ethic into different stages of the survey re-

search process and into the relations between survey agencies and their clients 
and survey agencies and survey respondents 

 What any research brief must clearly fulfi l
 What the client has to provide to those conducting the research so that the 

outcome of their cooperation is effective and effi cient
Before 2006, the role of this framework was played by standards formulated 

by the ISO 9000 group, which generally focused on business quality management 
issues. Both ISO 20252:2006 and ISO 9000 are based on providing an independent 
assurance of an organisation’s management structures in terms of its ability to 
fulfi l quality requirements, apply regulatory procedures for this purpose, and en-
sure a continuous improvement process. The principles of quality management 
are refl ected in the defi nition of the different dimensions of research quality and 
the formulation of binding procedures that are structured and phased. Company 
rules of conduct are adopted for the purposes of quality control in the research 
process and at individual management levels in order to achieve good quality at 
all times and facilitate continuous improvement.

Certifi cation does not guarantee the accuracy of specifi c results or the high 
level[quality] of specifi c methodological procedures. However, it does guarantee 
that a research agency has an appropriate structure for the given type of research 
and is capable of achieving suffi cient quality at every research stage.
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(b) Standards of professional associations

The standards adopted by professional associations provide frameworks for the 
evaluation of data quality and comparison. In addition, professional standards 
defi ne the rights of clients (as well as survey respondents), and provide guar-
antees for clients that member organisations will adhere to the application of 
specifi c standards. More encompassing and detailed rules with direct application 
to sample surveys have been created by a number of international social research 
organisations. Among them are Eurostat, the International Statistical Institute 
(ISI), the OECD, the UN, the IMF, the International Labor Organization (ILO), 
and many others.

Beyond the domain of offi cial statistical services, the following two inter-
national professional associations in the fi elds of market, opinion and social re-
search have also defi ned important standards. Both organisations enforce their 
standards in close mutual cooperation:
 ESOMAR (World Association for Opinion and Marketing Research Profes-

sionals)10 is a worldwide association of scholarly organisations in market, 
opinion, and social research. Producers, distributors, and users of research 
results are among its members. It primarily focuses on the business sector. 
With more than 4600 members in more than 100 countries, it constitutes the 
most important association in the fi eld.

 WAPOR (World Association for Public Opinion Research) brings together 
scholars in public opinion research. It works in approximately sixty countries.

Social research takes many forms. Surveys are conducted under vari-
ous research circumstances. At the same time, contradictory requirements are 
sometimes placed upon the desired features of the resulting data. Therefore, no 
exhaustive and unequivocal set of criteria can be set. Two complementary ap-
proaches are available for overcoming this problem. On the one hand, minimal 
standards are defi ned. While no professionally conducted survey should ever 
break such standards, they often do not alone guarantee satisfactory quality. On 
the other hand, defi nitions of best practices are constructed. Such defi nitions are 
not binding but serve as useful guidelines and frames of reference.

In this respect, the ESOMAR has published an ICC/ESOMAR International 
Code on Market and Social Research [ESOMAR 2008], which is further elabo-
rated and specifi ed in a set of application notes [ESOMAR 2009]. The associa-
tion continuously publishes and updates a large system of detailed guidelines 
for individual research domains and specifi c situations. The Code, including the 
application notes, is binding for ESOMAR members and has been recognised as 
an International Chamber of Commerce standard.

10 The acronym used by this association is an abbreviation of its original name: the Euro-
pean Society for Opinion and Marketing Research. This name is no longer used because 
ESOMAR evolved from a primarily European into a global organisation.
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WAPOR publishes various recommendations for research practice, and it 
also takes part in preparing and enforcing other organisations’ standards. To-
gether with ESOMAR it has developed guidelines for public opinion polls and 
publication of survey results [ESOMAR/WAPOR 2009] and closely cooperates 
with AAPOR (American Association for Public Opinion Research) in introduc-
ing its standards [AAPOR 1997, 2009] globally. This fact is crucial, because in this 
way the WAPOR transfers the relatively detailed and stringent US standards into 
international practice.

The Association of Market Research Agencies, SIMAR, enforces the stand-
ards of social research in the Czech Republic. SIMAR has published its own stand-
ards, which include a number of relatively specifi c methodological guidelines 
and minimum standards that refer to ESOMAR standards and ISO 20252:2006. 
SIMAR standards are binding for member organisations. Consequently, mem-
bership in the organisation represents a specifi c form of data quality assurance.

Conclusion

It should be recognised that the real circumstances of survey fi eldwork often do 
not allow for the collection of data that would conform to the parameters required 
by the theoretical assumptions of many methods in mathematical statistics. Does 
this mean that we have to give up what is currently the most important source of 
data in empirical social research? Of course not; we have to make the best of the 
information that is achievable in the real world. Nevertheless, this fact means that 
the application of quantitative methods in the social sciences is not as simple and 
its results not as explicit as in luckier fi elds of research with a suffi cient quality 
of data. That is why much more emphasis must be put on increasingly precise 
theoretical work and the construction of an additional knowledge base for the 
statistical analysis of social data. Social analysis that lacks solid grounding in 
knowledge of the studied problem is only an exercise in statistical methods and 
provides no reliable conclusions regarding social reality. 

Undoubtedly these include also knowledge of the origins, methodologi-
cal characteristics, and possible limitations of the data analysed. In this article, 
I demonstrated that such knowledge is impossible without taking a realistic view 
of the issue of data quality, which is much more complex than is assumed by 
those traditional approaches which consider only basic statistical principles. Un-
fortunately, in this regard, current practice in quantitative social research is not 
without problems. The following four principles, which might help to improve 
the situation, stem from the discussion of quality issues in this article:

First, it is important to promote and disseminate knowledge on the current 
concepts of survey data quality among researchers, followed by its implementa-
tion into the practice of social analysis. Current approaches have already become 
well established in the fi eld of offi cial statistics and have also penetrated the prac-



Sociologický časopis/Czech Sociological Review, 2010, Vol. 46, No. 6

1030

tice of data collection in other areas, but among academic researchers they are 
surprisingly uncommon.

Second, the establishment of data-sharing standards among the social sci-
ence community, in order to ensure not only the public accessibility of data, but 
also the availability of appropriate survey documentation, represents a key goal. 
If there are no relevant barriers for their dissemination, such as legal or ethical 
barriers of copyright or personal data protection, the data should be made avail-
able together with appropriate documentation for purposes of secondary analy-
sis and/or verifi cation of research results.11 

Third, it is crucial that submissions to scholarly publications give adequate 
attention to the origin and quality of the data analysed. Of course, it is not pos-
sible to require a complex evaluation of data quality in the limited space allocated 
to articles in scholarly journals, but at least basic information should be included. 
A comprehensive list of the elements proposed for the disclosure of the methods 
used in the survey is included in the AAPOR Best Practices [1997], and mini-
mal standards can be obtained, for example, from ESOMAR, WAPOR or SIMAR 
codes [ESOMAR 2009; ESOMAR/WAPOR 2009; SIMAR 1996–2008].

Fourth, promoting the establishment of survey quality norms and stand-
ards is an important objective. Such formal and informal principles are important 
tools for reducing the asymmetry in knowledge regarding the data collection 
process between data producers and data users. 

To sum up, survey quality represents one of the central pillars of empirical 
social research. Failure to ensure survey quality owing to a lack of knowledge 
undermines the whole social scientifi c enterprise. It is hoped that this article 
contributes to highlighting this fundamentally important issue and encourages 
researchers (a) to pay greater attention to how their datasets are (and should be) 
produced, and (b) to employ such knowledge in their data analysis, causal infer-
ences, and published work.
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