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David Štefka:

Fuzzy t-conorm Integral as an Aggregation Operator in Dynamic Classifier Systems 103

Pavel Tyl:

Ontology Matching in the Context of Web Services Composition 112

Miroslav Zvolský:
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Abstract

Evolutionary algorithms (EAs) have become

one of the successful optimization methods du-

ring the last few decades, especially for pro-

blems where smooth optimization cannot be

used. This work summarises present trends in

Estimation of distribution algorithms (EDAs),

a recent kind of EAs, and suggests a further

research direction. These algorithms evolve a

population of partial solutions, and instead of

modifying the individuals by genetic operati-

ons, they construct the probability distribution of

their variables and use it for sampling new popu-

lation. Besides overview of the current EDAs for

discrete and continuous parameters, different ap-

proaches to construction of probability distribu-

tions including the very recent usage of copulas

are presented.

1. Introduction

Evolutionary algorithms (EAs) [1] have attained intense

attention since 1980’s. They belong to a large family of

stochastic optimization methods called metaheuristics.

These methods do not need any information about shape

or smoothness of the function they optimize (functions

being optimized by these algorithms are also called fit-

ness or objective functions). Therefore, they are success-

fully applied especially in areas where smooth optimi-

zations cannot be used. However, they are not guaran-

teed to find the optimum: usually, they only converge to

some
”
near-optimal“ solution.

This paper focuses on a novel kind of EAs: estimation

of distribution algorithms (EDAs) [2]. They have many

common aspects with the most popular EAs: genetic al-

gorithms. Similarly to them, they evolve a set of pro-

mising candidate solutions, a population of individu-

als. During each step, which is also called generation,

a new set of individuals is generated and a part or the

whole former population is replaced according to some

selection criterion.

Nevertheless, the new individuals are in EDAs genera-

ted differently. Instead of genetic operators like crosso-

ver and mutation, EDAs estimate the probability distri-

bution of the most promising solutions, and new popu-

lations are obtained by random sampling from this dis-

tribution. The current paper summarizes different kinds

of EDAs and models for estimating the probability dis-

tributions as well as possible future research directions.

The paper is divided in five sections. In the next section,

the general concept of EDAs is presented. The third and

fourth sections give a brief overview of the different va-

riants of EDAs for discrete and continuous domains re-

spectively, and the last section suggests future develop-

ment in this field with a special emphasis on using co-

pulas for expressing the joint probability distribution.

2. Basic principles of EDAs

As was already stated above, the rough structure of both

the EAs and EDAs are similar. The general pseudo-code

of the estimation of distribution algorithms is outlined

in Fig. 1. Here, steps (1), (2) and (3) are the same as in

many evolutionary algorithms while steps (4) and (5) are

typical particularly for EDAs.

The main difference between EDAs and EAs lies in the

method how they generate new individuals according to

the previous generation. Whereas traditional EAs, for

example genetic algorithms, try to implicitly combine

PhD Conference ’10 5 ICS Prague
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building blocks representing promising parts of genetic

code of already found good solutions by genetic operati-

ons (crossover, mutation) [3], EDAs try to find correlati-

ons among variables in an explicit way.

(1) P0 ← randomly generatem individuals

(2) for k = 1, 2, . . . until a stopping criterion is met do

(3) pool ← select n ≤ m individuals from Pk−1

. according to the selection method

(4) pl(x) = p(x | pool) ← estimate the probability

. distribution of an individual based on

. the selected individuals (in pool)

(5) Pl ← sample new population from pl(x)

(6) end for

Figure 1: Estimation of distribution algorithm

These algorithms estimate the probabilistic distribution

of the input variables of solutions. In the following text,

the termmodelwill represent a formal framework for es-

timating the joint probability distribution of individuals.

Having this model, generating of individuals is relatively

easy. However, estimating of the distribution with the

model is often a bottleneck of EDAs; especially when

the problem being solved is hard and complex depen-

dencies among variables have to be determined.

2.1. Probabilistic graphical models

The majority of present EDAs estimate the probability

distribution with probabilistic graphical models [2,4,5].

These models make use of a directed acyclic graph

(DAG) S (see Fig. 2 for an example). Each node corre-

sponds to one input variable Xi, and the arcs define de-

pendencies between variables: for each node Xi and the

set of its parentsPaSi = {Xj |Xj → Xi is an arc}, the
variable Xi and its non-descendants nde(Xi) = {Xj :
¬∃ oriented path Xi → Xj} are conditionally inde-

pendent given the parents PaSi .
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Figure 2: Structure of a Bayesian net

Further, the models consist of a set of unconditional pro-

babilities for all root nodes of S

ρ(Xi = xi | ∅,θi) (1)

and a set of conditional probabilities for other nodes

ρ(Xi = xi | paSi ,θi). (2)

Here, ρ denotes generalized probability distribution

which stands for mass probability p(Xi = xki ) for dis-
crete random variables Xi ∈ {xki | k = 1, . . . ,m}, and
density function f(xi) for continuous Xi. The distribu-

tions in (2) are given by a set of values of Xi’s parents

paSi , and θi is a finite set of parameters of the generali-

zed probability distribution.

From the conditional (in)dependence defined by the

structre S, the factorization of the joint probability dis-

tribution of the variables can be expressed as

ρ(x1, . . . , xn | θS) =
n∏

i=1

ρ(xi | paSi ,θi). (3)

The most frequent representatives of probabilistic gra-

phical models are Bayesian networks for discrete vari-

ables and Gaussian networks for continuous variables.

While in case of Bayesian networks the joint probability

distribution can be written almost identically as in (3):

p(x1, . . . , xn | θS) =
∏n
i=1 p(xi | paSi ,θi), Gaussian

networks use the density function of normal distribution

with nontrivial parameters

f(x1, . . . , xn | θS) =
∏n
i=1 φ(xi)

φ(xi) ∼ N(mi +
∑
xj∈Pai

bji(xj −mj), vi). (4)

The parameter mi denotes unconditional mean of Xi,

bji is a linear coefficient reflecting the strength of re-

lationship between variables Xj and Xi, and vi is the
variance of Xi given Pai.

3. EDAs in discrete domain

The work of Mühlenbein [6] should be considered as

one of the founders of the estimation of distribution al-

gorithms. In their work, later improved in [7], they in-

troduced Univariate Marginal Distribution Algorithm

(UMDA) which conforms the outline of EDAs in Fig. 1.

This algorithm uses the simplest estimation of the joint

probability distribution: it does not consider any depen-

dencies between variables. The estimates of univariate

marginal distributions are taken as

p(xi) =
# individuals in pool with Xi = xi

# all individuals in pool
,

and thus the joint distribution is

p(x1, . . . , xn) = p(x1, . . . , xn | pool) =
n∏

i=1

p(xi).

(5)
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De Bonet [8] proposedMutual-Information-Maximizing

Input Clustering (MIMIC) algorithm. Taking into ac-

count how costly building of arbitrarily complex depen-

dency graph is, he consider only dependencies between

pairs of variables. His algorithm uses greedy-search for

the best permutation of input variables and builds a path-

like dependency graph. The joint probability distribution

estimate is factorized as

p(x1, . . . , xn)π =

= p(xi1 |xi2) · p(xi2 |xi3) · · · p(xin−1
|xin) · p(xin)

where π = (i1, . . . , in) is the permutation of variables
found by the algorithm.

As a measure for choosing the most appropriate single-

conditioned probability, Kullback–Leibler divergence

[9] between two probabilistic distributions was used

in [8].

The previous algorithms are able to sufficiently optimize

problems with relatively simple relations between vari-

ables. However, even the example in Fig. 2 cannot be

precisely described by the proposed models. Therefore,

algorithms considering multiple dependencies were pro-

posed. The Estimation of Bayesian Networks Algori-

thm (EBNA), developed in [10], starts with an arc–less

DAG. Similarly to the MIMIC, this algorithm uses gre-

edy search and adds arcs to the graph as long as a gi-

ven measure of quality increases: the authors suggest

Bayesian Information Criterion (BIC) [11] and K2 al-

gorithm [12]. In addition, independence–detection PC

algorithm [13] can be used, too.

Among other algorithms, one of the most interesting and

most actively developed is Bayesian Optimization Algo-

rithm (BOA) [14]. Similarly to the previous methods,

this approach uses greedy search, but it employs other

interesting features such as incorporating prior know-

ledge of the problem (if there is any) or restricting the

number of possible parents of nodes to the given number

k. In the work [15], the algorithm is extended for conti-

nuous domains (rBOA), and in [16] incremental version

(iBOA) is described.

4. EDAs in continuous domain

Most of the algorithms for discrete domains have their

continuous counterparts: Univariate Marginal Distribu-

tion Algorithm for continuous domains [17] (UMDAc),

continuousMutual-Information-Maximizing Input Clus-

tering algorithm (MIMICc), and a set of algorithms con-

sidering multiple dependencies (EGNA).

In the UMDAc, the variables X1, . . . , Xn are conside-

red independent. Finding of the best density estimation

for each variable consists of two phases: first, the ap-

propriate density function is chosen via a hypothesis

test (normal or Student’s distributions are taken most

frequently). Next, the parameters of the densities are

learnt as a maximum likelihood estimates. Authors con-

centrate on a variant which uses only Gaussian distribu-

tion (UMDAGc ). In this case, the joint probability density

function can be expressed as

f(x1, . . . , xn;θS) =
∏n
i=1 f(xi;θS) =

=
∏n
i=1

1√
2πσ2

i

exp
(
− 1

2
(xi−µi)

2

σ2
i

)
. (6)

Bivariate densities with Gaussian distribution are taken

into account by MIMICGc . As its discrete analogy, the va-

riables are assumed conditionally dependent on at most

one predecessor, and the appropriate permutation of va-

riables π = (i1, . . . , in) is found by greedy search.

Correspondingly to the discrete EBNA algorithms, Esti-

mation of Gaussian Networks Algorithms (EGNA) take

into account multiple dependencies among variables.

The network structure of the probabilistic model can

be learnt by different methods including edge–exclusion

tests or penalized maximum likelihood.

5. Current issues in EDAs

A recent development in the field of estimation of

distribution algorithms is performed especially in the

following areas:

• Mixture of discrete and continuous variables.

Most of the present models consider either dis-

crete, or continuous dimensions of individuals,

but not both. One of the few exceptions is work

of Očenášek et al. [18] with theirMixed Bayesian

Optimization Algorithm (MBOA) based on deci-

sion trees.

• Combining different models. One of the recent

strategies in metaheuristic optimization is combi-

ning different approaches. Platel et al. [19] intro-

duced Quantum-inspired Evolutionary Algorithm

(QEA) which uses the whole population of pro-

babilistic models of promising solutions.

• Diversity maintenance. Similarly to other evoluti-

onary algorithms, preserving enough diversity wi-

thin populations is crucial in order to avoid prema-

ture convergence to local optima. In the work [20],

the concept of
”
rebels“ is suggested: individuals

purposely being generated outside of the major

part of the population.
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• Constraints satisfaction. Although different tech-

niques of constrained optimization was success-

fully developed in the area of genetic algorithms,

we have not found any literature concerning satis-

fying constrains in the field of EDAs.

• Copulas as a
”
probabilistic model“. The con-

cept of copulas is well-known among statisticians.

A copula is a function which combines more uni-

variate marginal distribution functions and forms

one joint multivariate distribution. Wang et al.

[21] use 2-dimensional copulas as a
”
probabilis-

tic model“ for EDAs, however, this integration is

at the very beginning of the development and our

aim is to develop this approach further.

6. Copulas as a probabilistic model for EDAs

More formally, the copula is a function C : [0, 1]n →
[0, 1] satisfying following conditions:

• C(x1, . . . , xn) = 0 whenever ∃i : xi = 0,

• C(x1, . . . , xn) = xj whenever ∀i �= j : xi = 1,
and

• C(x1, . . . , xn) is n-increasing (see [22] for de-

tails).

Especially from the second condition follows that all the

copula function have uniformly distributed marginals.

Typical example of copula is represented on Fig. 3.

0
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Figure 3: Gaussian copula function

The important result of the Sklar’s theorem [22] is that

for any given joint distribution function H(x1, . . . , xn)
with marginals F1(x1), . . . , Fn(xn), there exists an

n-copula C such that for all (x1, . . . , xn) ∈
[R ∪ {−∞,∞}]n

H(x1, . . . , xn) = C(F1(x1), . . . , Fn(xn)). (7)

Expressing or estimating marginal distributions

F1(x1), . . . , Fn(xn) from data is easy. However, as the

true distribution function H is usually unknown and the

Sklar’s theorem gives only existence of the copula C,

the correct variant of the copula function and its para-

meters have to be estimated.

6.1. 2-dimensional Gaussian copulas

Gaussian copulas belong to the most well-known kinds

of copulas. They attained their attention, for example,

in financial sector as a mean of modelling risks [23],

although the true contribution in this area is disputable

[24].

2-dimensional versions of these copulas combine two

(univariate) inverse normal cumulative distribution

functions (CDF) Φ−1 according to Sklar’s theorem

using bivariate normal CDF Φρ with Pearson’s product

moment correlation coefficient ρ

C(u, v; ρ) = Φρ
(
Φ−1(u),Φ−1(v)

)
. (8)

Using copulas as a probabilistic model for EDAs requi-

res a method for generating individuals from copula

function which represents the true joint distribution

function. Nelsen [22] describes the conditional distribu-

tion method which is also used in [21].

First, a conditional distribution function for the second

variable V given the first variable U , denoted cu(v), is
needed

cu(v) = P [V ≤ v | U = u] =
∂C(u, v)

∂u
. (9)

Then, the process of generating individuals is as follows

[22]

1. generate two independent numbers from uniform

distribution u, t ∼ U(0, 1)

2. v ← c
(−1)
u (t), c

(−1)
u (t) is a quasi-inverse of cu

3. take the desired pair (x, y): use quasi-inverses

x = F (−1)(u), y = G(−1)(v) of the marginal

distribution functions F , G

The very preliminary tests were performed in Matlab

environment using Mateda toolbox [25] implementing

PhD Conference ’10 8 ICS Prague
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EDAs. However, implementation of the copula-based

model appeared not to be as straightforward as was sup-

posed; therefore, the concrete results will appear in the

following works.

7. Conclusion

Overview of the main types of estimation of distribu-

tion algorithms were provided in this paper. A special

emphasis was given on different kinds of probabilistic

models, which are the crucial part of these algorithms.

Several particular EDAs were briefly described, both for

the discrete and continuous problems, and the final part

of the paper discusses the latest issues from the field of

EDAs as well as possible focus of the future research:

using copulas in connection with EDAs.
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Abstract

This paper is concerned with the reliability

of individual predictions in regression. For this

purpose we describe conformal predictors and

somemethods for estimating the reliability of in-

dividual predictions such as sensitivity analysis

or local modeling of prediction error. Finally we

introduce confidence intervals in regression mo-

dels.

1. Introduction

This paper is concerned with the reliability of predicti-

ons in regression models. In the first section we are in-

terested in conformal predictors, which for every confi-

dence level 1− ε output a prediction set. The conformal

predictors should be valid in the sense that in the long

run the frequency of error does not exceed ε at each con-
fidence level 1 − ε and the prediction set is as small as

possible. The second chapter describes different appro-

aches to estimate the reliability of individual predictions

in regression such as sensitivity analysis or local mo-

deling of prediction error. The third chapter deals with

confidence intervals in regression models.

2. Conformal prediction

We assume that we have successive pairs

(x1, y1), (x2, y2), . . . , (1)

called examples. Each example (xi, yi) consists of an

object xi and its label yi. The objects are elements of

a measurable space X called the object space and the

labels are elements of a measurable space Y called the

label space. Moreover we assume that X is non-empty

and that the σ-algebra on Y is different from {∅,Y}.
We denote zi := (xi, yi) and we set

Z := X×Y (2)

and call Z the example space. Thus the infinite data

sequence (1) is an element of the measurable space Z∞.

Our standard assumption is that the examples are cho-

sen independently from some probability distribution Q
on Z, that means the infinite data sequence (1) is drawn

from the power probability distribution Q∞ on Z∞.

Usually we need only slightly weaker assumption that

the infinite data sequence (1) is drawn from a distribu-

tion P on Z∞ that is exchangeable, that means that for

every n ∈ N, every permutation π of {1, . . . , n}, and
every measurable set E ⊆ Z∞ hold

P{(z1, z2, . . .) ∈ Z∞ : (z1, . . . , zn) ∈ E} =
P{(z1, z2, . . .) ∈ Z∞ : (zπ(1), . . . , zπ(n)) ∈ E}

We denote Z∗ the set of all finite sequences of elements

of Z, Zn the set of all sequences of elements of Z of len-

gth n. The order in which old examples appear should

not make any difference. In order to formalize this point

we need the concept of a bag. A bag of size n ∈ N is

a collection of n elements some of which may be iden-

tical. To identify a bag we must say what elements it

contains and how many times each of these elements is

repeated. We write \z1, . . . , zn/ for the bag consisting

of elements z1, . . . , zn, some of which may be identical

with each other. We write Z(n) for the set of all bags of

size n of elements of a measurable spaceZ. The setZ(n)

is itself a measurable space. It can be defined formally

as the power space Zn with a nonstandard σ-algebra,
consisting of measurable subsets of Zn that contain all

permutations of their elements. We write Z(∗) for the set

of all bags of elements of Z.
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2.1. Confidence predictors

We assume that at the nth trial we have firstly only the

object xn and only later we get the label yn. If we simply

want to predict yn, then we need a function

D : Z∗ ×X→ Y. (3)

We call such a function a simple predictor, always as-

suming it is measurable. For any sequence of old exam-

ples x1, y1, . . . , xn−1, yn−1 ∈ Z∗ and any new object

xn, it gives D(x1, y1, . . . , xn−1, yn−1, xn) ∈ Y as its

prediction for the new label yn.

Instead of merely choosing a single element ofY as our

prediction for yn, we want to give subsets of Y large

enough that we can be confident that yn will fall in them,

while also giving smaller subsets in which we are less

confident. An algorithm that predicts in this sense requi-

res additional input ε ∈ (0, 1), which we call signifi-

cance level, the complementary value 1 − ε is called

confidence level. Given all these inputs

x1, y1, . . . , xn−1, yn−1, xn, ε (4)

an algorithm Γ that interests us outputs a subset

Γε(x1, y1, . . . , xn−1, yn−1, xn) (5)

of Y. We require this subset to shrink as ε is increased

that means it holds

Γε1(x1, y1, . . . , xn−1, yn−1, xn) ⊆
Γε2(x1, y1, . . . , xn−1, yn−1, xn) (6)

whenever ε1 ≥ ε2.

Formally, we call a measurable function

Γ : Z∗ ×X× (0, 1)→ 2Y (7)

that satisfies (6) for all n ∈ N, all incomplete data

sequences x1, y1, . . . , xn−1, yn−1, xn and all signifi-

cance levels ε1 ≥ ε2 a confidence predictor.

We now introduce a formal notation for the errors Γma-

kes when it processes the data sequence

ω = (x1, y1, x2, y2, . . .) (8)

at significance level ε. Whether Γ makes an error on the

nth trial can be represented by a number that is one in

case of an error and zero in case of no error

errεn(Γ, ω) :=





1 if yn /∈ Γε(x1, y1, . . . ,

xn−1, yn−1, xn),
0 otherwise,

(9)

and the number of errors during the first n trials is

Errεn(Γ, ω) :=

n∑

i=1

errεi (Γ, ω) (10)

If ω is drawn from an exchangeable probability distribu-

tion P , the number errεn(Γ, ω) is the realized value of a

random variable , which we may designate errεn(Γ, P ).
We say that confidence predictor is exactly valid if for

each ε
errε1(Γ, P ), errε2(Γ, P ), . . . (11)

is a sequence of independent Bernoulli random variables

with parameter ε.

The confidence predictor Γ is conservatively valid if

for any exchangeable probability distribution P on Z∞

there exists a probability space with two families

(ξ(ε)n : ε ∈ (0, 1), n = 1, 2, . . .) (12)

and

(η(ε)
n : ε ∈ (0, 1), n = 1, 2, . . .) (13)

of {0, 1}-valued variables such that

• for a fixed ε, ξ
(ε)
1 , ξ

(ε)
2 , . . . is a sequence of inde-

pendent Bernoulli random variables with parame-

ter ε;

• for all n and ε, η
(ε)
n ≤ ξ

(ε)
n ;

• the joint distribution of errεn(Γ, P ), ε ∈ (0, 1),
n = 1, 2, . . ., coincides with the joint distribution

of η
(ε)
n , ε ∈ (0, 1), n = 1, 2, . . ..

Randomized confidence predictor is a measurable

function

Γ : (X×[0, 1]×Y)∗×(X×[0, 1])×(0, 1)→ 2Y (14)

which, for all significance levels ε1 ≥ ε2, all positive
integer n, and all incomplete data sequences

x1, τ1, y1, . . . , xn−1, τn−1, yn−1, xn, τn, (15)

where xi ∈ X, τi ∈ [0, 1] and yi ∈ Y for all i satisfies

Γε1(x1, τ1, y1, . . . , xn−1, τn−1, yn−1, xn, τn) ⊆
Γε2(x1, τ1, y1, . . . , xn−1, τn−1, yn−1, xn, τn). (16)

We will always assume that τ1, τ2, . . . are random num-

bers independently drawn from uniform distribution on

[0, 1]. We define errεn(Γ, ω) by (9) with xi now being ex-

tended objects xi ∈ X× [0, 1] and Errεn(Γ, ω) is defined
by (10) as before.

PhD Conference ’10 12 ICS Prague



Radim Demut Reliability of Predictions in Regression Models

2.2. Conformal predictors

A nonconformity measure is a measurable mapping

A : Z(∗) × Z→ R. (17)

To each possible bag of old examples and each possi-

ble new example,A assigns a numerical score indicating

how different the new example is from the old ones. It is

sometimes convenient to consider separately how a non-

conformity measure deals with bags of different sizes. If

A is a nonconformity measure, for each n = 1, 2, . . . we
define the function

An : Z(n−1) × Z→ R (18)

as the restriction of A to Z(n−1) × Z. The sequence

(An : n ∈ N), which we abbreviate to (An) will also
be called a nonconformity measure.

Given a nonconformity measure (An) and a bag

\z1, . . . , zn/ we can compute the nonconformity score

αi := An(\z1, . . . , zi−1, zi+1, . . . zn/, zi) (19)

for each example zi in the bag. Because a nonconfor-

mity measure (An) may be scaled however we like, the

numerical value of αi does not, by itself, tell us how

unusual (An) finds zi to be. For that we define p-value

for zi as
|{j = 1, . . . , n : αj ≥ αi}|

n
. (20)

The conformal predictor defined by a nonconformity

measure (An) is the confidence predictor Γ obtained by

setting

Γε(x1, y1, . . . , xn−1, yn−1, xn) (21)

equal to the set of all labels y ∈ Y such that

|{i = 1, . . . , n : αi ≥ αn}|
n

> ε, (22)

where

αi := An(\(x1, y1), . . . , (xi−1, yi−1),

(xi+1, yi+1), . . . , (xn−1, yn−1), (xn, y)/,

(xi, yi)), ∀i = 1, . . . , n− 1,

αn := An(\(x1, y1), . . . , (xn−1, yn−1)/, (xn, y))

Proofs of the next two theorems can be found in [2].

Theorem 2.1 All conformal predictors are conserva-

tive.

The smoothed conformal predictor determined by the

nonconformity measure (An) is a randomized confi-

dence predictor Γ obtained by setting

Γε(x1, τ1, y1, . . . , xn−1, τn−1yn−1, xn, τn) (23)

equal to the set of all labels y ∈ Y such that

|{i=1,...,n:αi>αn}|
n +

τn|{i=1,...,n:αi=αn}|
n > ε, (24)

where αi are defined by (23). The left-hand side of (24)

is called the smoothed p-value.

Theorem 2.2 Any smoothed conformal predictor is

exactly valid.

If we are given a simple predictor (3) whose output does

not depend on the order in which the old examples are

presented, than the simple predictor D defines a pre-

diction rule D\z1,...,zn/ : X→ Y by the formula

D\z1,...,zn/(x) := D(z1, . . . , zn, x). (25)

A natural measure of nonconformity of zi is the devi-

ation of the predicted label

ŷi := D\z1,...,zn/(xi) (26)

from the true label yi. We can also use the deleted pre-

diction defined as

ŷ(i) := D\z1,...,zi−1,zi+1,...,zn/(xi). (27)

More generally, the prediction ruleD\z1,...,zn/ may map

X to some prediction space Ŷ not necessarily coinci-

ding withY. An invariant simple predictor is a function

D that maps each bag \z1, . . . , zn/ of each size n to a

prediction rule D\z1,...,zn/ : X → Ŷ and such that the

function

(\z1, . . . , zn/, x) �→ D\z1,...,zn/(x) (28)

of the type Z(n) × X → Ŷ is measurable for all n.
A discrepancy measure is a measurable function ∆ :
Y × Ŷ → R. Given an invariant simple predictor D
and discrepancy measure ∆ we define functions An as

follows: for any ((x1, y1), . . . , (xn, yn)) ∈ Z∗, the va-

lues

αi = An(\(x1, y1), . . . , (xi−1, yi−1),

(xi+1, yi+1), . . . , (xn, yn)/, (xi, yi)) (29)

are defined by the formula

αi := ∆(yi, D\z1,...,zn/(xi)) (30)

or the formula

αi := ∆(yi, D\z1,...,zi−1,zi+1,...,zn/(xi)). (31)

It can be easily checked that in both cases An form a

nonconformity measure.
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3. Reliability estimates

In this chapter we are interested in different approaches

to estimate the reliability of individual predictions in re-

gression.

3.1. Sensitivity analysis

To estimate the reliability for a given example x, we
compute the initial prediction K of the example x. Then
we label x with K + ε(lmax− lmin), where ε is a sensi-
tivity parameter, and lmin and lmax denote the lower

and the upper label bounds of the learning examples,

respectively. We add the new labeled x in the learning

set. In the next step, a new sensitivity model is induced

on the modified learning set and this model is used to

compute a sensitivity prediction Kε for the same par-

ticular example x. After computing different sensitivity

predictions using different values of parameter ε ∈ E,

where E is some set of positive real parameters, the pre-

dictions are combined into different reliability estimates.

Sensitivity analysis - variance is defined as

SEvar(x) :=

∑
ε∈E(Kε −K−ε)

|E| (32)

and sensitivity analysis - bias is defined as

SEbias(x) :=

∑
ε∈E(Kε −K) + (K−ε −K)

2|E| . (33)

3.2. Variance of a bagged model

We are given a learning set L = {(x1, y1), . . . ,
(xn, yn)}. We take repeated bootstrap samples L(i), i =
1, . . . ,m from the learning set and induce a model on

each of these samples. Each of the models yields a pre-

diction Ki, i = 1, . . . ,m for an example x. The label of
the example x is predicted by averaging the individual

predictions

K :=

∑m
i=1 Ki

m
. (34)

We call this procedure bootstrap aggregating or bagging.

The reliability estimate of a bagged model is defined as

the prediction variance

BAGV(x) :=
1

m

m∑

i=1

(Ki −K)2. (35)

3.3. Local cross-validation reliability estimate

Suppose we are given an unlabeled example x
for which we wish to compute the prediction and

the local cross-validation (LCV) reliability estimate.

We define the set of k nearest neighbors of x:
N = {(x1, C1), . . . , (xk, Ck)}, where k is selected in

advance. For each (xi, Ci) ∈ N we generate a model

Mi on N \ {(xi, Ci)}. Then we compute local leave-

one-out (LOO) prediction Ki for example xi using mo-

del Mi and we compute LOO error Ei = |Ci − Ki|.
The LCV reliability estimate is computed as the weigh-

ted average of the nearest neighbors’ local errors

LCV(x) :=

∑
(xi,Ci)∈N

1
d(xi,x)

Ei∑
(xi,Ci)∈N

1
d(xi,x)

, (36)

where d is some distance on the object space.

3.4. Local modeling of prediction error

Given a set of k nearest neighbors N = {(x1, C1), . . . ,
(xk, Ck)}, we define the estimate CNK (CNeighbors−K)

for an unlabeled example x as the difference between

the average label of the nearest neighbors and the exam-

ple’s prediction K (using the model that was generated

on all learning examples)

CNK(x) :=

∑k
i=1 Ci
k

−K. (37)

3.5. Density-based reliability estimate

The density-based estimation of prediction error assu-

mes that error is lower for predictions which are made in

denser problem subspaces (a portion of the input space

with a more learning examples), and higher for predicti-

ons which are made in sparser problem subspaces. But

it has the disadvantage that it does not take into account

the learning examples’ labels. This causes the method

to perform poorly with noisy data and in cases when

distinct examples are not clearly separable. Given the

learning set L = {(x1, y1), . . . , (xn, yn)}, the density

estimate for unlabeled example x is defined as

p(x) :=

∑n
i=1 κ(d(x, xi))

n
(38)

where d denotes some distance on the object space and

κ is a kernel function (for example the Gaussian). Since

we expect the prediction error to be higher in cases when

the density is lower, it means that p(x) correlates nega-
tively with the prediction error. To establish the positive

correlation we define the reliability estimate as

DENS(x) := max
i=1,...,n

(p(xi))− p(x). (39)

4. Confidence intervals in regression models

4.1. General linear model

We define general linear model (GLM) as a regression

model

y = XXXβ + ε, (40)
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where y is an n-dimensional response vector and ε is

an n-dimensional error vector, whose components have

zero means and common variance σ2 and they are un-

correlated. The matrix XXX is an n × d model matrix and

β is a d-dimensional vector of unknown regression coef-

ficients. We can assume without restriction that the mo-

del matrix is nonsingular and that we have more than d
observations.

4.1.1 Least squares estimate: The least squa-

res estimate (LSE) of the regression parameter vector β
is the value of β, which minimizes the expression

n∑

i=1

e2i =

n∑

i=1

(yi−xiβ)
2 = (y−XXXβ)T (y−XXXβ), (41)

where xi is the ith row of the model matrix. The LSE

b can be obtained as the solution of the Gauss normal

equation

XXXTXXXβ = XXXT y. (42)

We assume that the columns of the model matrix are li-

nearly independent, therefore we get the solution

b = (XXXTXXX)−1XXXT y. (43)

This solution minimizes the sum of squared errors, the

mean vector of b is β and the variance matrix is var(b) =
σ2(XXXTXXX)−1. Moreover the LSE and the vector of resi-

duals e = y −XXXb are uncorrelated.

Under the above-made assumptions cT b is the best li-

near unbiased estimator of the linear combination cTβ
of the regression coefficients.

4.1.2 Maximum likelihood estimate: Nowwe

will assume that the components of the error vector are

statistically independent and normally distributed with

zero means and common unknown standard deviation

σ. The log-likelihood function of the model is

l(β, σ; y) = −n

2
ln(2π)− n ln(σ)−

(y −XXXβ)T (y −XXXβ)

2σ2
. (44)

For a fixed β the minimum of the log-likelihood function

with respect to σ is achieved at

σ̃β =

√
(y −XXXβ)T (y −XXXβ)

n
. (45)

Inserting this into equation (44) we get

l(β, σ̃β ; y) = −n

2
ln(2π)−

n

2
ln

(
(y −XXXβ)T (y −XXXβ)

n

)
− n

2
, (46)

which is maximized at that value of β that minimizes the

sum of squared errors.

We denote the maximum likelihood estimate (MLE) of

the vector of regression coefficients β̂ and the MLE of

the variance σ̂. The MLE β̂ has the multivariate normal

distribution Nd(β, σ2(XXXTXXX)−1). The statistic nσ̂2/σ2

as a function of y −XXXβ̂ is statistically independent of

β̂ and the distribution of nσ̂2/σ2 is χ2-distribution with

n− d degrees of freedom.

In a GLM, the uniformly best α-level critical region for

the linear hypothesis H : cTβ = a with respect to the

set of alternative hypothesis HA : cTβ > a is

tH(y) =
cT β̂ − a

s
√

cT (XXXTXXX)−1c
> t1−α[n− d], (47)

where

s2 := nσ̂2/(n− d) (48)

is the minimum variance unbiased estimate of the scale

parameter (variance) and tα[n− d] is the αth quantile of

the Student t-distribution with n−d degrees of freedom.

This test is also the likelihood ratio test. The likelihood

ratio test of the hypothesis H : cTβ = a with respect to

the set of alternative hypothesis HA : cTβ �= a is

|tH(y)| = |cT β̂ − a|
s
√

cT (XXXTXXX)−1c
> t1−α/2[n− d]. (49)

Let us assume that we are given a q × d matrix AAA
with linearly independent rows and we want to com-

pute the likelihood ratio test statistic of the hypothesis

H : AAAβ = a with respect to the set of alternative hypo-

thesis H : AAAβ �= a. It can be shown using the Lagran-

gean function that the maximum of the log-likelihood

function (44) under the constraint H : AAAβ = a is achie-

ved in points

β̂H = β̂ − (XXXTXXX)−1AAAT (AAA(XXXTXXX)−1AAAT )−1(AAAβ̂ − a)
(50)

and

σ̂2
H =

(y −XXXβ̂H)T (y −XXXβ̂H)

n
=

SSE
n

+
SSH
n

,

(51)

where SSE is the residual sum of squares

SSE := (y −XXXβ̂)T (y −XXXβ̂) = (n− d)s2 (52)

and SSH is the hypothesis sum of squares

SSH := (AAAβ̂ − a)T (AAA(XXXTXXX)−1AAAT )−1(AAAβ̂ − a).
(53)
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Thus the maximum value of the log-likelihood function

under the constraint H : AAAβ = a is

l(β̂H , σ̂H ; y) = −n

2
ln(2π)−

n

2
ln

(
SSE
n

+
SSH
n

)
− n

2
. (54)

The global maximum value of the log-likelihood

function is

l(β̂, σ̂; y) = −n

2
ln(2π)− n

2
ln

(
SSE
n

)
− n

2
. (55)

Therefore the likelihood ratio statistic of the hypothesis

H : AAAβ = a which is defined as

wH(y) = 2(l(β̂, σ̂; y)− l(β̂H , σ̂H ; y)) (56)

has the following form

wH(y) = n ln

(
1 +

SSH
SSE

)
. (57)

We can write

wH(y) = n ln

(
1 +

q

n− d
FH(y)

)
, (58)

where

FH(y) =
SSH/q

SSE/(n− d)
=

(
SSH

σ2

)
/q(

n σ̂
2

σ2

)
/(n− d)

. (59)

The sums of squares in (59) are statistically independent

because the hypothesis sum of squares is a function of

the MLE and the residual sum of squares is a function

of residuals. It can be shown that SSH/σ2 has χ2-

distribution with q degrees of freedom. Moreover we

know that the distribution of nσ̂2/σ2 is χ2-distribution

with n − d degrees of freedom. Thus, under hypothesis

H : AAAβ = a the distribution of FH is F -distribution

with q numerator and n− d denominator degrees of fre-

edom.

Because the likelihood ratio statistic of the hypothesis

H : AAAβ = a is a monotone function of the F -statistic,

the observed significance level for the hypothesis H :
AAAβ = a calculated from the observation yobs and the

model is equal to

Pr(wH(y) ≥ wH(yobs);β, σ) =

Pr(FH(y) ≥ FH(yobs);β, σ) =

1− F (FH(yobs)), (60)

where F is a distribution function of F -distribution with

q numerator and n−d denominator degrees of freedom.

From this follows that in general linear model the (1 −
α)-level confidence region for a finite set of linear com-

binations ψ = AAAβ of regression coefficients has the

form

{ψ : (ψ −AAAβ̂)T (AAA(XXXTXXX)−1AAAT )−1(ψ −AAAβ̂) ≤
qF1−α[q, n− d]s2}, (61)

where F1−α[q, n − d] is (1 − α)th quantile of F -

distribution with q numerator and n − d denominator

degrees of freedom.

The (1 − α)-level confidence region for the whole re-

gression coefficient vector has the form

{β : (β − β̂)TXXXTXXX(β − β̂) ≤
dF1−α[d, n− d]s2} (62)

and the (1 − α)-level confidence interval for the linear

combination ψ = cTβ has the form
{

ψ :
(ψ − cT β̂)2

cT (XXXTXXX)−1c
≤ F1−α[1, n− d]s2

}
. (63)

4.2. Nonlinear regression model

We define nonlinear regression model as a regression

model

yi = f(xi;β) + εi, for all i = 1, . . . , n, (64)

where the xis contain values of explaining variables, f
is a known function of explaining variables and vector β
of the unknown regression parameters, and the εis have
zero means and common variance σ2 and they are un-

correlated. The unknown regression parameter vector β
is assumed to belong to a given open subset B of Rd.

4.2.1 Least squares estimate: The least squa-

res estimate (LSE) of the regression parameter vector β
is the value of β, which minimizes the expression

n∑

i=1

e2i =

n∑

i=1

(yi − f(xi;β))
2 =

(y − f(XXX;β))T (y − f(XXX;β)), (65)

where xi is the ith row of the model matrix and

f(XXX;β) := (f(x1;β), . . . , f(xn;β))
T . (66)

The LSE b can be obtained as the solution of the Gauss

normal equations

X̃XX(β)T f(XXX;β) = X̃XX(β)T y, (67)

where

X̃XX(β) :=
∂f(XXX;β)

∂βT
=

(
∂f(xi;β)

∂βj

)
(68)
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is an n× d matrix with the ith row containing partial de-

rivatives of f(xi;β) with respect to the components of

the regression parameter vector.

The normal equations are nonlinear with respect to the

components of the parameter vector and normally need

to be solved by some iterative method. One such method

is the Gauss-Newton method, which is based on appro-

ximating the regression surface by the linear surface at

the current iteration point β0 that is

f(XXX;β) ≈ f(XXX;β0) + X̃XX(β0)(β − β0). (69)

Normal equations have then the form

X̃XX(β0)T (f(XXX;β0) + X̃XX(β0)(β − β0)) = X̃XX(β0)T y.
(70)

This gives the solution

β1 = β0 + (X̃XX(β0)TX̃XX(β0))−1X̃XX(β0)T (y − f(XXX;β0))
(71)

for the next iteration point.

Using the Gauss-Newton iteration scheme starting from

the “true” value of the regression parameter vector β and

taking only one step we get

b ≈ β +WWW (β)−1X̃XX(β)T ε, (72)

where

WWW (β) := X̃XX(β)TX̃XX(β). (73)

The mean vector of b is approximately β and the vari-

ance matrix is approximately σ2WWW (β)−1. Moreover the

LSE and the vector of residuals e = y − f(XXX;β) are
approximately uncorrelated.

4.2.2 Maximum likelihood estimate: Nowwe

will assume that the components of the error vector are

statistically independent and normally distributed with

zero means and common unknown standard deviation

σ. The log-likelihood function of the model is

l(β, σ; y) = −n

2
ln(2π)− n ln(σ)−

1

2σ2

n∑

i=1

(yi − f(xi;β))
2. (74)

For a fixed β the minimum of the log-likelihood function

with respect to σ is achieved at

σ̃β =

√
S(β)

n
, (75)

where we denoted

S(β) :=

n∑

i=1

(yi − f(xi;β))
2. (76)

Inserting this into the log-likelihood function we get

l(β, σ̃β ; y) = −n

2
ln(2π)− n

2
ln

(
S(β)

n

)
− n

2
(77)

which is maximized at that value of β which minimizes

the sum of squared errors. We denote the MLE of the

vector of regression parameters β̂. Then the MLE of σ
is

σ̂ =

√
S(β̂)

n
. (78)

The MLE β̂ has approximately d-dimensional normal

distribution Nd(β, σ2WWW (β)−1). The MLE β̂ and the

vector of residuals y−f(XXX; β̂) are approximately statis-

tically independent. The statistic nσ̂2/σ as a function of

y − f(XXX; β̂) is approximately statistically independent

of β̂ and has approximately χ2-distribution with n − d
degrees of freedom.

Let us consider a submodel of a nonlinear regression

model such that the regression parameter vector is con-

strained to belong to a subset of B defined by the condi-

tion g(β) = 0, where g is a given smooth q-dimensional

vector valued function (1 ≤ q ≤ d). The likelihood ratio
statistic of the statistical hypothesis H : g(β) = 0 with

respect to the set of alternative hypothesis HA : g(β) �=
0 is

2(l(β̂, σ̂; yobs)− l(β̃, σ̃; yobs)) =

−n ln

(
S(β̂)

n

)
+ n ln

(
S(β̃)

n

)
=

n ln

(
1 +

S(β̃)− S(β̂)

S(β̂)

)
, (79)

where β̃ and σ̃ are the points in which is achieved the

maximum of the log-likelihood function under the con-

straint H : g(β) = 0.

Let β∗ denote the “true” value of the parameter vector

satisfying g(β∗) = 0. Now if the approximation

g(β) ≈ g(β∗) +
∂g(β∗)

∂βT
(β − β∗) (80)

is valid then the condition g(β) = 0 is approximately

linear hypothesis on β. Also if the regression surface

is well approximated by the tangent “plane” at β∗ it

follows that the distribution of

n− d

q

S(β̃)− S(β̂)

S(β̂)
(81)
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is approximately F -distribution with q numerator and

n − d denominator degrees of freedom. That is the dis-

tribution of the likelihood ratio statistic (79) is approxi-

mately equal to the distribution of

n ln

(
1 +

q

n− d
F (y)

)
, (82)

where F (y) has the F -distribution with q numerator and

n− d denominator degrees of freedom.

In a nonlinear regression model the approximate (1−α)-
level profile likelihood-based confidence region for the

regression parameters has the form
{

β : S(β) ≤ n

(
1 +

d

n− d
F1−α[d, n− d]

)
σ̂2

}
,

(83)

where F1−α[d, n − d] is (1 − α)th quantile of F -

distribution with d numerator and n − d denominator

degrees of freedom.

The approximate (1 − α)-level profile likelihood-based
confidence interval for the real-valued function ψ =
g(β) has the form
{

ψ : S(β̃ψ) ≤ n

(
1 +

1

n− d
F1−α[1, n− d]

)
σ̂2

}
,

(84)

where β̃ψ is the MLE of the regression parameters under

the hypothesis H : g(β) = ψ.

5. Conclusion

We described some approaches to estimating the reliabi-

lity of individual predictions in regression. In our future

work we will compare these methods in a simulation

study and we will try to use them on some real data.
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Abstract

In this paper, we introduce a new approach to

unbounded safety verification of hybrid systems

with non-linear ordinary differential equations.

It incrementally refines an abstraction of the sys-

tem, but avoids increases in the size of the abs-

traction as much as possible, in order to avoid

the usual blow-up problem of applications of

counter-example guided abstraction refinement

in a hybrid systems context.

1. Introduction

In this paper, we study hybrid (dynamical) systems, that

is systems with both discrete and continuous state and

evolution. We address the problem of unbounded sa-

fety verification of hybrid systems, that is, the verifi-

cation that a given hybrid system does not have a tra-

jectory (of unbounded length) from an initial state to a

set that is considered unsafe. The traditional approach

to solving this problem computes the set of reachable

states of the system. If the intersection of this reach set

with the set of unsafe states is empty, the safety property

holds. This has several disadvantages: (1) When compu-

ting the reach set, information about the topology of the

set of unsafe states is ignored. (2) Even over bounded

time, exact reachability computation is possible only for

very special cases, and hence (unlike for discrete sys-

tems) one has to use over-approximation. It is a-priori

not clear, how much to over-approximate in order to

prove a given property.

Hence, it is necessary, to compute several, incremen-

tally tighter reach set over-approximations. However,

the current approaches do not exploit information from

one over-approximation to the next. Some approaches

do exploit dual (forward/backward) or incrementally ti-

ghter reachability analyses [6, 8]. But, reuse of analy-

ses only concerns dropping initial/unsafe states that have

been shown not to lie on any error trajectory—no reuse

is done concerning the analysis itself.

In order to avoid these problems, the hybrid systems

community has tried to employ counter-example guided

abstraction refinement techniques in the hybrid systems

context [4, 5]. However, unlike in the discrete case, this

has had only limited success in the hybrid case, since

here the removal of one single counter-example at a time

often already very early blows up the size of the abs-

traction.

Our previous approach [1] employs local reachability

checking techniques on the hybrid system abstraction.

This can be simulated in the method described in this

paper by an extremely aggressive widening strategies

which does not behave well for hybrid systems with cyc-

lic behavior.

Computational experiments show the efficiency of the

approach.

2. Hybrid Systems

In this section, we briefly recall our formalism for mo-

deling hybrid systems. It captures many relevant classes

of hybrid systems, and many other formalisms for hyb-

rid systems in the literature are special cases of it. We

use a set S to denote the discrete modes of a hybrid sys-

tem, where S is finite and nonempty. I1, . . . , Ik ⊆ R are

compact intervals over which the continuous variables
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of a hybrid system range. Φ denotes the state space of a

hybrid system, i.e., Φ = S × I1 × · · · × Ik.

Definition 1 A hybrid system H is a tuple

(Flow, Jump, Init, Unsafe), where Flow ⊆ Φ × Rk,
Jump ⊆ Φ× Φ, Init ⊆ Φ, and Unsafe ⊆ Φ.

Informally speaking, the predicate Init specifies the

initial states of a hybrid system and Unsafe the set of

unsafe states that should not be reachable from an initial

state. The relation Flow specifies the possible continu-

ous flow of the system by relating states with correspon-

ding derivatives, and Jump specifies the possible discon-

tinuous jumps by relating each state to a successor state.

Formally, the behavior of H is defined as follows:

Definition 2 A flow of length l ≥ 0 in a mode s ∈ S is

a function r : [0, l] → Φ such that the projection of r to
its continuous part is differentiable and for all t ∈ [0, l],
the mode of r(t) is s. A trajectory of H is a sequence

of flows r0, . . . , rp of lengths l0, . . . , lp such that for all
i ∈ {0, . . . , p},

1. if i > 0 then (ri−1(li−1), ri(0)) ∈ Jump, and

2. if li > 0 then (ri(t), ṙi(t)) ∈ Flow, for all

t ∈ [0, li], where ṙi is the derivative of the pro-
jection of ri to its continuous component.

A (concrete) error trajectory of a hybrid system H is a

trajectory r0, . . . , rp of H such that r0(0) ∈ Init and

rp(l) ∈ Unsafe, where l is the length of rp. H is safe if

it does not have an error trajectory.

In the rest of the paper we will assume an arbitrary, but

fixed hybrid systemH . We will denote the set of its error

trajectories by E .

In practice one would also have to define some concrete

syntax in which hybrid systems are described. However,

this paper will be independent of concrete syntax. In-

stead, we will later require some operations that will

provide information on the hybrid system at hand.

3. Incremental Abstract Forward/Backward Com-

putation

The main shortcoming of the usual hybrid systems rea-

chability algorithms is its lack of incrementality which

is an especially pressing problem for systems with

complex dynamics, because in that case even boun-

ded time reach set computation necessarily involves

over-approximation. In such cases we would like to

first compute approximate information using high over-

approximation, and incrementally refine this.

Our approach will be based on an incremental refine-

ment of a covering of the hybrid systems state space by

connected sets that we will call regions. In our case, the

regions will be formed by pairs consisting of a mode and

a Cartesian product of intervals (i.e., a box). Moreover,

we will form the regions in such a way that no pair of re-

gions with the same mode will have overlapping boxes.

In theory the approach is also applicable to regions that

have a different form.

The operations that we require on regions are the

following:

• ⊎ s.t. a1 ∪ a2 ⊆ a1 ⊎b a2

• ⊑ s.t. a1 ⊑ a2 implies a1 ⊆ a2

In our case of boxes, a1 ⊎ a2 is the smallest boxes

that includes both argument boxes a1 and a2 (i.e., box

union), and ⊑ is the subset operation on boxes.

Definition 3 An abstraction is a graph whose vertices

(which we call abstract states) may be labeled with la-

bels Init or Unsafe. Moreover, to each abstract state,

we assign a region. We call the edges of an abstraction

abstract transitions.

By abuse of notation, we will usually use the same no-

tation for an abstract state and the region assigned to it.

A given abstraction A represents the set of trajecto-

ries that start in abstract states marked as Init, end in

abstract states marked as Unsafe, never leave the abs-

traction, and move from one abstract state to the next

only if there is a corresponding abstract transition. We

denote this set by [[A]].

The intuition is that, the abstraction is an over-

approximation of the set of error trajectories E of a gi-

ven system during the computation. We say that an abs-

traction A∗ is tighter than an abstraction A iff

• the abstractionA∗ represents less trajectories than

A, that is, [[A∗]] ⊆ [[A]], and

• the abstraction A∗ does not lose error trajectories

from A, that is [[A∗]] ⊇ [[A]] ∩ E .

Now we will come up with an algorithm that will in-

crementally improve an abstraction by making it tighter.
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Note that, in particular, A is tighter than A itself, but in

practice we will try to remove as many trajectories from

the abstraction as possible.

Given abstract states a and a′, we will assume

a procedure InitReach(a) that computes an over-

approximation of the set of points in a that are reachable

from an initial point in a, and a procedure Reach(a, a′)
that computes an over-approximation of the set of points

in a′ reachable from a according to the system dy-

namics. In our case, we implemented both procedures

based on interval constraint propagation [1, 7]. We as-

sume that smaller inputs improve the precision of these

operations, that is:

• a1 ⊆ a2 implies InitReach(a1) ⊆
InitReach(a2)

• a1 ⊆ a2 and a′
1 ⊆ a′

2 implies Reach(a1, a
′
1) ⊆

Reach(a2, a
′
2)

Furthermore, we assume that these procedures exploit

information about empty inputs, that is:

• a = ∅ implies InitReach(a) = ∅
• a = ∅ implies Reach(a, a′) = ∅
• a′ = ∅ implies Reach(a, a′) = ∅

Now, the following algorithm (which we will call

pruning algorithm) computes a tighter abstraction for a

given abstraction A.

A∗ ← copy of A
in A∗: set all regions to ∅, delete initial labels and edges
// from now on, for every abstract state a of A,

// we denote by a∗ the corresponding abstract state of A∗

for all a ∈ A, a is initial

a∗ ← InitReach(a)
if a∗ �= ∅ then

mark a∗ as initial

let update(a1, a2) = // defines a function update

if a∗
1 �→ a∗

2 and Reach(a∗
1, a2) �= ∅ then

introduce an edge a∗
1 → a∗

2

if Reach(a∗
1, a2) �⊆ a∗

2 then

a∗
2 ← a∗

2 ⊎Reach(a∗
1, a2)

return true

else

return false in

while ∃(a1, a2) such that a1 → a2, update(a1, a2)
return A∗

Unlike approaches based on counter-example guided

abstraction refinement, the pruning algorithm does not

increase the size (i.e., the number of nodes) of the abs-

traction. Still it deduces some some interesting infor-

mation:

Theorem 1 The result of the pruning algorithm is tigh-

ter than the input abstraction A.

Proof: We have to prove two items:

• [[A∗]] ⊆ [[A]]: This follows from the following:

– the set of initial/unsafe marks ofA∗ is a sub-

set of the set of marks of A
– the set of edges of A∗ is a subset of the set

of edges of A
– the abstract states of A∗ are subsets of

the corresponding abstract states of A since

InitReach(a) ⊆ a, and Reach(a∗, a) ⊆ a.

• [[A∗]] ⊇ [[A]] ∩ E : Let T be an error trajectory

in [[A]] ∩ E . We prove that T is an element of

[[A∗]]. Let a1 → a2 → · · · → an be the abs-

tract error trajectory corresponding to T in A. We

prove that the corresponding abstract trajectory

a∗
1 → a∗

2 → · · · → a∗
n in A∗ is an abstract error

trajectory containing T .

– a∗
1 is initial in A∗ and contains the initial

point of T

– We assume that a∗
1 → a∗

2 → · · · → a∗
i ,

with i < n forms an abstract trajectory con-

taining T in A∗, and prove that also a∗
1 →

a∗
2 → · · · → a∗

i → a∗
i+1 forms an abstract

trajectory containing T in A∗.

To prove that a∗
i → a∗

i+1 in A∗ we ob-

serve that T leads from a∗i to ai+1. Hence

Reach(a∗
i , ai+1) is non-empty and the abs-

tract transition a∗
i → a∗

i+1 exists. Moreo-

ver, Reach(a∗
i , ai+1) contains all points of

T in ai+1, and since the while loop termi-

nated, Reach(a∗
i , ai+1) ⊆ a∗

i+1 and hence

a∗
i+1 also contains these points.

Note however, that it is a-priori not clear, that the

pruning algorithm terminates. In our case, we ensure

this by simply doing all computation on finite set of floa-

ting point numbers (cf. the notion of ”widening”). Hence
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there are only finitely many possibilities of changing bo-

xes with ⊎, until a fixpoint is reached.

Moreover, by using an implementation of Reach that is

idempotent we also can avoid stuttering (i.e., many small

improvements by close floating point numbers), in most

cases.

As already mentioned, the pruning algorithm tries to de-

duce information about a given system without increa-

sing the size of the abstraction. In cases, where it can de-

duce no more information, we have to fall back to some

increase of the size of the abstraction (cf. to a similar ap-

proach in constraint programming where one falls back

to exponential-time splitting, when polynomial-time de-

duction does not succeed any more).

We do this by the Split operation that chooses an abs-

tract state and splits it into two, copying all the involved

edges and introducing edges between the two new sta-

tes. All the labels and abstract transitions to other abs-

tract states are copied as well. Moreover, two new abs-

tract transitions that connect the original abstract state

with its copy are added. The region assigned to the abs-

tract state is equally split among two abstract states.

To do this we pick a splitting dimension of the box

assigned to the region and we split the box into hal-

ves using this dimension. For picking the splitting di-

mension, a round-robin strategy has proved to be the

useful heuristics [1]. Such an refinement decreases the

amount of over-approximation in subsequent calls to the

pruning algorithm due to the properties of theReach and

InitReach .

It is clear that the pruning algorithm can also be done

backward in time (i.e., removing parts of the abstraction

not leading to an unsafe state). We will denote the

resulting algorithm by Prune−(A). Now we have to

following overall algorithm for safety verification:

while A contains an abstract error path

A ← Prune(A)
A ← Prune−(A)
A ← Split(A)

return ”safe”

Since neither pruning nor splitting removes an error tra-

jectory, the absence of an abstract error path at the ter-

mination of the while loop implies the absence of an

error trajectory of the original system. This implies the

correctness of the algorithm.

4. Improvements

4.1. Avoided Redundant Edge Checks

One disadvantage of the pruning algorithm is that it may

do redundant tests for the condition Reach(a∗
1, a2) �⊆

a∗
2 in the update function. Whenever such a test has been

made, this can be remembered until the information is

not valid any more.

To this purpose we add additional edges to the abs-

traction that we label with ⊆ (and which we call con-

sistency edges). We keep the invariant (that we will call

consistency invariant) that whenever a∗
1 →⊆ a∗

2, then

Reach(a∗
1, a2) ⊆ a∗

2.

Moreover we use a procedure propChange(a) that,

for every a′ with a → a′ deletes every edge a →⊆ a′.

This allows us to change the while loop in the pruning

algorithm as follows:

A∗ ← copy of A
in A∗: set all regions to ∅, delete initial labels and edges
// from now on, for every abstract state a of A,

// we denote by a∗ the corresponding abstract state of A∗

for all a ∈ A, a is initial

a∗ ← InitReach(a)
if a∗ �= ∅ then

mark a∗ as initial

propChange(a∗)

let update(a1, a2) =
if a∗

1 →⊆ a∗
2 then return false

introduce an edge a∗
1 →⊆ a∗

2

if a∗
1 �→ a∗

2 and Reach(a∗
1, a2) �= ∅ then

introduce an edge a∗
1 → a∗

2

if Reach(a∗
1, a2) �⊆ a∗

2 then

a∗
2 ← a∗

2 ⊎Reach(a∗
1, a2)

propChange(a∗
2)

return true

else

return false in

while ∃(a1, a2) such that a1 → a2, update(a1, a2)
return A∗

Theorem 2 Independent of the consistency edges of the

input A, the improved pruning algorithm computes the

same result as the original one.

Proof: Clearly, at the beginnning of the while loop, in

both algorithms, A∗ is the same. We prove that every

time the termination condition of the while loop is tes-
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ted, the consistency invariant holds, and hence the algo-

rithm produce the same result.

The first time, the termination condition of the while

loop is tested, the consistency invariant holds due

to the following reasoning: Let a∗
1, a

∗
2 be such that

a∗
1 →⊆ a∗

2, then a∗
1 = ∅, since otherwise the ope-

ration update(a∗
1) would have deleted the consistency

edge. Hence Reach(a∗
1, a2) = Reach(∅, a2) ⊆ a∗

2.

4.2. Incremental Refinement of Abstraction

Now observe that splitting, or dual pruning, only chan-

ges a part of the abstraction. Still, the pruning algorithms

do a complete re-computation. This is not necessary, and

in order to avoid it:

• We mark all abstract states for which we know,

that a re-computation will not improve, with the

mark Cons (the consistency mark).

• Whenever splitting or dual pruning changes an

abstract state, we delete this consistency mark,

and all consistency marks of states reachable from

it.

• At the beginning of the pruning algorithm for all

abstract states we reset the abstract state with the

result of InitReach only if the consistency mark is

not set. Abstract states with he consistency mark,

retain the value from the input abstraction A.

Since we do separate forward and backward pruning,

we also need separate consistency marks for both cases.

Splitting removes both consistency marks at the same

time.

5. Conclusion

In this paper, we have introduced a new approach to

unbounded safety verification of hybrid systems with

non-linear ordinary differential equations. Currently we

are doing detailed computational experiments compa-

ring the algorithm with alternatives and studying various

heuristics and implementation choices.
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121 08 Prague 2, CZ

Department of Medical Informatics
Instutite of Computer Science of the ASCR, v. v. i.
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Abstract

In this paper, an overview of statistical me-

thods used in survival analysis is presented.

Standard univariate concepts in survival analysis

and their non-parametric and semi-parametric

estimates are collected. The univariate models

are then extended to multivariate setting. Seve-

ral methods of treating multi-state and correlated

survival data are presented.

1. Introduction

Survival analysis is a collection of statistical methods

for analyzing time-to-event data. The commencement of

survival analysis dates back to the 18th century when

analyses of mortality experience of human populations

started. During the World War II, survival analysis fo-

cused on engineering – reliability of military equipment

was being analyzed. After the World War II the interest

turned towards economics and medicine. In 1960s, after

the fundamental article of E. L. Kaplan and P. Meier [8]

had been published, medical application of survival ana-

lysis shifted to the center of statistical focus.

2. Basic concepts in survival analysis

2.1. The survival and hazard function

Let X be the time until some specified event occurs,

i.e. X is a non-negative real valued random variable

having continuous distribution with finite expectation.

There are several functions characterizing the distribu-

tion of X :

• The probability density of X : f(x), x ≥ 0.

• The survival function:

S(x) = P (X > x) =

∫ ∞

x

f(u)du

= 1− F (x),

where F (x) is the cumulative distribution

function. The survival function describes the pro-

bability of an individual surviving beyond time x
(experiencing the event after time x).

• The hazard function:

λ(x) = lim
∆x→0+

P (x ≤ X < x +∆x|X ≥ x)

∆x
,

for all x > 0. The hazard function represents a

conditional probability rate at which an individual

alive at time x will experience an event in the next

instant. There is a close relationship between the

hazard and the survival functions:

λ(x) = − d

dx
lnS(x).

• The cumulative hazard function:

Λ(x) =

∫ x

0

λ(u)du = −lnS(x).

Thus

S(x) = exp(−Λ(x)) = exp

(
−

∫ x

0

λ(u)du

)
.

2.2. Censoring

Survival data possess a special feature of censoring,

compared to other statistical data. Censoring is used

when the survival time is not known exactly, the event

is only known to have occurred within some time in-

terval. There are several types of censoring: right, left

and interval. In biomedical applications, right censoring
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is the most common type of censoring. It occurs when

survival time is incomplete on the right-hand side of the

follow-up period, i.e. the study ends before all patients

experience the event or a patient is lost to follow-up (dies

due to reasons other than the event of interest, withdraws

from the study, moves to another city, etc.).

Let X1, X2, . . . , Xn be independent and identically dis-

tributed (i.i.d.) survival times and C1, C2, . . . , Cn be

i.i.d. censoring times. The lifetimeXi of the i−th indivi-
dual will be known if, and only if, Xi < Ci. If Ci > Xi,
the event time will be censored at Ci. Thus it is conve-
nient to represent the survival experience of the group

of patients by pairs of random variables (Ti, δi), where
Ti = min(Xi, Ci) and δi = I(Xi < Ci), where I is
an indicator of the event’s occurring, having value one if

the event occurs, and zero otherwise.

2.3. Counting processes and martingales

An alternative approach to develop inference procedu-

res for censored data involves counting processes. A

counting process N = {N(t), t ≥ 0} is a stochastic

process with N(0) = 0, whose value at time t counts
the number of events that have occurred in the inter-

val (0, t]. The sample paths (realizations) of N are non-

decreasing, right-continuous step functions that jump

whenever an event (or events) occur. In the counting pro-

cess formulation, the pair of variables (Ti, δi) introdu-
ced in Section 2.2 is replaced with the pair of functions

Ni(t), Yi(t), i = 1, . . . , n, where

Ni(t) = no. of events observed in [0, t] for unit i

Yi(t) =

{
1 unit i is at risk at time t,
0 otherwise.

Ni(t) is a counting process, while Yi(t) is a predictable
process, i.e. a process whose value at time t is known
infinitesimally before t, at time t−. This process has

left-continuous sample paths. Right-censored survival

data are included in this formulation as a special case:

Ni(t) = I(Ti ≤ t, δi = 1) and Yi(t) = I(Ti ≥ t).

To deal with all on-study information of each patient,

a term history (or filtration) is used. A history, denoted

{Ft, t ≥ 0}, is a σ-algebra generated by Ni and Yi :

Ft = σ(Ni(s), Yi(s
+), i = 1, . . . , n; 0 ≤ s ≤ t),

where Yi(s
+) = limu→s+ Yi(u). Thus Ft contains the

information up to and including time t. The information

in Ft increases with increasing time on study, i.e. Fs ⊆
Ft for s ≤ t [4]. Let dNi(t) denote the increment of Ni

over the time interval [t, t + dt) :

dNi(t) = Ni((t + dt)−)−Ni(t
−).

For each t > 0, let

Ft− = σ(Ni(s), Yi(s), i = 1, . . . , n; 0 ≤ s < t)

denote the full history of the processes Ni(s), Yi(s), i =
1, . . . , n, up to but not including t. Then (see [4]):

E(dNi(t)|Ft−) = Yi(t)λi(t)dt,

where λi(t) is the hazard function. The process

Λi(t) =

∫ t

0

Yi(s)λi(s)ds, t ≥ 0,

is called the intensity process. At each fixed t, this pro-
cess is a random variable which approximates the num-

ber of jumps by Ni over (0, t]. In fact, ENi(t) = EΛi(t)
and thus E(Ni(t)|Ft−) = E(Λi(t)|Ft−) = Λi(t) [4].

For any given i, define the process

Mi(t) = Ni(t)−
∫ t

0

Yi(s)λi(s)ds, t ≥ 0. (1)

Equivalently, the process can be defined Mi(t) =∫ t
0
dMi(s), where

dMi(t) = dNi(t)− Yi(t)λi(t)dt.

It can be seen that E(dMi(t)|Ft−) = 0 for all t and

E(Mi(t)|Fs) = Mi(s), for all s ≤ t [4]. A pro-

cess that satisfies these (equivalent) conditions is a mar-

tingale. According to a Doob-Meier decomposition the-

orem (see [4]), any counting process may be uniquely

decomposed as the sum of a martingale and a compensa-

tor C, which is a predictable, right-continuous process

with C(0) = 0. As an example, according to (1)

Ni(t) = Mi(t) +

∫ t

0

Yi(s)λi(s)ds (2)

= Mi(t) + Λi(t),

where Mi(t) is the counting process martingale corre-

sponding to Ni(t), and Λi(t) is the compensator of the

counting process Ni with respect to the filtration Ft− .
In terms of differential increments, the process (2) can

be equivalently written as

dNi(t) = dMi(t) + Yi(t)λi(t)dt.

The approach using martingale methods is very useful in

yielding results for censored data, especially for calcula-

ting and verifying asymptotic properties of test statistics

and estimators.
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3. Non-parametric and semi-parametric models

A principle objective of survival analysis focuses on

estimation of basic quantities (the survival and hazard

function) based on censored data. To analyze survival

data parametrically, assumptions about the distribution

of the failure times would have to be made. To avoid

such assumptions, it is common to use non-parametric

models. The simplest non-parametric estimate of a dis-

tribution function is the empirical distribution function –

a continuous distribution is estimated by a discrete one.

The only problemwith this approach is the censoring – it

is not taken into account in standard statistical methods.

Important steps in the development of appropriate me-

thods were done by Kaplan and Meier [8] and Cox [3].

3.1. The Kaplan-Meier and the Nelson-Aalen esti-

mators

The Kaplan-Meier estimator (called also the product-

limit estimator) estimates the survival function by

Ŝ(t) =
∏

i:ti≤t

(
1− di

Ri

)
,

where there are di events observed at time ti and Ri

is the number of individuals still at risk at time ti (un-
censored survivors just before ti). The variance of the

estimator can be estimated using Greenwood’s formula

(see [10]):

V̂ (Ŝ(t)) = Ŝ(t)2
∑

i:ti≤t

di
Ri(Ri − di)

.

The product-limit estimator can also be used to estimate

the cumulative hazard function: Λ̂(t) = −ln(Ŝ(t)).

An alternative estimator of the cumulative hazard

function was proposed by Nelson in 1972 [11] and re-

discovered by Aalen in 1978 [1]:

Λ̃(t) =
∑

i:ti≤t

di
Ri

.

The variance of the Nelson-Aalen estimator was estima-

ted by Aalen using counting process techniques and is

given by

Ṽ (Λ̃(t)) =
∑

i:ti≤t

di
R2
i

.

Based on the Nelson-Aalen estimator of the cumulative

hazard function, an alternative estimator of the survival

function becomes S̃(t) = exp(−Λ̃(t)).

Suppose now that n individuals from a homogeneous

population are put on a study at time 0. Let Ni be the

counting process and Yi be the at-risk process of the i-
th individual, as described in Section 2.3. Let N.(t) =∑n
i=1 Ni(t) and Y.(t) =

∑n
i=1 Yi(t), 0 < t < ∞.

N.(t) denotes the total number of observed failures in

the interval, while Y.(t) is the number of individuals

in the entire study group that are at risk at time t. The
Nelson-Aalen estimator of the cumulative hazard can be

written in the counting process notation as

Λ̃(t) =

∫ t

0

J(u)

Y.(u)
dN.(u),

where J(u) = I(Y.(u) > 0) with the convention that

0/0 is interpreted as 0 [7]. The Kaplan-Meier estimator

of the survival function is then

Ŝ(t) =
∏

u≤t

(1− dΛ̃(u)).

3.2. The Cox model

In many clinical studies we need to assess risk factors

for the event of interest. The patients have various ad-

ditional characteristics which may affect their survival

experience (e.g. age, sex, blood pressure, .). The Cox

proportional hazards model has become a popular ap-

proach to modeling covariate effects on survival. In this

model the intensity process (hazard) for the i-th subject

is

λi(t) = Yi(t)λ0(t) exp(β
TXi),

where Yi(t) is the at-risk process, λ0 is the baseline ha-

zard (common to all individuals in the study population),

Xi is the vector of covariates of individual i, and β is a

vector of unknown regression parameters. In this model,

the ratio of hazard functions of two individuals is con-

stant (the baseline hazard λ0(t) is canceled out), thus

the temporal effect is separated from the effect of the

covariates. Estimation of the regression coefficients is

based on maximizing of the partial likelihood function,

which was introduced by Cox in 1972 [3]. The parame-

ters estimates can then be obtained numerically using

the Newton-Raphson algorithm (see [9]).

4. Multivariate survival analysis

In most clinical applications univariate survival analysis

assumes that the observed survival times are mutually

independent (i.i.d. failure times). In practice, however,

dependence can occur for very different kinds of data,

e.g. survival of twins or other several individuals, simi-

lar organs, recurrent events or multi-state events. Mul-

tivariate survival analysis covers the field where inde-

pendence between survival times cannot be assumed.

According to [6], the various approaches to analyzing
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multivariate survival data fall into four main catego-

ries: multi-state models, frailty models, marginal mo-

deling and non-parametric methods. The data structure

should be considered as well. The data can be parallel

(where the number of failures is fixed by the design of

the study) or longitudinal (where the number of failures

is random for each object under study). The data sets are

classified into six types: several individuals, similar or-

gans, recurrent events, repeated measurements, different

events and competing risks. Relation of the data types

to the main approaches of analysis is described in Table

1. The multivariate non-parametric estimation methods

are not included in Table 1 and are not presented in this

paper, because this approach is not our major focus at

present and there are several fundamental problems to

be solved. For more details, see e.g. [6].

Type of data Multi-state Frailty Marginal

Several individuals x x x

Similar organs x x x

Recurrent events x x x

Repeated measurements x x

Different events x

Competing risks x

Table 1: Overview of data types and approaches; x means

relevant, blank not relevant. Adopted from [6].

4.1. Competing risks and multi-state models

Multi-state models are commonly used for describing

the development of longitudinal data. They model sto-

chastic processes, which at any time point occupy one of

a set of discrete states. In medicine, the states can be e.g.

healthy, diseased, and dead. A change of state is called

a transition. The competing risk model is an example of

multi-state modeling. In competing risks, various causes

of death “compete” in the life of patient, and occurrence

of one event precludes occurrence of the other events.

There are generally three areas of interest in the analysis

of competing risks [7]:

1. Studying the relationship between a vector of co-

variates and the rate of occurrence of specific ty-

pes of failure.

2. Analyzing whether patients at high risk of one

type of failure are also at high risk for others.

3. Estimating the risk of one type of failure after re-

moving others.

Suppose that individuals under study can experience any

one of m distinct failure types. For each individual, the

underlying failure time T and a covariate vector X are

known. The overall hazard function at time t is

λ(t,X) = lim
∆t→0+

P (t ≤ T < t +∆t|T ≥ t,X)

∆t
.

To model competing risks, a cause-specific hazard

function is considered:

λj(t,X) =

= lim
∆t→0+

P (t ≤ T < t +∆t, J = j|T ≥ t,X)

∆t

for j = 1, . . . ,m, J is a random variable representing

the type of failure, and t > 0. In words, λj(t,X) speci-
fies the rate of type j failures, given X and in the pre-

sence of all other failure types [7]. If only one of the m
failure types can occur, then

λ(t,X) =
m∑

j=1

λj(t,X)

due to the law of total probability.

It is possible to calculate the Kaplan-Meier estimator

for each type of failure separately, but it is difficult to

give this a survival function interpretation and therefore

this is not recommended [6]. Instead, generalizations of

the Kaplan-Meier and Nelson-Aalen estimators can be

made (see e.g. [7]). The generalized estimator includes

all causes of failure and is usually denoted the Aalen-

Johanson estimator.

Cox model for the cause-specific hazard functions can

be considered:

λj(t,X) = λ0j(t) exp(β
T
j X), j = 1, . . . ,m.

Both the baseline hazards λ0j and the regression coef-

ficients βj vary arbitrarily over the m failure types. Es-

timation and comparison of the coefficients βj can be

conducted by applying asymptotic likelihood techniques

individually to the m factors.

A traditional approach to multi-state models is based on

theMarkovmodels. Consider first a homogeneous popu-

lation with no covariates. Let A(t) be the state occupied
at time t, t ≥ 0, with probability model of A(t) being
the Markov process. The individuals under study move

among m > 1 discrete states. If a randomly chosen in-

dividual is in state i at time t−, the transition rate (or

intensity) from i to j at time t is given by

dΛij(t) =

= P [A(t− + dt) = j|A(u), 0 ≤ u < t,A(t−) = i]

= P [A(t− + dt) = j|A(t−) = i], t > 0,

which holds for all A(u), 0 ≤ u < t with A(t−) = i,
and i, j ∈ {1, . . . ,m}, j �= i. The process is memo-

ryless in that only the current state occupied is relevant

in specifying the transition rates [7]. In the continuous
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case, dΛij(t) = λij(t)dt for all i, j = 1, . . . ,m, so that

λij(t), i �= j is the continuous-time intensity function

for i-to-j transitions. Estimation of the cumulative in-

tensity functions Λij(t) proceeds as follows [7]: consi-
der a possibly right-censored sample of n individuals.

For k = 1, . . . , n, let Nijk(t) be the right continuous

process that counts the number of observed direct i-to-j
transitions for k-th individual, i, j = 1, . . . ,m, i �= j.
Let Yik(t) be the corresponding at-risk process. Define

the filtration process as

Ft = (Nijk(t), Yik(u
+), 0 ≤ u ≤ t),

for k = 1, . . . , n; i, j = 1, . . . ,m; and suppose that cen-
soring is independent, so that

P (dNijk(t) = 1|Ft−) = Yik(t)dΛij(t),

which must hold for all i, j, k and t > 0. The Nelson-

Aalen estimator of Λij(t) is then given by

dΛ̂ij(t) =
dNij .(t)

Yi.(t)

for all i = j.

When the vector of covariates X is present, the

continuous-time modulated Markov model can be spe-

cified for the underlying intensity function

λijk(t) = lim
dt→0+

P (Ak(t
− + dt) = j|Ak(t−) = i,X)

dt
.

Parametric and semi-parametric models for λijk are ob-
tained analogously as earlier and may be found in [7].

4.2. Frailty models

Frailty models represent an extension of the Cox propor-

tional hazards model. The concept of frailty provides a

way to introduce random effects into the model to ac-

count for association (correlation) and unobserved hete-

rogeneity. This heterogeneity may be difficult to assess

but is nevertheless of great importance. The frailty is an

unobserved random factor that modifies multiplicatively

the hazard function of an individual or a group of indi-

viduals. The key idea of these models is that individuals

most “frail” die earlier than the others [15]. The frailty

models are relevant to lifetimes of several individuals,

similar organs and repeated measurements. They are not

generally relevant for the case of different events [6].

First, bivariate models will be considered. Let

S12(t1, t2) = P (T1 ≥ t1, T2 ≥ t2)

be the joint survival function for the two survival times

T1 and T2, where S12(t, t) is the probability that both

subjects under study are alive at time t. The marginal

survival functions are then

S1(t1) = P (T1 ≥ t1) = S12(t1, 0)

S2(t2) = P (T2 ≥ t2) = S12(0, t2).

If T1 and T2 are independent, S12(t1, t2) =
S1(t1)S2(t2). The joint hazard function is

λ12(t1, t2) =

lim∆t→0+
P (T1∈[t1,t1+∆t),T2∈[t2,t2+∆t)|Ti≥ti)

∆t2 ,

and the marginal hazards are

λi(ti) = lim
∆t→0+

P (Ti ∈ [ti, ti +∆t)|Ti ≥ ti)

∆t
,

for i = 1, 2. To address heterogeneity in the survival

times it is assumed that the lifetimes are conditionally

independent, i.e. T1 and T2 are independent given the

random effect Z called frailty:

S12(t1, t2|Z) = S1(t1|Z)S2(t2|Z).

Usually, the frailty is assumed to act multiplicatively on

the hazard, so that

λi(ti) = Zλ0i(ti) and Si(ti|Z) = S0i(ti)
Z

for some baseline hazard λ0i(t) and baseline survi-

val function S0i(t) (when known covariates Xi are

present, the hazard may be expressed as λ0i(ti) =
λ0(ti) exp(β

TXi) through the Cox regression model).

Under the assumption of multiplicative frailty, the cu-

mulative hazards are Λi(ti) = ZΛ0i(ti). The conditio-
nal joint survival function is then

S12(t1, t2|Z) = S01(t1)
ZS02(t2)

Z

= exp(−ZΛ01(t1)) exp(−ZΛ02(t2))

= exp(−Z(Λ01(t1) + Λ02(t2))).

As the frailty Z is an unobserved effect, it needs to be

‘integrated out’ of the survival function. This is done by

the Laplace transform, which is defined for a random

variable Z as

Lg(s) =

∫
exp(−sz)g(z)dz = E(exp(−sZ)),

where g(z) is the probability density of Z. For the biva-
riate survival function thus

S12(t1, t2) =

=

∫ ∞

0

S12(t1, t2|Z)g(z)dz

=

∫ ∞

0

exp(−Z(Λ01(t1) + Λ02(t2)))g(z)dz

= Lg(Λ01(t1) + Λ02(t2)),
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where the Laplace transform of g(z) is evaluated at

s = Λ01(t1) + Λ02(t2).

In many applications, the frailty Z is assumed to follow

some distribution with explicit Laplace transform. A

standard (and most widely used) distribution for frailty

is the gamma distribution. The random variable Z is ga-

mma distributed with parameters k and θ (Z ∼ Γ(k, θ)),
if its probability density function is

g(z) =
θkzk−1 exp(−θz)

Γ(k)
, k, θ > 0 and z > 0,

with EZ = k
θ , varZ = k

θ2 . The gamma function in the

denominator of the probability density function is defi-

ned as

Γ(k) =

∫ ∞

0

uk−1 exp(−u)du, for k > 0.

It satisfies Γ(k + 1) = kΓ(k). The gamma distribution

fits very well to failure data and is also convenient from

computational and analytical point of view [18].

Suppose the common frailty component Z has a ga-

mma distribution with parameters k = θ = 1/σ2.
The Laplace transform of the gamma density is then

L(s) =
(

θ
θ+s

)k
, which leads to (see [6])

S12(t1, t2) =

(
1

1 + σ2Λ01(t1) + σ2Λ02(t2)

)1/σ2

.

To extend the bivariate model to a multivariate one, con-

sider a set of clustered data where for the j-th individual
in the i-th group (or cluster) there are the observation ti-
mes tij and the vector of covariatesXij . The assumption

is, again, that given Xij and a random effect Zi, the mi

lifetimes in group i are independent. Thus the joint dis-
tribution of these lifetimes given Zi is the product of the
marginal distributions given Zi. The marginal hazards

then satisfy

λij(tij |Xij , Zi) = Ziλ0ij(tij |Xij).

When the hazards are modeled using the Cox proportio-

nal hazards,

λ0ij(tij |Xij) = λ0(tij) exp(β
TXij).

If the cluster-specific random effects Zi have indepen-

dent gamma distributions, then the unconditional survi-

val for the mi lifetimes in cluster i is

Si(ti, Xi) =

∫ ∞

0

∏

j

Sij(tij |Xij , Zi)g(zi)dzi,

where ti = (ti1, ti2, . . . , timi)
T , Xi = (Xij)mi×n. This

can be solved using the Laplace transform (see [13])

S(ti, Xi) =

(
1

ψ

)1/σ2

,

where

ψ = 1 + σ2Λ0(ti1) exp(β
TXi1) + · · ·+

+σ2Λ0(timi
) exp(βTXimi

).

Different choices of distribution for the frailty Z are

possible, e.g. the family of positive stable distributions

or the PVF (power variance function) family. For more

information about these, see [6]. The frailty Z may also

be treated non-parametrically. Although it is desirable to

have completely non-parametric estimate of the survival

function, the estimates are mathematically complicated

and are not of major importance [6].

Statistical models that use counting process notation and

are convenient for these types of analyses are slightly di-

fferent from those used until now. In the previously used

models, the intensity process λ(t) at the follow-up time

t, given the covariates X was

λ(t)dt = P (dN(t) = 1|N(s), 0 ≤ s < t,X).

In this expression it is assumed that jumps in N are of

unit size only. However, recurrent and correlated failure

time data include jumps of size greater than one (more

than one event can be recorded for an individual at a

specific follow-up time). Thus it is natural to model the

mean jump in N across time:

dΛ(t) = E(dN(t)|N(s), 0 ≤ s < t,X)

in the cumulative intensity process. The Cox-type model

for the intensity process is then

dΛ(t) = dΛ0(t) exp(β
TX).

For more details, see [7].

4.3. Marginal models

Marginal model approach is based on the marginal dis-

tributions. The dependence is not considered to be the

main aspect here. The regression parameters are esti-

mated from generalized estimating equations and the

corresponding variance-covariance estimators are pro-

perly corrected to account for the dependence structure.

For parallel data, there are in practice two versions of

the general idea [6]: the coordinate-wise approach con-

siders each marginal separately, estimates the regression

coefficients in each marginal and then combines the es-

timates by means of a weighted average, whereas the

independence working model approach makes the esti-

mates under the (incorrect) assumption of independence
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between the coordinates, which directly yields the final

estimate of the regression coefficients.

For ordered multiple events, i.e. multiple events of the

same type, there are three common approaches: the

independent increment model (Andersen-Gill model),

the marginal model (WLW) and the conditional model

(PWP). The model of Andersen and Gill (see [2]) is

well suited for data where all events are identical and

observations within a subject are mutually independent.

This assumption is equivalent to each individual coun-

ting process possessing independent increments, i.e. the

number of events in non-overlapping time intervals are

independent given the covariates [15]. The Andersen-

Gill approach is in spirit close to Poisson regression be-

cause the independent increment processes are modeled

as time-varying Poisson processes. In the WLW model

(Wei, Lin, Weissfeld [17]), the ordered outcome data-

set is treated as though it were an unordered compe-

ting risks problem [15]. Since all time intervals start at

zero, the model allows a separate underlying hazard for

each event. In the PWP model (Prentice, Williams, Pe-

terson [12]), it is assumed that a subject is not at risk for

the k-th event until the k − 1st event has occurred for

this subject. This model is thus called the conditional

model. The underlying intensity functions in this model

may vary from event to event [15]. The marginal mo-

dels are generally suitable for making inferences on the

average effect of risk factors on failure time. However,

it provides no insight into the multivariate relationship

among failure times [18].

Another approach of the marginal modeling is the con-

cept of copulas. The purpose of this approach is purely

to study the dependence, removing all effects of the dis-

tribution as function of time and covariates [6]. This is

done by assumption that the marginal distributions are

uniform or can be transformed to the uniform one. The

dependence is then evaluated by specifying the distribu-

tion for the bivariate observations. The two approaches

– marginal and copula – can be mixed as well. This way

the advantages of both procedures are combined: the ef-

fect of the covariates and the time scale is modeled by

means of the marginal hazard functions and the depen-

dence is modeled by the copulas [6].

5. Conclusion

Survival analysis is a collection of specific statistical

methods. In this paper, a short overview of these me-

thods was presented. The standard univariate models

were extended to multivariate models dealing with pa-

rallel and longitudinal data. The three major multivariate

concepts were introduced: multi-state, frailty and margi-

nal models.

In the future, I plan to apply the multivariate concepts

to real data coming from the University Hospital in Olo-

mouc. Building on recent leading ideas in survival ana-

lysis, I will especially focus on copula modeling and sto-

chastic processes.
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Abstract

Complex network analysis is a widely used

method in a study of multidimensional dyna-

mical systems. An important part of its metho-

dology is based on various network measures.

One of these measures is betweenness centrality

based on shortest paths. In this paper an analy-

sis of its specific sensitivity in weighted graphs

is studied. This measure is based on a number of

shortest paths between pairs of vertices and de-

scribed sensitivity is based on small differences

between lengths of used shortest paths. Results

are shown on brain connectivity.

1. Introduction

Many complex systems under study show behavior

which can be analyzed using graph theory namely its

special part complex network analysis [1–3]. Usually

these systems can be represented as a set of coupled

subsystems for which structural properties are studied.

Usual representatives are coupled biological and che-

mical systems represented for example by metabolic

pathways [4, 5], a system of social interacting species

studied by social networks analysis [6–9], World Wide

Web [10, 11] and others. A behavior of such systems

is analyzed from a perspective of structural properties

using graph theory. Sections 2, 3, 4 and 5 describe an

introduction into a studied problem and description of

data processing and sections 6, 7 and 8 provide our con-

tribution to a given problem.

2. Notations from graph theory

A graph G is a pair G = (V,E), where V represents a

set of nodes (or vertices) and E is a set of edges where

each one represents a connection between two nodes.

There are two possible types of edges (connections). The

first one is a directed edge which leads from a vertex v1
to a vertex v2 and which is different from another one

leading from v2 to v1. A graph using such types of edges

is called a directed graph. If moreover edges between

similar vertices, called loops, are allowed the resulting

graph is called a directed graph with loops allowed. The

second type of edges is an undirected edge for which a

pair of vertices v1 and v2 can be connected only by a sin-
gle edge without direction. This graph can be considered

as a directed graph where each pair of nodes which is not

disconnected (i.e. there exists at least one edge) is con-

nected by edges in both directions. A graph that has all

edges undirected is called an undirected graph. Even in

this case loops can be used and such graph is then called

an undirected graph with loops allowed.

Moreover there is another extension of any type of graph

that is important especially for complex networks and it

is called a weighted graph that is derived from a cho-

sen type of graphs by adding a new function assig-

ning to each edge a specific value wi,j called a wei-

ght. Such an assignment is called a weight function

ω : E → R. This function can be given as a weight ma-

trix W = (wi,j)
n
i,j=1 with elements representing wei-

ghts for all edges. Then a weighted graph Gw is a triple

Gw = (V,E, ω) with the similar meaning of the first

two elements as in a case of graphs and with a weight

function ω. These weights are usually source of infor-

mation provided by a graph as a representation of a real

system. A graph that is not weighted is called an unwei-

ghted graph or simply a graph. Unweighted graphs can

be considered as weighted with all weights equal to 1.

Nodes are usually denoted as vi or only by their index i
when there is an enumeration of nodes defined or sim-

ply by small letters (e.g. v) if indices are not important.
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The similar situation is in a case of edges for which ei,j
or {i, j} is used. Number of vertices will be denoted by

n = |V | and number of edges by m = |E|. From an

algebraic point of view the most important notion for

us will be the adjacency matrix A that is a matrix A =
(ai,j)

n
i,j=1 whose elements are ai,j = 1 ⇐⇒ ei,j ∈ E

and 0 otherwise. For weighted graph adjacency infor-

mation is already stored in weight matrix. Usually it is

important to denote for a vertex v a set of vertices that

are connected with v by an edge for which Γ(v) is used.

There are other important notions dealing with distan-

ces in a graph. A walk L in a graph G is an alternating

sequence of vertices and edges v0, e1, v1, e2, . . . , ek, vk
where ei = {xi−1xi}, 0 < i ≤ k. The length of walk

is k for unweighted and ω(L) =
∑k
i=1 wi for weigh-

ted graphs. A walk is called a trail if all edges are dis-

tinct and a path if also all vertices are distinct [12]. A

shortest path connecting two vertices is a path with len-

gth ℓ such that no other path between the same vertices

has sharply smaller length. A length of shortest path be-

tween vertices i and j is called a distance between verti-
ces and denoted as dG(i, j). Shortest paths between any
pair of vertices are usually stored in a distance matrix

D = {dG(i, j)}i,j . There can be more shortest paths.

3. Complex network application

When a specific system has a structure that enables an

analysis by a complex network the processes of creating

such a network have few more of less similar common

steps. A considered system usually has several interes-

ting locations that are studied from a perspective of mu-

tual connections. Therefore the first step is to measure

time series from all these locations. With the resulting

set of series an analysis of a targeted type of mutual

connection (usually correlation or mutual information)

between all pairs is done which results in a matrix of

connectivity (a correlation matrix or a matrix of mutual

information). This matrix is then considered as a wei-

ght matrix of a graph generally considered as directed

(for symmetric connectivity measure undirected). If an

unweighted graphs are considered the values of weights

are binarized by a chosen threshold.

1

2

3

4

Recording data
(EEG, MEG, fMRI)

Time series

Calculate
association:
correlational
or causal

w1,2w1,4

w3,4

w1,3

w2,4

w2,3

Figure 1: Steps in creating weighted graph from neural data

Within this work neural data from brain are used as an

example. A chain of preprocessing for this system looks

like in Fig. 1. In this work resting state BOLD-fMRI data

from 12 healthy volunteers (5 males and 7 females, age

range 20 – 31 years) are used. Specific properties of data
sets and preprocessing can be described in [13]. From a

graph theoretical perspective an important information

is that there are 90 regions from which fMRI data were

loaded, i.e. the resulting graph has 90 vertices.

4. Centrality measures

Constructed networks are usually characterized by se-

veral graph theoretical measures that can indicate some

specific behavior of an underlying network and there-

fore a studied system [1]. For our purpose a weighted

undirected graph is always used unless stated otherwise.

The studied measure here is in fact a set of various me-

asures called centralities [14] that are very important

to network analysis. These characteristics are connec-

ted with vertices by capturing information about an im-

portance of an actual vertex. There are simple measures

like a degree centrality defined for a vertex simply as a

number of its adjacent vertices possibly normalized [15]

and a more complex like a closeness centrality based on

distances between vertices, namely given by an equation

CB(v) =
n− 1∑

t∈V dG(v, t)
(1)

originally defined in [16] and in this refined form in [17].

As the most descriptive form of centrality can be consi-

dered betweenness-like centrality [15, 18, 19].

A general way to define betweenness centrality is by

using general type WT of walks with specified proper-

ties and use a definition:

CB(v) =
∑

s �=v �=t∈V

φst(v)

φst
, (2)

where φs,t is a number of walks of a type WT that goes

from a vertex s to a vertex t and φs,t(v) is the same

number but with a condition that each such a walk has

to cross the vertex v. This definition of betweenness cen-
trality expresses relatively how many times a vertex v is

crossed by a walk of chosen type when other vertices

“communicates” between each others in a specific way

determined by WT . This gives an importance of a vertex

from perspective of bridging possible communications.

A character of communication is usually expressed by

a length of walk of type WT between two vertices. For

unweighted graphs simply a number of edges is used,
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however for weighted graphs usually a sum of recipro-

cal values of weights is used, because it represents better

a close connection of two vertices when they are highly

correlated.

5. Using shortest path

Several approaches to WT are used, but the most com-

mon and the oldest one is to use a shortest path as WT ,

i.e. to search what fraction of shortest paths between any

pair of vertices crosses an analyzed vertex. This leads to

a very similar definition to the above which uses diffe-

rent sub-measures:

CB(v) =
∑

s �=v �=t∈V

σst(v)

σst
, (3)

where σs,t is a number of shortest paths that lead from a

vertex s to a vertex t and σs,t(v) is the same number but

with a condition that each shortest path has to cross the

vertex v. Calculations for weighted and unweighted gra-
phs are similar except determination of a shortest path.

Where it is needed to stress a betweenness centrality for

a weighted graph is denoted by Cw
B(v).

A subproblem of this problem is called all-pairs shor-

test path problem (APSP) for which there are seve-

ral classical algorithms [20–22]. Classical ways for be-

tweenness calculation uses breadth-first search (BSF)

or Dijkstra algorithm [18] or for slightly better Floyd-

Warshall algorithm that all result in a time complexity

Θ(n3). Using Brandes algorithm [23] based on BSF for

unweighted and Dijkstra for weighted graphs this com-

plexity can be reduced toO(nm) in the former case and

O(nm + n2 log n) in the second.

Let denote a shortest path between vertices i and j ac-

cording to weights as PS
i,j . For any algorithm variable

σi,j has to be enumerated and used for CB(v) determi-

nation. These algorithms handle this enumeration simi-

larly to following simple algorithm computing σi,j :

Algorithm 1 Algorithm solving shortest path between-

ness centrality

1. Find the shortest path PS
i,j between i and j 2. Set

σi,j = 1 3. Iterate through all possible paths Pi,j be-

tween these nodes and check if ω(Pi,j) = ω(PS
i,j) 4. If

condition 3 is true then σi,j = σi,j + 1

This procedure is well suited for both weighted and

unweighted graphs and because this paper deals in most

cases with weighted graphs let σi,j and σi,j(v) denotes
corresponding numbers of shortest paths for weighted

graphs and moreover all associated characteristics like

distance of two vertices are denoted like defined gene-

rally (i.e. dG(i, j)). From this place let all graphs in a

following text are considered as weighted unless stated

otherwise.

6. Weakness of shortest paths

One problem of a shortest path approach to between-

ness centrality that is studied by this paper deals with

the equality of paths’ lengths used in a comparison wi-

thin step 3 in algorithm 1. Imagine a network shown in

Fig. 2 for which you want to calculate a betweenness

centrality.

i j

v

u
P 5
i,j

P 4
i,j

P 3
i,j

P 2
i,j

P 1
i,j

Figure 2: A network representing five possible shortest paths

between i and j all with similar number of edges

but with various weights on them.

Let for unweighted case (or all weights are equal 1),
where all edges “alive” thresholding (i.e. they are

“strong enough” in weights), be all presented paths with

the same number of edges. In this case the resulting be-

tweenness centralities are CB(v) =
4
5 and CB(u) =

1
5 .

For weighted case, let a graph provides following values

of paths’ lengths ω(P i
i,j) = 1.0 ∀i = 1, 2, 3, 4 and

ω(P 5
i,j) = 1.01. This leads to the betweenness values

CB(v) = 1 and CB(u) = 0. Nevertheless for the sli-

ghtly modified values ω(P i
i,j) = 1.01 ∀i = 1, 2, 3, 4

and ω(P 5
i,j) = 1.0 the resulting betweenness centrali-

ties are CB(v) = 0 and CB(u) = 1. This strong jump is

even more evident when paths’ lengths differ very small

|ω(P i
i,j)− ω(P 5

i,j)| < ǫ ∀i = 1, 2, 3, 4.

The question arises whether such a small difference

should be still predominant in changing a shortest path

preference or whether there should be some adjustment

for this situation. An immediate idea is to allow shortest

paths to differ by some constant δP from the real shortest

path to still be considered as valuable for computation.

However this can lead to a problem when applying this

constant to various shortest paths (note even a situation

for which δP ≫ ω(PS)). For such reason δP should be

a function of a shortest path length. Let ǫP be a constant

and δP (i, j) = ǫPω(PS
i,j). This means that there are se-

veral values that should be determined to even make our
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new algorithm possible. These values can be easily com-

puted by Floyd-Warshall algorithm and we can consider

them to be known at first sight. Altogether this gives a

following definition:

Definition 6.1 Let ǫP > 0, a path Pi,j is called δ(i, j)-
almost shortest (or simply δ-almost shortest) if a condi-

tion ω(Pi,j)− ω(PS
i,j) < δ(i, j) = ǫPω(PS

i,j) holds.

Let all associated characteristics are denoted with a

comma (e.g. σ′
i,j). Using this definition as WT can solve

mentioned problem, however this approach has also one

big problem dealing with calculation. Most of the algo-

rithms using shortest paths are based on lemma 6.1.

Lemma 6.1 (Bellman criterion) A vertex v ∈ V lies

on a shortest path between vertices s, t ∈ V , if and only
if dG(s, t) = dG(s, v) + dG(v, t).

To see better the use of this lemma one can define, recal-

ling the computation of Brandes [23], a pair-dependency

value as

δst(v) =
σst(v)

σst
, (4)

in which due to Bellman criterion following substitution

can be done:

σst(v) =

{
0 if dG(s, t) < dG(s, v) + dG(v, t)

σs,v · σv,t otherwise.

(5)

Results of a calculation directly dependent only on de-

termination of σst, ∀s �= t. Finally another lemma can

be used to simplify whole process. Let for Ps(v) = {u ∈
V : {u, v} ∈ E, dG(s, v) = dG(s, u) + ω(u, v)} holds:

Lemma 6.2 (Combinatorial paths counting [23])

For s �= v ∈ V

σsv =
∑

u∈PS(v)

σsu

Set Ps(v) represents all predecessors of a given vertex v
that lie on at least one shortest path. Using this lemma

one can compute resulting σs,t for fixed s by simply lo-

oking iteratively on shortest paths of predecessors [23].

However both approaches are not possible when using

δ-almost shortest paths.

Let start with described lemma 6.2. Probably the least

restrictive alternative of Ps(v) for weighted graphs is

P ′
s(v) = {u ∈ V : {u, v} ∈ E,

dG(s, u) + {u, v} − dG(s, v) < δ(s, v)}. (6)

The condition means that there exists at least one path

Ps,v crossing the vertex u that is δ(s, v)-almost shortest.

However problems appear when iterative calculation up-

grades quantity σ′
s,v from several quantities σ′

s,ui
for all

ui ∈ P ′
s(v), see Fig. 3.

vs

σ′
s,u1

u1
σ′
s,u2 u2

σ′
s,u3 u3

σ′
s,uk

uk

σ′
s,v

Ps(v)

Γ(v)

Figure 3: Computing a number of δ(s, v)-almost shortest

paths iteratively from P ′

s(v)

The problem why values σ′
s,ui

cannot be used is formu-

lated in a following proposition:

Proposition 6.1 There exists ǫP > 0 such that a path
Ps,u that is no longer δ(s, u)-almost shortest can be pro-
longed in a way that resulting path Ps,v = Ps,u+{u, v}
is δ(s, v)-almost shortest.

Proof: Imagine a situation shown in Fig. 6, where verti-

ces s and u are connected by several δ(s, u)-almost shor-

test paths indicated by narrow belt. One of that paths is

shortest and one has maximal length still bounded by

(1 + ǫP )ω(P
S
s,u). Let moreover an edge {u, v} is a part

of a shortest path PS
s,v .

s u v

Pmax
s,u

w

P S
s,u

P big
s,u

σ′
s,u

P S
s,v = P S

s,u + {u, v}

Figure 4: An extension of δ(s, u)-almost shortest path by an

edge contained in a shortest path

One can easily see that each path that is δ(s, u)-almost

shortest extended by an edge {u, v} is also δ(s, v)-
almost shortest. This can be seen by considering that

even for maximal path holds

ω(Pmax
s,u )− ω(PS

s,u) < δ(s, u) = ǫPω(PS
s,u),

which can be extended by an edge eu,v such that

ω(Pmax
s,u )− ω(PS

s,u) + ω(eu,v)− ω(eu,v) <

ǫPω(PS
s,u) + ω(eu,v)− ω(eu,v)
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that can be rewritten in

ω(Pmax
s,v )− ω(PS

s,v) < ǫPω(PS
s,u) < ǫPω(PS

s,v),

where Pmax
s,v is a path that is extended from the maximal

path Pmax
s,u by an edge {u, v}. So even such maximal

path remains δ(s, v)-almost shortest. However when we

consider other path P big
s,u which is not δ(s, u)-almost

shortest we can derive a following statement:

ω(P big
s,u )− ω(PS

s,u) = d > δ(s, u) = ǫPω(PS
s,u).

Let d = ǫPω(PS
s,u) + ǫ′Pω(eu,v), where 0 < ǫ′P < ǫP

then the above condition still holds:

ω(P big
s,u )−ω(PS

s,u) = d = ǫPω(PS
s,u)+ ǫ′Pω(eu,v) >

δ(s, u) = ǫPω(PS
s,u)

and in the same time it follows for a definition of an ex-

tended path P big
s,v = P big

s,u + eu,v that

ω(P big
s,v )− ω(PS

s,v) = ǫPω(PS
s,u) + ǫ′Pω(eu,v) < δ(s, v)

= ǫPω(PS
s,v)

= ǫPω(PS
s,u) + ǫPω(eu,v).

Therefore one can have δ(s, v)-almost shortest path

crossing vertex u and in the same time its subpath Ps,u
is not necessarily δ(s, u)-almost shortest.

The second problem arises when trying to use an

equation 5 for which Bellman criterion 6.1 should be

valid. For such purpose defined Bellman criterion is too

strong. An alternative to an equation 5 can be defined as:

σ′
st(v) =





0 ∄Ps,t ∋ v : Ps,t is

δ(s, t)-almost shortest

σ′
s,v · σ′

v,t otherwise.

(7)

To enable a use of this equation another criterion can be

defined shown in equation 6.2 in its negative form.

Proposition 6.2 The number of δ(s, t)-almost shortest
path between vertices s and t that cross vertex v cannot
be always calculated using equation 7.

Proof: The described situation is show in Fig. 5.

s
v

u

σ′
s,v σ′

v,t

σ′
s,v(v)

?
=σ

′
s,v · σ′

v,t

Figure 5: A number of δ(s, v)-almost shortest paths crossing

vertex i as multiplication of partial quantities.

Simple way to show assertion is by using a little gene-

ralization of proposition 6.1 which shows that δ(s, t)-
almost shortest path crossing vertex v can emerge even

from a combination of non δ(s, v)-almost shortest and

δ(v, t)-almost shortest paths. The zero case in equation 7

is not a problem itself, but it is not the only situation for

which this quantity equals zero as was shown above.

Propositions 6.1 and 6.2 show that an algorithm to cal-

culate a betweenness centrality based on a δ(s, t)-almost

shortest path cannot be simply constructed from already

used algorithms for a shortest path version. For this rea-

son a new exhaustive algorithm is presented:

Data: σ′, σT , s and t are handled as global and

∆i,j = (1 + ǫP )ds,t are pre-computed for

distance matrix (di,j)i,j
Cδ
B(v)← 0, v ∈ V ;

foreach pair s, t ∈ V (G) do
σ′(t)← 0, ν(t)← 0; ∀t ∈ V ;

σT ← 0; P ← empty stack;

ASP(s, 0);
foreach v ∈ V (G) \ {s, t} do

Cδ
B(v) = Cδ

B(v) +
σ′(v)
σT

;

end

end
Procedure δ-Betweenness

ν(u)← 1; if u �= s then u
push−−−→ P ;

foreach v ∈ Γ(u) do

if ν(v) = 0 then
w′ ← w + ω(u, v);
if v = t then

if w′ < ∆s,t then
σ′(v) = σ′(v) + 1 ∀v ∈ P ;

σT = σT + 1;
end

end

else if w′ + dv,t < ∆s,t then ASP(v, w′)
end

end

ν(v) = 0; if u �= s then P
pop−−→;

Procedure ASP(u,w)

For each pair of vertices s and t the algorithm exhausti-

vely searches through all paths between them and help

itself by cutting off some impossible cases for which

w′ + dv,t < ∆s,t, (8)

where w′ is already reached length with an actual path

and dv,t is a shortest path from an actual position to the

end t, is not true. At the very first sight it seems to be
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super-polynomial. To see even more than that let have

following graph as in Fig. 6.

Kn
2

wL

wL

wL

wL

wL

wS

s

t

Figure 6: A graph generated from one path PL
s,t of n/2 + 1

vertices having large weightswL and one complete

graph Kn
2
on n/2 vertices with small weights wS

connected in a common vertex.

When searching in this graph for all δ-almost shortest

paths one can for a given ǫP define a ratio of weights

wS/wL such that an algorithm started at a vertex s has

to search a whole subgraph Kn
2
which takes (n2 − 1)!

steps. When a length of the search path Ps,i ∈ Kn
2
is

summed up with a length of a shortest path from i to t
as

ω(Ps,i) + ω(PS
i,t) = (i + 1)wS +

n

2
wL,

combined with a shortest path from s to t having a length
of ω(PS

s,t) = n/2 · wL and substituted in a condition 8

it gives a following inequality:

(i + 1)wS +
n

2
wL < (1 + ǫP )

n

2
wL.

When i = n/2 this inequality turns into condition:

wS <
ǫP
2

wL. (9)

So if weights are chosen in such way it ends in O(n!)
steps and therefore a time complexity of this algorithm

is at least O(n!), so the next step is to decide:

Conjecture 6.1 There exists a polynomial algorithm for

betweenness based on δ(s, t)-almost shortest path.

7. Results from computations

The results of computations are values CB(v) and

Cδ
B(v) ∀v ∈ V . For each v ∈ V define a coefficient

ψB =
(Cdelta

B (v)− CB(v))

max{C(v)deltaB − CB(v)}
(10)

This coefficient represents normalized differences be-

tween both measures. One of the results from compu-

tations on data specified in section 3 are shown in Fig. 7.

Because there are usually a lot of small differences the

results are thresholded by ±0.3. And for those that has

characteristic from equation 10 out of small differences

region the values for Cδ
B and CB are plotted.

Figure 7: Results of computation of betweenness centrality

There are not very significant changes in distribution of

values, but there are some differences which can even

get previously zero element to high nonzero value. Si-

milar results were obtained on other subjects.

8. Conclusion and discussion

For this specific neural measurements on a data set with

its relatively small number of interacting elements and

for small values of ǫP the results seem to be very similar

for both measures. Some of the vertices can start to be

higher valued when other paths are permitted by using

δ-almost shortest path version of an algorithm, but this

phenomenon in not significant in this case from a per-

spective of whole betweenness centrality distribution.

There should be some additional analysis of data on a

larger scale (more vertices) or of a different type (e.g.

electroencephalography data EEG or climatic data).
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However results can be also considered as promising

when talking about δ-betweenness centrality as a com-

parative approach to a random walk betweenness [24]

which includes in a computation possibly all walks be-

tween two vertices (based on probability) or a distance

scaled betweenness [14] that scales each fraction from

equation 3 by a distance of actually computed end ver-

tices. With this approach even larger values of ǫP can

be used, because even more non-shortest paths are ac-

cepted, and it is believed that results start to be more

different. The problem with this approach can be a fact

that walks respectively paths in mentioned approaches

are somehow scaled by its weights where δ-betweenness
just accept more and more paths. However such a com-

parison can be valuable if it can be proven that for a rela-

tively small ǫP some problems arising when only shor-

test path definition is used can be solved.

Except these analysis a more detailed study can be done

by testing a behavior of an algorithm on various classes

of networks, for example on scale-free networks [25].

For this purpose some tests can be done on suitably cho-

sen random graphs (e.g. Erdös-Renyi or scale-free ran-

dom graphs [26]).
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182 07 Prague 8, CZ

1 School of Clinical Sciences
2 School of Mathematical Sciences

University of Nottingham

Nottingham, NG7 2RD, UK

hlinka@cs.cas.cz stephen.coombes@nottingham.ac.uk

Field of Study:

Neuroimaging and Mathematical Neuroscience

The work was supported by the EC FP6 Marie Curie Action Programme (MEST-CT-2005-021170) and by the EC FP7

project BrainSync (EC: HEALTH-F2-2008-200728, CR: MSM/7E08027). I thank both my supervisors for long-term
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Abstract

In brain imaging and neuroscience in ge-

neral, the scientific and application interest in

spontaneous brain activity has rapidly increased

in the recent years. The key role of formalised

models and effective data analysis methods for

further development of the field is becoming wi-

dely accepted. In this paper we describe two ap-

plications of mathematics in the field. The first

concerns modelling of the temporal properties of

spontaneous brain activity fluctuations while the

second assesses the potential of nonlinear analy-

sis methods in the study of the commonly obser-

ved synchronisation patterns.

1. Introduction

The last two decades have witnessed great progress in

mapping neural networks associated with task-induced

brain activation using neuroimaging techniques – with

functional magnetic resonance imaging (fMRI) playing

a crucial role. More recently, identification of resting

state networks (RSN) paved the way to investigation of

spontaneous task-unrelated brain activity [1]. The first

cardinal feature characterising RSN is low-frequency

fluctuation (LFF, 0.01 − 0.1Hz) of blood oxygenation

level dependent (BOLD) fMRI signals synchronised be-

tween spatially distinct, but functionally connected brain

areas. Specific patterns of this functional connectivity

(FC) in terms of temporal synchronisation between re-

mote neurophysiologic events are the second key feature

of spontaneous brain activity.

In the first part of this paper we focus on modelling of

LFF, following our study recently published in Physical

Review Letters [2]. The second part deals with the po-

tential of application of nonlinear analysis methods for

FC – this work has recently been accepted to Neuroi-

mage [3].

2. Candidate model for low-frequency fluctuation

The neuroscientific relevance of this fluctuation has been

repeatedly confirmed by reports of its relation to electro-

physiological measurements of brain activity [1]. Ne-

vertheless, the role of these fluctuations as well as the

underlying mechanism is still unclear. Current models

of spontaneous brain activity have not yet fully addres-

sed the question of the origin of low-frequency fluctuati-

ons. Typically, the recent modelling papers do mention

LFF property of some version of the signal [4, 5], but

the relation to and relevance for the neuroimaging sig-

nals is often vague. Further, all of the proposed mecha-

nisms rely on long-range inter-regional interactions or

advocate the necessary role of transmission delays and

noise. In contrary, below we propose a local model of

emergence of LFF not relying on particular delays and

noise. For slightly more detail and colored version of

the illustrations we refer the reader to our full paper [2],

available online under Open Access.

2.1. Introduction

The principle of the proposed model lies in postulating a

local feedback loop regulating the activity level based on

previous memory of the localised system. As an exam-

ple of such a regulatory process we have implemented a

simple phenomenological model of the action of endo-

genous cannabinoids on synaptic activity. Indeed, other

known regulatory mechanism could be also considered.
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We document that the local network activity can show

slow to ultra-slow fluctuations that do not have to match

the timescale of the memory mechanism. Rather, they

can exhibit arbitrarily slow frequencies dependent on

other parameters of the model.

Endogenous cannabinoids (CBs) represent a fundamen-

tally new class of retrograde messengers [6], which are

released postsynaptically and bind to presynaptic CB re-

ceptors. One function of endogenous CBs is to regu-

late neurotransmitter release via activation of presyna-

ptic CB receptors, allowing neurones to regulate, via

feedback, their upstream neuronal inputs [7]. This sup-

pression of upstream presynaptic release of GABA or

glutamate is termed depolarisation-induced suppression

of inhibition (DISI) or depolarisation-induced suppres-

sion of excitation (DISE) respectively [8, 9].

After introducing the full model, we first analyse the

fast-scale behaviour of a synaptically coupled network

of Morris-Lecar neurons and subsequently describe the

emergence of nested fast and ultra-slow oscillations in

the network when endowed with a phenomenological

form of retrograde second messenger signalling that can

support DISE. We hypothesise that when linked to other

modules in a larger network the latter would be reflec-

ted as an ultra-slow component of the macroscopic ne-

twork dynamics and could therefore underlie those seen

in spontaneous brain activity (SBA).

2.2. Model description

2.2.1 Synaptically coupled network of Morris-

Lecar neurons: For the single neuron we have cho-

sen the Morris-Lecar (ML) [10] neuron model. This is a

classical two dimensional conductance based model, of-

ten used as an idealized fast-spiking pyramidal neuron,

written in the form

v̇ = f(v, w) + I + s(t), ẇ = g(v, w). (1)

Here v plays the role of a voltage variable, w that of a

gating variable, I is a fixed input and s(t) represents a
time varying synaptic input. The details of the functi-

onal forms for f(v, w) and g(v, w) can be found e.g.

in [11] (with time measured in ms). The structure of the

phase-plane and nullclines is recapitulated in Figure 1

for s = 0.

Indexing each neuron in the network with i = 1, . . . , N
the synaptic drive to the i-th neuron is given by

si(t) = gs(vs − v(t))

N∑

j=1

Wij

∑

m∈Z

η(t− Tmj ), (2)

where Tmj is the m-th firing time of the j-th neuron,

vs the synaptic reversal potential and Wij the con-

nection strength between neurons i and j with a global

conductance scaling gs. The function η(t) captures the
shape of a conductance change in response to the arrival

of an action potential. Here we choose an alpha function

and write η(t) = α2te−αtH(t), where H is a Heaviside

step function. The firing times are specified in terms of

a threshold h according to

Tmi = inf{t | vi(t) > h, v̇i > 0, t > Tm−1
i }. (3)

We focus on the case of an excitatory globally coupled

network with homogeneous connectivity and therefore

set Wij = 1/N and vs = 2 > 0 with respect to the

resting state.
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Figure 1: Phase-plane portrait for the Morris-Lecar model

with constant external drive I = 0.0761. The vol-
tage (gating) nullcline is in red (green). A large

amplitude stable limit cycle (blue, dashed) coexists

with a stable fixed point at v ∼ 0.04. A small am-

plitude unstable orbit also exists (light blue, dash-

dot). The separatrix (pink, stable manifold of sad-

dle at v ∼ −0.2) delimits the basin of attraction

for the stable fixed point at v ∼ −0.3. The associ-
ated bifurcation diagram illustrating bistability of

the large amplitude limit cycle and the fixed point

at v ∼ 0.04 is shown in the inset. Here unstable

orbits emerge in a Hopf bifurcation.

2.2.2 DISE mechanism: The endocannabi-

noid level is directly linked to the effective depolari-

sation, which we define by:

ve(t) =
1

N

N∑

j=1

∫ ∞

0

K(t− s)vj(s)ds, (4)

where K is a temporal kernel reflecting the cannabi-

noid dynamics, K(t) = 0 for t < 0. Here we choose

K(t) = λe−λtH(t), where λ−1 is an indirect measure

of the long time-scale for cannabinoid dynamics, which

is on the order of tens of seconds to minutes [9]. As a mi-

nimal model of DISE we assume that if the global CB

level is sufficiently high then all excitatory synapses are

blocked. In this case the network becomes uncoupled in

the sense that excitatory synaptic currents drop to zero.
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We implement this model of DISE by letting the firing

threshold adjust in response to ve(t) according to

h =

{
vth ve ≤ vthe
∞ ve > vthe

. (5)

The threshold vthe controls when the level of CB is suf-

ficient to trigger DISE. In essence the model (5) means

that synaptic interaction is curtailed if the effective level

of depolarisation becomes too large.

2.3. Results

2.3.1 Model properties: Before we focus on

the effects of DISE on the network dynamics, we ana-

lyse the fast-scale dynamics of the network. We first fo-

cus on the most symmetric oscillatory states expected

to exist in a globally coupled system – namely the fully

synchronous and asynchronous ‘splay’ (evenly distribu-

ted) solution. These are guaranteed by symmetry argu-

ments [12].
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Figure 2: The period of the synchronous (solid line)

and splay (dashed line) solutions as function of

the coupling strength gs. The numerically stable

section of the synchronous solution branch for

strong coupling is shown in thick line.

Synchronous solutions: In the synchronous state all

neurons have identical T -periodic trajectories with firing

times given by Tmi = mT for all i. In this case the syna-
ptic drive to every neuron takes the identical form s(t) =
gs(vs−v(t))P (t), where P (t) =

∑
m∈Z

η(t−mT ) can
be shown to equal to

P (t) =
α2e−αt

1− e−αT

[
t +

Te−αT

1− e−αT

]
, t ∈ [0, T ),

(6)

with P (t) periodically extended outside [0, T ). Equation
(1) may then be solved as a periodic boundary value

problem (PBVP) for the periodic orbit (v(t), w(t)) =
(v(t + T ), w(t + T )) with v(0) = vth. This describes
the synchronous orbit given that the corresponding mean

depolarisation does not trigger the DISE mechanism.

We solve this PBVP numerically, using XPPAUT [13].

The period of these solutions as a function of the

coupling gs is shown in Figure 2.

While these synchronous solutions must exist for small

enough gs, using a weakly coupled oscillator descrip-

tion with standard techniques reviewed in [14], we es-

tablished that such solutions are unstable.

Splay solutions: For an asynchronous splay state the

firing times are given by Tmj = mT + jT/N . In the li-

mit N →∞ network averages may be replaced by time

averages due to:

lim
N→∞

1

N

N∑

j=1

F (jT/N) =
1

T

∫ T

0

F (t)dt, (7)

for any T -periodic function F (t) = F (t + T ). Hence a
splay state in which all neurons fire is given by vi(t) =
v(t + iT/N), where v(t) is a T -periodic solution of (1)

with s(t) = gs(vs− v(t))P0 and P0 =
∫ T
0

P (t)dt/T =
1/T .

Solving the PBVP, we find that for small gs the splay

state has a similar period to that of the synchronous so-

lution (see Figure 2). Note that for the splay state ve(t)

takes on the constant value v0 =
∫ T
0

v(t)dt/T . This is

lower than the DISE threshold and therefore the DISE

mechanism is not triggered. A weak-coupling analysis

shows that the splay solution is also unstable.

Clustered solutions: While the instability of both

the synchronous and splay solution for weak coupling

can be determined semi-analytically, direct numerical

simulations of the network suggest that another speci-

fic stable oscillatory solution exists even for the weak

coupling. This has a hybrid form where the network

splits into several clusters of fully synchronised neurons.

These clusters then form a splay with evenly distributed

phases.

Interestingly this type of solution typically further com-

bines with a special type of clustered solution that can

also occur for a wide range of gs. This type of solution
can be predicted purely from the theory. Consider two

clusters of neurons; one in a (clustered) splay state, po-

pulating the orbit corresponding to the stable limit cycle

of a single neuron; the other cluster consistsing of neu-

rons sitting at rest at the central fixed point, which is

stable for a sufficient level of synaptic input from the os-

cillating cluster of neurons. This can be described using
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the differential-algebraic system

v̇ = f(v, w) + I + r
gs
T
(vs − v), ẇ = g(v, w),

0 = f(v, w) + I + r
gs
T
(vs − v), 0 = g(v, w), (8)

where r is the fraction of firing neurons and (v(t +
iT/M), w(t + iT/M)) with M = Nr, and (v, w) de-
scribe neurons in the splay and resting cluster respecti-

vely. In this case ve = rv0 + (1− r)v.

Figure 3: Fraction of firing neurons r as a function of the

synaptic coupling strength gs. See text for details.

For ve < vthe the parameter region of existence for such

a solution is illustrated in the inset of Figure 3, where a

pair of splay states (with r �= 1) only coexists with a rest
state for rgs ∈ [L,H]. Here the splay state is annihilated
in a saddle-node bifurcation at rgs = H , while below

rgs = L the central fixed point becomes unstable (assu-

ming the oscillating cluster sitting at the upper branch of

the limit cycle solution). For fixed rgs, as gs is increa-
sed, ve grows until it reaches vthe and activates the DISE

mechanism. The border in the (r, gs) parameter plane

where ve = vthe for a cluster state is shown in Figure 3

(magenta line), and we see that it defines a critical curve

marking the onset of DISE which we can write in the

form gs = gc(r). In the absence of DISE, cluster states

with limit cycle corresponding to the upper branch of the

limit cycle solution would exist for a greater area of pa-

rameter space defined by the right-infinite strip between

the lines L/gs and H/Gs.

For gs < gc(r) direct numerical simulations do indeed

show cluster states with properties in excellent agree-

ment with the solution of (8) (with v(0) = vth) up to

small fluctuations. An example is shown in Figure 4.

For a given value of gs the fraction of neurons r in the

firing state is a function of initial data, as expected. Im-

portantly, after transients, the mean depolarisation signal

is flat (no oscillations) and the period of oscillation of a

firing neuron is of the same order of magnitude as a sin-

gle isolated neuron.
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Figure 4: A cluster state forN = 100, g = 0.03, vthe = 0.02,
λ = 10−5. Top left: a plot of the average sig-

nal ve(t), showing that after transients the emer-

gent state lies below the threshold to activate DISE

(red line). Top right: A raster plot of spike times,

illustrating the drop-out of some neurons and the

emergence of a splay state with the fraction of

firing neurons r = 0.38. Bottom left: The ave-

rage network potential v̂ =
∑N

i=1
vi/N oscilla-

tes around the predicted value rv0 + (1 − r)v
(magenta line) for r = 0.38. Bottom right: Phase

plane dynamics for the network (dropping transi-

ents) showing that the network has split into two

clusters (one with a common periodic orbit shown

in blue with a period T ∼ 6 and a rest state in

purple). vth = 0.05 (green line), vthe = 0.02 (red

line).

2.3.2 Emergence of LFF: In the region where

gs > gc(r) and DISE precludes the existence of the

above discussed cluster state we expect more exotic non-

periodic network states to emerge. Notably, while stable

synchronous oscillations are possible with increasing gs,
the average depolarisation for these rhythms is relatively

high and also an increasing function of gs. Hence there is
also a critical value of gs at which the DISE mechanism

will also preclude the existence of this periodic synchro-

nous state.

The mechanism for LFF emergence for this stronger

coupling is as follows. A synchronous (or near synchro-

nous) solution can lead to a strong level of average de-

polarisation for which ve(t) > vthe . This activates the

DISE mechanism, precluding further synaptic input and

subsequently leading to a drop in network firing activity

and hence a drop in ve(t). Once ve(t) drops sufficiently
to cross vthe from above then excitatory synaptic currents

can once again drive the network leading to an increase

in ve(t) so that the process may repeat over. In this case

the emergent time scale of the network rhythm is set by

the duration of ve(t) above vthe . Even for a synchronous

solution this will depend on initial data, so that network

oscillations would not generically be periodic.

To quantify the value of possible inter-spike inter-

vals (ISIs) we focus on synchronous rhythms with
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(v(0), w(0)) = (vth, w0) for some given w0 and solve

the BVP ve(0) = vthe = ve(∆) with s(t) = gs(vs −
v(t))P (t).

The growth of the ISI,∆, as a function of gs is shown in
Figure 5, together with results from direct simulations.

The numerical spread of ISIs for low gs can be ascribed

to fast multi-spike bursts. With higher gs a single spike
response is more common and the period of the network

state is accurately predicted by the theory.
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Figure 5: The predicted synchronous population ISI (in ms)

as a function of gs, for w0 = 0.121 (green line),

fits the ISIs seen in direct numerical simulations

with N = 100 (red dots). Other parameters as in

Figure 4. The inset shows the increase in ISI with

decreasing vthe for gs = 1.

Note that the spike times considered here are only those

that contribute to synaptic currents, while the neurons

do in fact spike on a fast time scale during the syna-

ptically silent period. Hence, the network as a whole

shows nested oscillations with a slow variation of syna-

ptic currents superimposed on fast oscillations of the in-

stantaneous average network voltage (see Figure 6 bot-

tom left).

To understand how decreasing vthe can lead to a rapidly

increasing∆, as shown in the inset of Figure 5, it is use-

ful to develop the correspondence of the evolution of the

network (fixed parameters) with that of a single neuron

with varying background drive I . Referring to the inset

of Figure 1 the network can leave point A, correspon-

ding to a synchronous firing state with average voltage

v2, when ve(t) drops below vthe . The subsequent large in-
crease in synaptic drive causes a transition to the right of

the saddle-node of periodics, where firing is not possi-

ble, and so synaptic currents fall which causes the tran-

sition to point B. This unstable fixed point, with vol-

tage v1, generates orbits which spiral outward for a time

T1 = T1(gs) generating a signal with ve(t) > vthe (so

that synaptic currents are suppressed). These transition

to full blown nonlinear oscillations, with average vol-

tage v2 and v̇e(t) < 0, and complete the path to point A

so that the process may repeat over. Making the conveni-

ent (and obviously not accurate) assumption that v1,2 are
constant then the BVP may be solved by hand for λ = 0
to give∆ = T1(gs)(v1 − v2)/(v

th
e − v2), explaining the

dependence of ∆ on vthe seen in Figure 5.
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Figure 6: A similar plot to Figure 4 showing the emergence

of slow synchronized firing patterns in the strong

coupling regime with gs = 0.5. Other parameters

as in Figure 4. Bottom right shows voltage traces

of 5 neurons (arbitrary offset for better display).

2.4. Discussion

Importantly, without any parameter fine-tuning, we see

the emergence of very large ISIs for large values of gs,
which are largely independent of the network size. Mo-

reover, in contrast to other network models of slow os-

cillations (< 1 Hz) [15] we do not require a mixture of

excitation and inhibition. As shown in the inset of Fi-

gure 5 with decreasing choices of vthe can easily achieve

ISIs on the order of tens of seconds. Thus DISE in the

strong coupling regime is a candidate mechanism for the

generation of ultra-slow rhythms.

3. Functional connectivity - analysing dependence

patterns

3.1. Introduction

In functional neuroimaging, the most widely spread me-

thod of measuring functional connectivity between a

pair of regions is computing a linear correlation of acti-

vity time series derived from these regions by e.g. simple

spatial averaging across all the voxels in the regions. Li-

near correlation is also widely used to obtain so-called

correlation maps by correlating the seed voxel or seed

region signal with signal from all the other voxels in

the brain, or constrained to gray matter area. From all

possible bivariate measures of association, linear corre-

lation is clearly a method of first choice, reflecting the

assumption that the relationship between the fMRI time

series can be suitably approximated by a multivariate

Gaussian white noise process. Additionally, linear corre-

lation is a well-known statistical concept, sufficiently

simple to allow wide use and easy communication of

results between researchers of diverse backgrounds.
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On the other hand, from the mid-1980’s, nonlinear ap-

proaches to analysis of brain signals are getting increa-

sed interest of researches who consider nonlinearity as

an intrinsic property of brain dynamics, see e.g. [16]

for a review. Hemodynamic nonlinearities are known to

affect the blood oxygenation level-dependent (BOLD)

fMRI signal [17]. More specifically, non-linearity of de-

pendence between fMRI time series during resting state

has been reported [18]. Use of non-linear measures of

functional connectivity for the analysis of resting state

data has been proposed [19], particularly including me-

asures based on analysis of chaotic non-linear dynamical

systems to analyze resting state data.

The question arises, to what extent and in what context

is it justified and beneficial to use non-linear measures of

functional connectivity. When linear correlation is used

as a measure of functional connectivity, there are some

implicit assumptions made. The first is that the infor-

mation in the temporal order of the samples can be ig-

nored (both within each timeseries and the mutual in-

teraction). While the extent of justifiability of this as-

sumption deserves exploration of its own, we keep this

interim assumption for the purposes of this paper, not le-

ast in order to keep the comparison of linear correlation

to nonlinear measures fair. Nonetheless, we ask if the in-

stantaneous (zero-lag) dependence between the time se-

ries, expressed in the probability distribution p(X, Y), is

fully captured by the linear correlation r(X,Y). We an-

swer that this is true under the assumption of bivariate

Gaussianity of the distribution. Bivariate normal distri-

bution is fully characterised by its mean µ = (µx, µy)
and its 2×2 covariance matrix Cov(X,Y ) – if we allow
for linear shifting and scaling, the remaining invariant

parameter characterizing fully the distribution is indeed

the correlation r(X,Y ). For a bivariate Gaussian dis-

tribution, the correlation also uniquely defines the mu-

tual information shared between the two variables X ,

Y which can be computed as I(X,Y ) = IGauss(r) ≡
− 1

2 log(1− r2).

On the other side, when the Gaussianity assumption

does not hold, the distribution cannot be fully de-

scribed by the mean and covariance. Interestingly, we

can use the prominent properties of normal distribu-

tion to derive a useful lower bound on mutual infor-

mation valid for a broad class of probability distributi-

ons. In particular, for a bivariate distribution p(X,Y )
with standard normal marginals p(X), p(Y ), it holds
that I(X,Y ) ≥ IGauss(r) = − 1

2 log(1 − r2), where
the equality holds exactly for bivariate Gaussian distri-

butions. This allows us to quantify the deviation from

Gaussianity as the difference between the total mutual

information of the two variables I(X,Y ) and the mu-

tual information IGauss(r) = − 1
2 log(1−r2) that corre-

spond to bivariate Gaussian distribution with the obser-

ved correlation r.

While there are many potential nonlinear FC measure

candidates, mutual information holds a specific position

among these for its generality. In theory, it is general

enough to capture an arbitrary form of dependence re-

lation between the variables without any apriori model

restrictions on its form. The properties of mutual infor-

mation allow us not only to test the suitability of linear

correlation through probing the Gaussianity of the fMRI

time series, but also to construct a quantitative estimate

of connectivity information neglected by the use of li-

near correlation. This gives the amount of additional in-

formation available and bounds the potential contribu-

tion of non-linear alternatives over the Pearson corre-

lation coefficient.

We implement the outlined ideas by comparing the to-

tal mutual information between the signals with the mu-

tual information between the signals in surrogate data-

sets. These surrogates are generated in a way that pre-

serves the linear correlation, but cancels any nonlinear

information by enforcing bivariate Gaussian distribution

on the surrogate signal-pair. This approach allows us to

both test and quantify the deviation from Gaussianity,

providing a principled guide in judging the suitability

of linear correlation as a measure of FC. The focus on

bivariate Gaussianity as the crucial condition of suitabi-

lity of use of linear correlation as FC index, along with

the illustrative quantitative estimation of the deviation

from Gaussianity by means of the mutual information

neglected by linear correlation, are the two main contri-

butions of this study to the discussion of fMRI functi-

onal connectivity methods. We apply the presented me-

thod to parcel-average time series obtained from resting

state fMRI BOLD signal of healthy subjects, testing and

quantifying the deviation from bivariate Gaussianity.

3.2. Material and Methods

3.2.1 Data: Twelve right-handed healthy

young volunteers (5 males and 7 females, age range 20

– 31 years) participated in the study. Each volunteer un-

derwent two scanning runs of 10 minutes in a resting-

state condition.

Scanning was performed with a 3T MR scanner

(Achieva; Philips Medical Systems). Three hundred 3D-

volumes with repetition time of 2 seconds, whole brain

coverage and spatial resolution of 3 × 3 × 3 mm3 were

used for the analysis. Standard preprocessing steps were

applied, see our full paper [3] for details.
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Ninety parcels from the Automated Anatomical Labe-

ling (AAL) atlas were used to extract mean BOLD time

series after masking out non-gray matter voxels. The

anatomical positions of the parcels are described in [20].

Every parcel time series was orthogonalized with re-

spect to motion parameters and global mean signal and

high-pass filtered at 1/120Hz.

3.2.2 Analysis: As already mentioned in the

Introduction, for a bivariate distribution p(X,Y ) with

standard normal marginals p(X), p(Y ), it holds that

I(X,Y ) ≥ IGauss = −1

2
log(1− r2), (9)

where the equality holds exactly for bivariate Gaussian

distributions. The inequality (9) stems from the fact,

that normal distribution is the maximum entropy dis-

tribution for a given covariance matrix (or for a given

correlation, as we assume without loss of generality that

σ(X) = σ(Y ) = 1). From the relation between mutual

information and entropy (I(X,Y ) = H(X) + H(Y )−
H(X,Y )) it follows that mutual information of Gaus-

sian distribution IGauss(r) is then minimal from all dis-

tributions of given correlation r, under the assumption

of fixed marginal entropies, which is true when the mar-

ginals have standard normal distribution. Note that the

assumption of normality of the marginals is far less re-

strictive than it might seem. First, approximate data nor-

mality is commonly assumed in areas not restricted to

fMRI FC analysis. More importantly, even if we find

particular data deviating strongly from normality, any

sample distribution can be monotonously transformed to

match normal distribution.

To assure precise non-Gaussianity estimates, we have

indeed carried out this ’normalization’ step. It consists

in assigning the appropriate percentile to each value of a

given variable and then replacing the original values of

the variable by values corresponding to these percentiles

in a standard normal distribution. Note that this norma-

lization step does not affect mutual information between

the time series.

For two discrete random variables X1, X2 with sets of

values Ξ1 and Ξ2, the mutual information is defined as

I(X1, X2) =
∑

x1∈Ξ1

∑

x2∈Ξ2

p(x1, x2) log
p(x1, x2)

p(x1)p(x2)
,

where the probability distribution function is defined by

p(xi) = Pr{Xi = xi}, xi ∈ Ξi and the joint proba-

bility distribution function is p(x1, x2) is defined ana-

logously. When the discrete variables X1, X2 are obta-

ined from continuous variables on a continuous proba-

bility space, then the mutual information depends on a

partition ξ chosen to discretize the space. Here a simple

box-counting algorithm based on marginal equiquanti-

zation method [21] was used, i.e., a partition was gene-

rated adaptively in one dimension (for each variable) so

that the marginal bins become equiprobable. This me-

ans that there is approximately the same number of data

points in each marginal bin. In this paper we used a sim-

ple pragmatic choice of Q = 8 bins for each marginal

variable.

For each session, we have computed the mutual infor-

mation (MI) for each pair of parcels, yielding a sy-

mmetric 90-by-90 matrix of MI values. To minimize

bias of the MI estimates due to inevitable discretization

and finite sample estimation, the MI values were further

monotonously transformed to correct for these effects.

This transformation map was generated using random

samples from normal distributions with correlation ran-

ging from 0 to 1 in 200 steps of 0.005. For each corre-

lation value, 50000 such random bivariate samples with

N=300 independent observations each were generated

and the mean of their MI as computed by the equiquan-

tization method was tabulated. As for bivariate Gaus-

sian random distribution with correlation r the true MI is

IGauss = − 1
2 log(1− r2), this tabulation allows appro-

ximate transformation of estimated MI to true bivariate

MI.

To compare the (total) mutual information to the por-

tion of information conveyed in the linear correlation,

for each dataset, 99 random realizations of multivariate

time series preserving the linear structure but canceling

the nonlinear structure were constructed, and MI was

computed for these surrogates. If the original time se-

ries dependence structure was Gaussian (and therefore

fully captured by the linear correlation), the MI in the

surrogates should not differ from the original MI, up to

some random error.

The surrogates were constructed as multivariate Fourier

transform (FT) surrogates [22]: realizations of multiva-

riate linear stochastic process which mimic individual

spectra of the original time series as well as their cross-

spectrum. The multivariate FT surrogates are obtained

by computing the Fourier transform of the series, kee-

ping unchanged the magnitudes of the Fourier coeffici-

ents (the amplitude spectrum), but adding the same ran-

dom number to the phases of coefficients of the same

frequency bin; the inverse FT into the time domain is

then performed.

The idea of comparing the MI of data to MI of ’linear’

surrogates rather than directly to linear correlation of

data has two aspects. First, it allows a direct quantita-

tive comparison of the nonlinear and linear connecti-
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vity, while correlation and mutual information estima-

tors have generally different properties. Second, gene-

ration of the surrogates allows direct statistical testing

of the difference. However, this procedure generates 99

estimates of the linear MI for each parcel pair; one for

each surrogate. While these are useful for hypothesis

testing, for general presentation of the difference we

use the mean value of these 99 values. In the following

we refer to this as ‘Gaussian’ MI, and it actually clo-

sely estimates the MI of a bivariate Gaussian distribu-

tion IGauss(r) = − 1
2 log(1 − r2), where r stands for

the correlation of the two variables. The ‘neglected’ MI

is estimated by the difference between data MI and the

Gaussian MI: Ineglected(X,Y ) = I(X,Y )−IGauss(r).

3.2.3 Statistical tests: For each session and

each parcel pair, non-Gaussianity was tested at p = 0.05
by comparing data MI against MI distribution of mul-

tivariate FT surrogates. To correct for mutual compa-

risons, the number of significant pairs in given session

was than tested against the null hypothesis that the num-

ber of individual significant entries has a binomial dis-

tribution B(n = 4005, p = 0.05), where n = 4005 =
90(90−1)

2 is the number of all parcel pairs and p = 0.05
is the single entry false positive rate under condition of

pure Gaussianity of the bivariate distributions.

As it may be argued that the assumption of pair indepen-

dence is too lenient, but the exact level of dependence

is difficult to establish, we also carried out group level

tests. The percentages of significant pairs were compa-

red by means of a paired t-test to the percentages of

significant pairs obtained from ’shadow’ datasets. Each

shadow dataset was created as a multivariate FT surro-

gate of normalized data of a given session, preserving

only the linear structure of the dataset after normali-

sation of univariate marginals. Subsequently, each sha-

dow dataset has undergone the same procedure as origi-

nal data, including the initial normalization, generation

of multivariate surrogates, computation of MI and sta-

tistical testing of pair-wise MI against surrogates. In this

way, we have mimicked the full procedure using the sha-

dow dataset, accounting for any potential bias in the de-

tection rate introduced by numerical properties of the al-

gorithm. Apart from the percentages, we have also tested

the mean neglected information from data versus sha-

dow datasets by mean of a paired t-test.

3.3. Results

3.3.1 Descriptive assessment: In descriptive

terms, the data MI has proved very similar to the Gaus-

sian MI (see Figure 7). In particular, averaging across all

parcel pairs, the data MI ranged between 0.04-0.10 bits

for different sessions, while the neglected MI was more

than an order of magnitude smaller (0.0005-0.0068 bits).

Nevertheless, the neglected MI was consistently posi-

tive, which was not the case for shadow datasets (ran-

ging from -0.0007 to 0.0016 bits).
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Figure 7: Comparison of the average Gaussian and neglec-

ted information. Each stackbar represents values

for one session, averaged across all parcel pairs.

Independently of the strength of coupling, the data MI

was moreover typically within the range of surrogate

MI, as illustrated on Figure 8 top. Although the session
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Figure 8: Mutual information as function of correlation in an

example dataset (top) and the corresponding linea-

rized ‘shadow’ dataset. Each dot corresponds toMI

of one parcel pair; full lines show the 1st and 99th

percentile of the surrogate distribution; dashed line

shows the theoretical prediction for Gaussian data.

The session with the most non-Gaussianity is de-

picted.

with the most non-Gaussianity is depicted here, the dis-

tribution of computed MI for data and the corresponding

shadow dataset (Figure 9 bottom) are almost indiscerni-

ble. Also, apart from the random error due to MI esti-

mation from short time series, which is shared by data

and shadow data, both scatters follow well the theoreti-

cal prediction of dependence of MI on linear correlation

(IGauss = − 1
2 log(1 − r2), valid exactly under Gaussi-

anity).
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3.3.2 Statistical tests: The percentage of par-

cel pairs with significant non-Gaussianity was slightly

elevated in all sessions above the 5% expected under the

null hypothesis (ranging from 5.3 to 10.0% of signifi-

cant pairs in different sessions). If all the parcel pairs

were considered independent this would constitute sig-

nificant percentage for all but 5 of the sessions con-

sidered. Group level tests confirmed the statistical de-

viation from Gaussianity – when compared on group

level by means of a paired t-test, the counts of pairs

with significant nonlinearity were significantly higher

than similar counts obtained from shadow datasets (t =
6.26, df = 23, p < 0.00001). Also, the neglected in-

formation in data averaged over parcel pairs was posi-

tive for all sessions and on average had value 0.0029

bits. On the other side, the neglected information in the

shadow datasets fluctuated around zero with mean of

0.0006 bits. This difference was also clearly statistically

significant (t = 6.51, df = 23, p < 0.00001).
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Figure 9: Mutual information as function of correlation in an

example dataset (top) and the corresponding linea-

rized ‘shadow’ dataset. Each dot corresponds toMI

of one parcel pair; full lines show the 1st and 99th

percentile of the surrogate distribution; dashed line

shows the theoretical prediction for Gaussian data.

The session with the most non-Gaussianity is de-

picted.

3.4. Discussion

The presented study confirms the suitability of linear

correlation as functional connectivity measure for fMRI

time series by testing and quantifying the deviation

from bivariate Gaussianity using mutual information.

The quantitative assessment revealed that the portion of

mutual information neglected by using linear correlation

instead of considering an arbitrary non-linear form of in-

stantaneous dependence is minor. Nevertheless, formal

group-level test revealed that the percentage of parcel-

pairs with significant non-Gaussian dependence contri-

bution is indeed above random. Overall we conclude that

practical relevance of nonlinear methods trying to im-

prove over linear correlation might be limited by the fact

that the data are indeed almost Gaussian.

It is important to keep in mind that the observed deviati-

ons from Gaussianity might not reflect only a stationary

non-Gaussianity in neuronal connectivity. In the presen-

ted framework, deviation from the null hypothesis could

be caused also by nonstationarity of the signal.

For completeness, we note that linearity is also often dis-

cussed as an alternative to nonlinear, potentially chaotic

deterministic dynamical systems. In this context caution

is warranted with the interpretation of many ‘chaotic’

characteristics such as fractional correlation dimension

or Lyapunov exponents when the underlying system mi-

ght be of stochastic (non)linear nature rather than deter-

ministic (non)linear dynamical system, and particularly

when short time series such as those acquired from fMRI

are being analyzed.

4. Summary

In this paper, we have described two exemplar contri-

butions of mathematical modelling and analysis to the

study of large-scale spatiotemporal patterns of sponta-

neous brain activity. This investigation inevitably led to

new questions.

Challenges in spontaneous brain activity modelling

Further investigation is needed to reveal the role of re-

gulatory feedbacks in the slow brain activity dynamics.

The search should not be limited to the action of endo-

cannabinoids that served as an example carrier of this

mechanism in this paper - the role of other neuromodu-

lators or metabolic fatigue should be investigated.

Nongaussianity in fMRI functional connectivity

The confirmation of suitability of linear correlation as a

functional connectivity measure for resting state fMRI

provides important support to the common practice in

neuroimaging. Nevertheless, the scope of possible ge-

neralisation of the results remains an open question.

Particularly interesting is the generalisation to time-

lagged dependence structures and other preprocessing

and time series extraction methods. Explicit modelling

might have something to say regarding the emergence

of largely ‘linear’ or ‘gaussian’ dependencies on the ma-

croscopic level of regional fMRI signals from the highly

nonlinear nature of the local neuronal dynamics.
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Most of the questions discussed above are not only inte-

resting intellectual challenges – the answers are crucial

for further development and applications of the study of

spontaneous brain activity.
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Abstract

We show that some classes of logics in the

hierarchy of Implicational Deduction Theorems,

defined in the forthcoming paper [1], are not

equal. This completes the picture of hierarchy of

these logics.

1. Introduction

One of the most important theorems of classical propo-

sitional logic is the Deduction Theorem, independently

discovered by Herbrand [2] and Tarski [3], which con-

nects provability and implication. In its most popular

form it says

Γ, ϕ ⊢ ψ iff Γ ⊢ ϕ → ψ.

It enables us to find some proofs much easier. However,

this theorem does not hold in all logics. For example

in logics without contraction, we usually have so called

Local Deduction Theorem, which says that there exists

some natural k such that

Γ, ϕ ⊢ ψ iff Γ ⊢ ϕ → (. . . (ϕ︸ ︷︷ ︸
k-times

→ ψ) . . .).

The problem is that generally we do not have any (rea-

sonable) upper bound on k.

We can try to estimate k somehow. The immediate idea

is to count how many times the assumption ϕ is used

in the proof of ψ. This idea is captured in the forthco-

ming paper [1] where the situation is shown not to be so

easy. Authors define some hierarchy of logics with Im-

plicational Deduction Theorems and investigate relati-

ons between its members. It is shown that this hierarchy

collapses on some level. In this paper we show in full

details that some of its members are not the same.

This is shown by presenting, for the remaining case, a

counter-example. It is worth to note that this counter-

example was found with the help of computer. For

further details, proofs and references we refer the rea-

der to the forthcoming paper [1] mentioned already.

2. Preliminaries

We use some standard terminology from the theory of

logical calculi (see e.g. [4])—a propositional language

L (a set of logical connectives with some finite arity,

in this paper we have just one binary connective called

implication → and we use the following convention:

ϕ →0 ψ = ψ and ϕ →i+1 ψ = ϕ → (ϕ →i ψ)), the
set of L-formulae FleL over some fixed countably in-

finite set of propositional variables and L-substitutions.
An L-theory Γ is a set of L-formulae. An L-consecution
Γ�ϕ is a pair consisting of a theory Γ and a formula ϕ.

A logic L in the language L is a structural consequence

relation (in the sense of Tarski) on FleL. That is, L is a

set of relations between theories and formulae (writing

Γ ⊢L ϕ, and Γ ⊢L Γ′ as an abbreviation for Γ ⊢L ϕ for

each ϕ ∈ Γ′) satisfying the following conditions:

(i) If ϕ ∈ Γ, then Γ ⊢L ϕ.

(ii) If Γ ⊢L Γ′ and Γ′ ⊢L ϕ, then Γ ⊢L ϕ.

(iii) If Γ ⊢L ϕ, then there is a finite set Γ′ ⊆ Γ s.t.

Γ′ ⊢L ϕ.

(iv) If Γ ⊢L ϕ, then σ(Γ) ⊢L σ(ϕ) for any L-
substitution σ.
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Karel Chvalovský Non-Equivalence of Some Implicational Deduction Theorems

The previous conditions are called reflexivity, cut, fini-

tarity and structurality.

Definition 1 An axiomatic system AX is a set of fini-

tary consecutions closed under substitutions. The mem-

bers of AX with non-empty theories are called de-

ductive rules, these with empty theories are called axi-

oms. We say that AX is MP-based if modus ponens is

its only deduction rule.

Note that we have only finitary rules, and axioms as well

as rules are presented by schemata.

Definition 2 Let AX be an axiomatic system. An AX -

proof of the formula ϕ in theory Γ is a finite tree labelled
by formulae satisfying

(i) the root is labelled by ϕ,

(ii) leaves by either axioms or elements of Γ,

(iii) if a node is labelled by ψ and its preceding nodes

are labelled by ψ1, . . . , ψn then {ψ1, . . . , ψn} �
ϕ ∈ AX .

If such a proof exists we write Γ ⊢pAX ϕ.

We say that AX is an axiomatic system for (a presen-

tation of) a logic L iff L = ⊢pAX . A logic L isMP-based

if it has some MP-based presentation.

2.1. Matrix models and semantics

A matrix M for L is a pair 〈A,D〉, where A is an L-
algebra and D ⊆ A is the set of designated elements

of M. An M-evaluation for matrix M = 〈A,D〉 is a
mapping e : FleL → A which commutes with all con-

nectives in L.

Logics can be defined semantically through logical ma-

trices. Any class of L-matrices C is called matrix se-

mantics for L. We say Γ |=C ϕ iff for each M ∈ C,
M = 〈A,D〉, and each evaluation e in M, e(ϕ) ∈ D
whenever e[Γ] ⊆ D.

Notice that |=C is a logic for C being a finite set of finite

L-matrices. By relaxing either of the finiteness conditi-

ons we obtain a consequence relation, but not necessa-

rily a finitary one.

3. Implicational Deduction Theorems

In this section we define some basic notions concerning

the study of Implicational Deduction Theorems. First,

we define an analog to a Local Deduction Theorem.

Definition 3 A logic L has Simple Implicational De-

duction Theorem (IDT0) if for each theory Γ and for-

mulae ϕ, ψ:

Γ, ϕ ⊢L ψ iff there is n such that Γ ⊢L ϕ →n ψ.

We immediately obtain the following important property

of logics with IDT0, which is a consequence of our as-

sumptions concerning finitarity.

Lemma 1 A logic L with IDT0 is MP-based.

Now we present a finer analysis of Local Deduction

Theorems arising from the idea of counting number of

occurrences of ϕ in the leaves of some proof of ψ in Γ
and ϕ.

Definition 4 Let n > 0. A logic L has n-Implicational

Deduction Theorem (IDTn) if

(i) L has an MP-based presentation AX ,
(ii) for each theory Γ, formula ψ, mutually different

formulae ϕi, 1 ≤ i ≤ n, and for each AX -proof
P of ψ in Γ ∪ {ϕi | 1 ≤ i ≤ n}:

Γ ⊢ ϕ1 →j1 (ϕ2 →j2 . . . (ϕn →jn ψ) . . .),

where ji is the number of occurrences of ϕi in the
leaves of P .

It may seem that eg. IDT2 can be obtained just by double

application of IDT1, but it is not true.

Example 1 Let we assume that

ϕ, ψ, ϕ → (ψ → χ) ⊢ χ. (1)

IDT2 gives

ϕ → (ψ → χ) ⊢ ψ → (ϕ → χ) (2)

and IDT1 gives

ψ, ϕ → (ψ → χ) ⊢ ϕ → χ, (3)

but now we cannot use IDT1 once again to obtain (2).

We only know that ϕ → χ is provable from ψ and

ϕ → (ψ → χ), but we do not know how many times

ψ has to be used.

From now on, we shall use IDTn also for the class of

all logics satisfying IDTn. The meaning will be obvious

from context.

In the paper [1] we prove
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Theorem 1

(i) If a logic L has IDTn then L has IDTm for any

m ≤ n.

(ii) If a logic L has IDT3 then L has IDTm for any

m ≥ 3.

(iii) IDT0 �= IDT1 and IDT1 �= IDT2.

The previous theorem shows that the hierarchy of lo-

gics with Implicational Deduction Theorems has the

following properties

IDT0 � IDT1 � IDT2 ⊇ IDT3 = IDT4 = . . .

The remaining problem is whether IDT2 = IDT3 or not,

which is the result of this paper. We solve this problem

negatively in the next section. Before we proceed we re-

call an important characterisation lemma:

Lemma 2 Let L be a logic and n > 0 then L has IDTn
iff

(i) L is MP-based,

(ii) ⊢L ϕ → ϕ,

(iii) for each natural ai, bi, for 1 ≤ i ≤ n, holds

ϕ1 →a1 (. . . (ϕn →an (χ → ψ)) . . .),

ϕ1 →b1 (. . . (ϕn →bn χ) . . .)

⊢L ϕ →a1+b1 . . . (ϕn →an+bn ψ) . . .).

4. IDT2 �= IDT3

In this section we prove that there is a logic with IDT2

but without IDT3. The proof is based on the matrix M

in Table 1. The only denoted element of M is 1. Let us

note that the matrix was found with the help of compu-

ter.

→ 1 a b c d e f g

1 1 a b c d e f g

a 1 1 a a a c d f

b 1 1 1 a a b d e

c 1 1 1 1 a a c e

d 1 1 1 1 1 a a d

e 1 1 1 1 1 1 a b

f 1 1 1 1 1 1 1 a

g 1 1 1 1 1 1 1 1

Table 1: Model M.

From now on, we use the following notation. We abbre-

viate e(ϕ) =M 1 by ϕ = 1, because model M is fixed

and the evaluation is obvious from the context. We shall

also abbreviate it simply saying ϕ is 1.

Lemma 3 The logic L given by modelM does not have

IDT3.

Proof: There is a proof of

ϕ, ψ, ϕ → (ψ → χ) ⊢ χ,

where ϕ,ψ and ϕ → (ψ → χ) are used only once. IDT3

would give

⊢ (ϕ → (ψ → χ))→ (ψ → (ϕ → χ)),

which is not true. Consider an evaluation e(ϕ) =
a, e(ψ) = b and e(χ) = g.

Now we shall show that L has IDT2. First, we establish

some useful properties ofM.

Observation 1 The following statements are true inM:

(i) ϕ → ϕ = 1,

(ii) 1→ ϕ = ϕ,

(iii) if ϕ = 1 and ϕ → ψ = 1 then ψ = 1 (MP holds

inM).

Definition 5 We define the ordering < on the elements

ofM by

g < f < e < d < c < b < a < 1.

We use x ≤ y with the standard meaning x = y or

x < y. In the very same way as for = we use ϕ ≤ ψ
which means that for given evaluation e it holds that

e(ϕ) ≤ e(ψ).

Lemma 4 The modelM has the following properties:

(i) ψ ≤ ϕ → ψ,

(ii) ϕ0 ≤ ϕ implies ϕ → ψ ≤ ϕ0 → ψ,

(iii) ψ0 ≤ ψ implies ϕ → ψ0 ≤ ϕ → ψ.

These properties of implication inM play a very impor-

tant role in the rest of the section.

Lemma 5 For any evaluation such that ϕ1, ϕ2, ϕ3, ϕ4

are different from 1 holds

ϕ1 → (ϕ2 → (ϕ3 → (ϕ4 → ψ))) = 1.
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Proof: By Lemma 4 the worst case is ϕ1 = ϕ2 = ϕ3 =
ϕ4 = a and ψ = g, but even for such evaluation lemma

holds.

Observation 1 and Lemma 5 are very important. From

Lemma 2 we immediately obtain that we only need to

check finitely many cases to show that logic L given by

model M has IDT2.

Corollary 1 The logic L given by model M has IDT2
iff

ϕ1 →a1 (ϕ2 →a2→ (χ → ψ)) = 1 (4)

and

ϕ1 →b1 (ϕ2 →b2 χ) = 1 (5)

imply

ϕ1 →a1+b1 (ϕ2 →a2+b2 ψ) = 1 (6)

for any a1 + a2 + b1 + b2 < 4.

Now we can proceed by exhaustive checking of all

possible variants, or we can simplify our work signifi-

cantly as shown by following three lemmata.

Lemma 6 Given (4) and (5), and if

(i) ψ = 1,

(ii) χ = 1,

(iii) χ = g,

(iv) ϕ1 = g (for a1 + b1 > 0),

(v) ϕ2 = g (for a1 + b1 > 0),

then the condition (6) holds.

Proof: Cases (i), (iv) and (v) are evident. If χ = 1 then

1 = ϕ1 →a1 (ϕ2 →a2 (1→ ψ))

= ϕ1 →a1 (ϕ2 →a2 ψ)

≤ ϕ1 →a1+b1 (ϕ2 →a2+b2 ψ).

If χ = g then χ ≤ ψ and hence

1 = ϕ1 →b1 (ϕ2 →b2 χ)

≤ ϕ1 →b1 (ϕ2 →b2 ψ)

≤ ϕ1 →a1+b1 (ϕ2 →a2+b2 ψ).

Lemma 7 Given (4) and (5), and if

(i) a1 + a2 = 0,

(ii) b1 + b2 = 0,

then the condition (6) holds.

Proof: Case (i) gives χ → ψ = 1 hence χ ≤ ψ
and then (5) implies (6). Case (ii) is even easier, because

χ = 1 and then (4) implies (6).

Lemma 8 Given (4) and (5), and if

(i) a1 = 1, a2 = 0, b1 = 1, b2 = 0,

(ii) a1 = 1, a2 = 0, b1 = 0, b2 = 1,

(iii) a1 = 0, a2 = 1, b1 = 0, b2 = 1,

(iv) a1 = 2, a2 = 0, b1 = 1, b2 = 0,

(v) a1 = 2, a2 = 0, b1 = 0, b2 = 1,

(vi) a1 = 0, a2 = 2, b1 = 0, b2 = 1,

(vii) a1 = 1, a2 = 1, b1 = 0, b2 = 1,

then the condition (6) holds.

Proof: Let us show case (i). Other cases are more or

less similar. We have

ϕ1 → (χ → ψ) = 1, (7)

ϕ1 → χ = 1. (8)

Now we have ϕ1 ≤ χ from (8) and hence χ → ψ ≤
ϕ1 → ψ. From (7) we have ϕ1 ≤ χ → ψ. So we have

ϕ1 ≤ ϕ1 → ψ.

We can now on assume that ϕ1 �= 1 and ϕ2 �= 1, be-

cause 1→ ϕ = ϕ and consequentlyϕ1 = 1 andϕ2 = 1

is the same as a1 = b1 = 0 and a2 = b2 = 0, respecti-
vely. In such case all the following instances lead to the

cases solved already.

The remaining cases have to be checked separately and

in more details. We analyse all possible evaluations and

show that (4) and (5) imply (6).

Lemma 9 Given (4) and (5), and if a1 = 0, a2 = 1,
b1 = 1, b2 = 0, then the condition (6) holds.

Proof: We need to show that

ϕ2 → (χ → ψ) = 1, (9)

ϕ1 → χ = 1 (10)

imply

ϕ1 → (ϕ2 → ψ) = 1. (11)

We prove it by cases. First, if ψ = a, . . . ,d then it is

easy to show that ϕ1 → (ϕ2 → ψ) = 1 (we assume

ϕ1 �= 1 and ϕ2 �= 1). The only interesting cases are the

following:
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· ψ = e

· ϕ2 = a

· ϕ1 = a,b then ϕ1 ≤ χ from (10), hence χ ≥
b and therefore ϕ2 → (χ → ψ) < 1.

· ϕ1 = c, . . . then ϕ1 → (ϕ2 → ψ) = 1.

· ϕ2 = b

· ϕ1 = a then χ ≥ a and therefore ϕ2 → (χ →
ψ) < 1.

· ϕ1 = b, . . . then ϕ1 → (ϕ2 → ψ) = 1.

· ϕ2 = c, . . . then ϕ1 → (ϕ2 → ψ) = 1.

· ψ = f

· ϕ2 = a,b

· ϕ1 = a,b, c then χ ≥ c and therefore ϕ2 →
(χ → ψ) < 1.

· ϕ1 = d, . . . then ϕ1 → (ϕ2 → ψ) = 1.

· ϕ2 = c

· ϕ1 = a,b χ ≥ b then ϕ2 → (χ → ψ) < 1.

· ϕ1 = c, . . . then ϕ1 → (ϕ2 → ψ) = 1.

· ϕ2 = d, . . . then ϕ1 → (ϕ2 → ψ) = 1.

· ψ = g

· ϕ2 = a

· ϕ1 = a, . . . , e then χ ≥ e and therefore ϕ2 →
(χ → ψ) < 1.

· ϕ1 = f , . . . then ϕ1 → (ϕ2 → ψ) = 1.

· ϕ2 = b, c

· ϕ1 = a, . . . ,d then χ ≥ d and therefore

ϕ2 → (χ → ψ) < 1.

· ϕ1 = e, . . . then ϕ1 → (ϕ2 → ψ) = 1.

· ϕ2 = d

· ϕ1 = a,b, c then χ ≥ c and therefore ϕ2 →
(χ → ψ) < 1.

· ϕ1 = d, . . . then ϕ1 → (ϕ2 → ψ) = 1.

· ϕ2 = e

· ϕ1 = a then χ ≥ a and therefore ϕ2 → (χ →
ψ) < 1.

· ϕ1 = b, . . . then ϕ1 → (ϕ2 → ψ) = 1.

· ϕ2 = f , . . . then ϕ1 → (ϕ2 → ψ) = 1.

Let us point out that if f ≤ ψ and ϕ0, ϕ1 and ϕ2 are

different from 1, then

ϕ0 → (ϕ1 → (ϕ2 → ψ)) = 1.

So if a1 + a2 + b1 + b2 = 3 then we need to check only
ψ = g case.

Lemma 10 Given (4) and (5), and if a1 = 0, a2 = 2,
b1 = 1, b2 = 0, then the condition (6) holds.

Proof: We need to show that

ϕ2 → (ϕ2 → (χ → ψ)) = 1, (12)

ϕ1 → χ = 1 (13)

imply

ϕ1 → (ϕ2 → (ϕ2 → ψ)) = 1. (14)

We prove it by cases:

· ψ = g

· ϕ2 = a

· ϕ1 = a,b, c then ϕ1 ≤ χ from (13), hence

χ ≥ c and therefore (12) does not hold.

· ϕ2 = b

· ϕ1 = a then χ ≥ a and therefore (12) does not

hold.

In all other cases (14) holds.

Lemma 11 Given (4) and (5), and if a1 = 1, a2 = 0,
b1 = 2, b2 = 0, then the condition (6) holds.

Proof: We need to show that

ϕ1 → (χ → ψ) = 1, (15)

ϕ1 → (ϕ1 → χ) = 1 (16)

imply

ϕ1 → (ϕ1 → (ϕ1 → ψ)) = 1. (17)

The only case to show is:

· ψ = g

· ϕ1 = a then χ ≥ d from (16) and therefore (15)

does not hold.

In all other cases (17) holds.

Corollary 2 Given (4) and (5), and if a1 = 0, a2 = 1,
b1 = 0, b2 = 2, then the condition (6) holds.
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Lemma 12 Given (4) and (5), and if a1 = 0, a2 = 1,
b1 = 2, b2 = 0, then the condition (6) holds.

Proof: We need to show that

ϕ2 → (χ → ψ) = 1, (18)

ϕ1 → (ϕ1 → χ) = 1 (19)

imply

ϕ1 → (ϕ1 → (ϕ2 → ψ)) = 1. (20)

We prove it by cases:

· ψ = g

· ϕ2 = a

· ϕ1 = a,b by (19) χ ≥ e and so (18) fails.

· ϕ2 = b

· ϕ1 = a by (19) χ ≥ d and therefore (18) fails.

· ϕ2 = c

· ϕ1 = a by (19) χ ≥ d and therefore (18) fails.

In all other cases (20) holds.

Lemma 13 Given (4) and (5), and if a1 = 1, a2 = 0,
b1 = 0, b2 = 2, then the condition (6) holds.

Proof: We need to show that

ϕ1 → (χ → ψ) = 1, (21)

ϕ2 → (ϕ2 → χ) = 1 (22)

imply

ϕ1 → (ϕ2 → (ϕ2 → ψ)) = 1. (23)

We prove it by cases:

· ψ = g

· ϕ2 = a

· ϕ1 = a,b, c by (22) χ ≥ d and so (21) fails.

· ϕ2 = b

· ϕ1 = a by (22) χ ≥ e and therefore (21) fails.

In all other cases (23) holds.

Lemma 14 Given (4) and (5), and if a1 = 1, a2 = 1,
b1 = 1, b2 = 0, then the condition (6) holds.

Proof: We need to show that

ϕ1 → (ϕ2 → (χ → ψ)) = 1, (24)

ϕ1 → χ = 1 (25)

imply

ϕ1 → (ϕ1 → (ϕ2 → ψ)) = 1. (26)

We prove it by cases:

· ψ = g

· ϕ2 = a

· ϕ1 = a,b by (25) χ ≥ b and so (24) fails.

· ϕ2 = b

· ϕ1 = a by (25) χ ≥ a and therefore (24) fails.

· ϕ2 = c

· ϕ1 = a by (25) χ ≥ a and therefore (24) fails.

In all other cases (26) holds.

Lemma 15 Given (4) and (5), and if a1 = 1, a2 = 0,
b1 = 1, b2 = 1, then the condition (6) holds.

Proof: We need to show that

ϕ1 → (χ → ψ) = 1, (27)

ϕ1 → (ϕ2 → χ) = 1 (28)

imply

ϕ1 → (ϕ1 → (ϕ2 → ψ)) = 1. (29)

We prove it by cases:

· ψ = g

· ϕ2 = a

· ϕ1 = a by Lemma 11.

· ϕ1 = b by (28) χ ≥ d and therefore (27) fails.

· ϕ2 = b

· ϕ1 = a by (28) χ ≥ d and therefore (27) fails.

· ϕ1 = b by Lemma 11.

· ϕ2 = c

· ϕ1 = a by (28) χ ≥ e and therefore (27) fails.

In all other cases (29) holds.
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Lemma 16 Given (4) and (5), and if a1 = 0, a2 = 1,
b1 = 1, b2 = 1, then the condition (6) holds.

Proof: We need to show that

ϕ2 → (χ → ψ) = 1, (30)

ϕ1 → (ϕ2 → χ) = 1 (31)

imply

ϕ1 → (ϕ2 → (ϕ2 → ψ)) = 1. (32)

We prove it by cases:

· ψ = g

· ϕ2 = a

· ϕ1 = a,b, c by (31) χ ≥ e and so (30) fails.

· ϕ2 = b

· ϕ1 = a by (31) χ ≥ d and therefore (30) fails.

In all other cases (32) holds.

Theorem 2 There is a logic with IDT2 but without

IDT3.

In Tables 2 and 3 we spell all variants needed by Co-

rollary 1 to show that the logic L given byM has IDT2,

which together with Lemma 3 completes the proof of the

previous theorem. Consequently, we obtained the com-

plete picture of hierarchy of Implicational Deduction

Theorems

IDT0 � IDT1 � IDT2 � IDT3 = IDT4 = . . .

a1 a2 b1 b2 Solution

0 0 0 0 Lemma 7

1 0 0 0 Lemma 7

0 1 0 0 Lemma 7

0 0 1 0 Lemma 7

0 0 0 1 Lemma 7

2 0 0 0 Lemma 7

0 2 0 0 Lemma 7

0 0 2 0 Lemma 7

0 0 0 2 Lemma 7

1 1 0 0 Lemma 7

1 0 1 0 Lemma 8

1 0 0 1 Lemma 8

0 1 1 0 Lemma 9

0 1 0 1 Lemma 8

0 0 1 1 Lemma 7

Table 2: Proof variants for a1 + a2 + b1 + b2 < 3.

a1 a2 b1 b2 Solution

3 0 0 0 Lemma 7

0 3 0 0 Lemma 7

0 0 3 0 Lemma 7

0 0 0 3 Lemma 7

2 1 0 0 Lemma 7

2 0 1 0 Lemma 8

2 0 0 1 Lemma 8

1 2 0 0 Lemma 7

0 2 1 0 Lemma 10

0 2 0 1 Lemma 8

1 0 2 0 Lemma 11

0 1 2 0 Lemma 12

0 0 2 1 Lemma 7

1 0 0 2 Lemma 13

0 1 0 2 Corollary 2

0 0 1 2 Lemma 7

1 1 1 0 Lemma 14

1 1 0 1 Lemma 8

1 0 1 1 Lemma 15

0 1 1 1 Lemma 16

Table 3: Proof variants for a1 + a2 + b1 + b2 = 3.

5. Summary

We presented a hierarchy of logics satisfying some Im-

plicational Deduction Theorems. We know that any lo-

gic with IDTi has also IDTj for any j ≤ i and for any

0 ≤ i ≤ 1 there is a logic with IDTi but without IDTi+1.

Our paper showed that there is also a logic with IDT2

but without IDT3. Moreover, any logic with IDTi, for

i ≥ 3, has also IDTj for any j ≥ i and hence any j. This
completes the picture of our hierarchy.
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Abstract

In recent works concerning open Multi-

Agent Systems (MAS), the emphasis has been

laid on organizational aspects of the develop-

ment of agent societies. Many models of colla-

boration and cooperation of agents have been

proposed which allow reusability of design pat-

terns in MAS and separation of concerns. One

of these approaches is the role-based model, in-

spired by the importance of roles in human com-

munities. In this paper we summarize the com-

mon features of role-based methodologies, com-

pare frameworks and apply the concepts of role-

based models to a concrete scenario in the field

of Computational MAS.

1. Introduction

Agent is a computer system that is situated in some envi-

ronment and that is capable of autonomous action in this

environment in order to meet its design objectives [17].

Some of its features are adaptivity to changes in the en-

vironment or collaboration with other agents. Such in-

teracting agents join in more complex societies, Multi-

Agent Systems (MAS). These groups of agents gain se-

veral advantages, as are the applications in distributed

systems, delegacy of subproblems on other agents, and

flexibility of the software system engineering.

Many present-day applications require open societies

whose agents can join, leave them or change their po-

sition in them, and which are able to cope with dynamic

environments. The importance of an interaction and co-

operation aspects of agents, therefore, rises. The effort

to reuse MAS patterns brings the need of separation

of the interaction logic from the inner algorithmic lo-

gic of an agent. There are several approaches providing

such separation and modeling MAS from the organizati-

onal perspective, among others the Tuple-Spaces, Group

Computation, Activity Theory or Roles [4]. We will exa-

mine the latter model which is inspired by a sociological

concept of a role applied in several methodologies on the

analysis, design and implementation level.

2. Roles

The concept of a role is well established in different

fields of computer science. We can find the roles in

the domain of software development, e.g. in the object-

oriented programming, design patterns or computer-to-

human interfaces [11]. The roles there include groups

of objects with similar common behavior. The roles are

also used for restricting of the access to various sour-

ces of a system to guarantee the security, for example in

the Role Based Access Control (RBAC) [10], or in the

Computer Supported Cooperative Work (CSCW) [1].

In the field of the multi-agent systems engineering,

peculiarities of agents, such as the autonomy and abi-

lity to collaborate, are emphasized. Generally speaking,

a role is an abstract representation of stereotypical beha-

vior common to different classes of agents. Moreover, it

serves as an interface, through which the agents obtain

their knowledge of their execution environment and af-

fect this environment. Such representation contains a set

of patterns of interactions, capabilities and knowledge

which the associated agent may utilize to achieve its go-

als. On the other side, the role defines constraints, which

a requesting agent has to satisfy to obtain the role, and

responsibilities, for which the agent playing this role

holds accountable. It serves also as a mean of defini-

tion of protocols, common interactions between agents.

In most approaches the assignment between roles and

agents is a general relation, i.e. an agent may handle
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more roles as well as a role can be embodied by different

classes of agents. Moreover, the agents can change their

roles dynamically.

The role-based solutions may be independent of the con-

crete situation in a system. This allows to design an ove-

rall organization of the multi-agent systems, represen-

ted by roles and their interactions, separately from the

algorithmic issues of agents and to reuse the solutions

from different application contexts. The coordination of

agents is based on local conditions, especially the positi-

ons of the agent playing some role, and so even the large

MAS can be built modularly out of simple organizatio-

nal structures.

3. Survey of existing approaches

We will describe there briefly some of the role-based ap-

proaches. The comparison is difficult for many reasons.

First, the models vary in the used terminologies and de-

finitions of roles. In addition, the roles are not exploited

in all phases of the development process. Some of them

define the roles in the analysis phase and these are trans-

formed to agent classes during design, whereas others

implements the role-based support for applications.

The Gaia methodology [18] is a conceptual model for

multi-agent system analysis and design. The phases pre-

ceding the implementation, i.e. the analysis and design,

are there well separated and key concepts in each phase

are identified. The goal of the analysis phase is an elabo-

ration of functional features of the MAS and its organi-

zation, which includes: identification of the roles played

by agents in the organization, interactions between these

roles controlled by the protocols, and constraints on both

roles and protocols maintaining their coherency. These

three domains (i.e. roles, protocols and constraints) con-

stitute the role model, interaction model and organizati-

onal rules, which are inputs of the next phase, the design

phase. The actual agent system is there defined so that

it will be suitable for an easy implementation. This de-

finition results in the following three models: the agent

model, which determines final classes playing concrete

roles; service model, which identify the services associ-

ated with each agent to fulfill its role; and acquaintance

model, which represents communication between agents

and follows from the interaction and agent model.

The role model’s domain in Gaia is a set of the key roles

in the system. The roles are defined by means of the four

following attributes: protocols, which define the speci-

fic patterns of interaction with other roles; activities,

i.e. tasks associated with the role that an agent carries

about without interaction with another agent; permissi-

ons, which determine access to information resources;

and finally responsibilities, determining expected beha-

vior and functionality of the role.

The interaction model consists of a set of protocol de-

finitions, the definitions of fixed patterns of interactions

between roles. These protocols are described by sche-

mata with following attributes: the initiating role, re-

sponding role, inputs, outputs (i.e. information used by

initiator and provided by responder) and description of

protocol’s purpose. The organizational rules control the

coherency of the system and can be useful in the context

of open systems. These models lead to the final agent

model, assignment of agent classes to the roles, their ser-

vices required to perform these roles and acquaintances

directing the interactions between agents.

The Gaia methodology represents a role-based model of

MAS engineering from the organizational perspective.

The models designed by means of this methodology are

independent on a choice of the final implementation. On

the other side, the support for the role-based implemen-

tation is not considered and the role model is used only

in the analysis phase and left in the design level. There

are attempts to combine the Gaia methodology with the

JADE framework [13] but the flexibility resulting from

the role approach is not exploited in an application. The

Gaia is suitable mainly for closed systems, where the

components are known at the design time since the re-

lation between roles and agents is firm.

The aim of theMultiagent Systems Engineering (MaSE)

[7] methodology is a development of general-purpose

multi-agent systems. The development is again split into

analysis and design phase. The analysis phase consists

of three steps: capturing the goals, which is done by

identifying the goals and subgoals of a system in sce-

narios and by structuring goals into a goal hierarchy

diagram; applying the use cases, where the scenarios

are captured with desired system behaviors and event

sequences; and refining the roles, where a role model is

established.

The result of the analysis phase is thus a set of ro-

les responsible for achieving of the system level go-

als. The purpose of the design phase is a definition

of concepts more suitable for implementation: agents

and conversations. It progresses through four steps: con-

struction of agent classes, where agent classes and their

conversations are identified and documented in Agent

Class Diagrams; constructing conversations, i.e. detai-

led definition of conversations model by means of finite

state automata; assembling agent classes, i.e. defining

the agents’ internal architecture; and deployment design,
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Ondřej Kazı́k Concept of Role in Multi-Agent Systems Development: ...

where the actual configuration of the system is chosen

and documented in a Deployment Diagram.

The MaSE has several weaknesses: there is no mecha-

nism for modeling MAS interaction with the environ-

ment, designed MAS have rather fixed organization, the

integration of sub-teams into a MAS is not allowed, the

protocols are decomposed into small and simple pieces,

and roles are again restricted to the analysis phase. Some

of these disadvantages are solved in organizational ex-

tension of the methodology, O-MaSE [6].

The ALAADIN framework [8, 9] is an organization-

centered generic meta-model of multi-agent systems. It

defines a general conceptual structure which is utili-

zed in the MAS development. The framework descri-

bes MAS from an organizational perspective, instead of

using terms of agents’ mental states (agent-centered).

This model (also called AGR) focuses on three basic

concepts: agent, group and role.

An agent is an active, communicating entity which plays

roles and is a member of groups. The model does not

describe internal structure and architecture of the agent,

only its expected behavior. A group is a set of agents and

serves as a context for these agents. A group structure,

an abstract representation of a group, is described by a

set of admissible roles which agents in the group can

play, and by possible interactions between the role pairs

in the group. Two agents can communicate if and only

if both are in the same group. On the other hand, groups

can intersect due to the agents handling two different

roles in different groups. Roles, thus, are abstract re-

presentations of the functional position of an agent in a

group and at the same time they are views of agents pla-

ying them, i.e. the way other agents recognize them. The

AGR model also introduces the formal model of an or-

ganizational structure defining sets of roles, groups and

their interactions and dependencies. In order to demon-

strate the potentialities of the model, the MadKit agent

platform have been implemented [8].

The positive features of the ALAADIN model are intro-

ducing modularity of MAS consisting of simpler groups

and interoperability among different implementation

platforms allowed by a role view of agents. However,

the roles are still tightly bound to the notion of agents.

The BRAIN (Behavioral Roles for Agent INteractions)

[3] framework is a multi-layer role-based approach to

support MAS development process. The framework pro-

vides three components: model of interactions, XML-

based notation and interaction infrastructures.

The interaction model in BRAIN represents a role by a

set of capabilities and an expected behavior. The role’s

set of capabilities is a set of available actions which an

agent playing the role can perform in order to fulfill its

task. The expected behavior is a set of events that an

agent playing the role ought to handle. Interactions be-

tween two agents are then represented in the form of

couples (action, event), where action is from

the set of capabilities of the initiating agent and event

is managed by the expected behavior of the requested

agent.

This role model is described by means of the XML-

based notation, called XRole. The tagged XRole repre-

sentation of the model is a compromise of human and

machine readability, interoperability and platform in-

dependence. An XRole document contains three main

parts: the basic information, allowed actions and reco-

gnized events.

The BRAIN interaction infrastructures are implemen-

tations of the role model. [5] The interaction in-

frastructure allows assumption and dismission of roles

by agents during their lifetime, translation of actions into

events and their delivery, and control local policies of

the system. Different infrastructures (RoleSystem or Ro-

leX) can be plugged-in into the system according to the

need of flexibility, security, efficiency or compactness of

the system without any change of the two top layers.

The BRAIN model supports MAS development in all of

its phases and introduces dynamism into the agent-role

relation during the run-time. Moreover, the role model

of a MAS is independent on the platform which controls

sending messages. On the other hand, this is provided

by rather complicated process of role registration inclu-

ding either communication with a central unit or Java

bytecode manipulation.

There exist other approaches employing the concept

of roles that are not so relevant to our work. Xu,

Zhang and Patel’s [19] approach proposes another for-

mal role-based model of open MAS specified by me-

ans ofObject-Z formalism, consisting of the role organi-

zation, role space and agent society. RoleEP (Role based

Evolutionary Programming, [16]) is a system suppor-

ting construction of cooperative mobile agent applicati-

ons, which are described by mean of four basic notions:

objects, roles, agents and environments. The TRUCE

(Tasks and Roles in a Unified Coordination Environ-

ment, [12]) framework consists of concurently interpre-

ted scripts defining coordination between agents.
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4. Case Study: Computational MAS

The application area of our concern is computational in-

telligence, namely hybrid models. These models inclu-

ding combinations of artificial intelligence methods,

such as neural networks, genetic algorithms (GA) and

fuzzy logic controllers, have shown to be promising and

extensively studied research area [2]. They have demon-

strated better performance over individual methods in

many real-world tasks. Their disadvantage is generally

higher complexity, and the need to manually set them

up and tune various parameters. Also, there are not many

software packages that provide a large collection of indi-

vidual computational methods, as well as the possibility

to connect them into hybrid schemes in various ways.

The hybrid models are thus complex systems with a

large number of components and computational me-

thods, and with potentially unpredictable interactions

between these parts. Multi-agent systems are suitable

solutions in order to manage this complexity. The com-

putational MAS contains one or more computational

agents, i.e. highly encapsulated objects realizing particu-

lar computational methods, collaborating with other au-

tonomous agents to fulfill their goals. Several models of

development of hybrid intelligent systems by means of

MAS have been proposed, e.g. [20] and [14].
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Figure 1: The organizational structure diagram of the com-

putational MAS.

In order to verify the abilities of role-based models we

will present an example of the analysis of a computati-

onal MAS scenario. We are exploiting the conceptual

framework of the AGR model. Its organization-centered

perspective allowing modular and variable construction

of MAS is well suited especially to more complicated

configurations of computational agents.

As an example we take the computational MAS from

[15]. The system consists of a Task Manager agent, Data

Source agent, two computational agents (RBF neural ne-

twork and Evolutionary algorithm agent) and supple-

mentary agents. In the case of RBF network, there are

unsupervised (vector quantization) and supervised (gra-

dient, matrix inverse) learning agents. The evolutionary

algorithm agent needs Fitness, Chromosome and Tuner

agents.

Such a computational MAS is represented by an role or-

ganizational structure showed on the Figure 1. It conta-

ins the following group structures:

• Computational Group Structure. It contains three

roles: a Task Manager, Data Source and Compu-

tational Agent.

• Simple Learning Group Structure consisting of

two roles: a Teacher and Learned Computatio-

nal Agent. This structure is instantiated by three

groups for each Teacher (Vector Quantization,

Gradient and matrix inverse).

• Evolutionary Algorithm Group Structure which is

more complicated than the previous two. It con-

tains an Evolutionary Algorithm agent, Evolved

Computational Agent, Fitness, Chromosome and

Tuner.
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Figure 2: The organization of a concrete computational MAS

scenario (cheeseboard notation).
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At the beginning of the run, only the computational

group exists with the RBF network in the role of a com-

putational agent. After the request for learning the pro-

blem by the task manager, appropriate simple learning

groups are created and the learning agents are construc-

ted/reused/found. Similarly, the evolutionary algorithm

group is constructed with all supplementary agents. The

interactions proceed according to the definition of orga-

nizational structure. The Figure 2 shows an actual orga-

nization of such computational MAS.

We can see, that the role model allows to simplify the

construction of more complicated computational multi-

agent systems by its decomposition to the simple group

structures and roles, to which the agents assigns. More-

over, the position of an agent in MAS in every moment

of the run-time is defined by their roles without need to

take into account their internal architecture or concrete

method it implements. It also reduces the space of possi-

ble responding agents when interactions are established.

5. Conclusion

In large and open multi-agent systems, where agents can

join and leave different groups and behave according to

its changing position in the environment, the emphasis

shifts from the inner structure and algorithmic logic of

individual agents to their interaction and cooperation

aspects. In this paper we have examined the concept of

a role which allows to design multi-agent systems from

this organizational perspective.

This paper has also presented a survey of the most signi-

ficant role approaches for MAS. Despite their diversity

in a terminology and varying support for the phases of

the development, an introduction of this concept simpli-

fies engineering of an application. In general, a role is

a concept independent of agents, to which an agent can

assign, and it is defined as a set of obligations and ca-

pabilities of the agent. Protocols and groups the agents

can participate are also described by means of the ro-

les. The advantages in the development result from the

separation of concerns, generality and reusability of so-

lutions, modularity and locality. These features signifi-

cantly reduces the development process.

We have also proved usability of the role approach in

computational MAS, where individual agents migrate

and establish potentially unpredictable interactions. The

analysis of a scenario from this field by means of con-

cepts of agents, groups and roles suggests possibilities

of such a model.

Future research will be put in the formal ontological de-

scription of the earlier mentioned role model of com-

putational MAS by means of Description Logics. This

formalization allows to link the role-based analysis with

run-time management of the system. Maintaining con-

sistency and matchmaking of the responding agent can

be converted to a simple reasoning, integrity constraints

validation or query problem in the ontological model.
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Abstract

One of the important data mining tasks is

the search for co-occurences among the items

in the databases, the so called frequent itemset

mining. Let us consider a retail store. We track

the contents of baskets of customers. The con-

tent of the baskets is stored in the database as

transactions. In this database, we search for sets

of items (itemsets in short) that occurs in at least

min support transactions.
The automated collection of data in compa-

nies allows to store huge amount of data. This

creates the need for parallel mining of frequent

itemsets. In this paper, we present a new method

for parallel mining of frequent itemsets based

on the reservoir sampling that statically load-

balance the workload.

1. Introduction

The automated data collection causes extreme growth

of the database sizes. Processing of databases of such

sizes is almost impossible with a single processor. The-

refore, new parallel algorithms that are able to process

such amount of data are needed.

Today, large shared-memory machines parallel are still

quite expensive. Distributed-memory multiprocessors

can easily be built from cheap computers connected with

a special network. Therefore, we consider designing al-

gorithms for distributed-memory parallel machines.

One of the important data mining tasks is the search for

co-occurences among the data. Let us consider a retail

store. We track the contents of baskets of customers.

The content of the baskets is stored in the database as

transactions. In this database, we search for sets of items

(itemsets in short) that occurs in at least min support
transactions. These itemsets are so called frequent item-

sets (or FIs in short). From FIs, we create rules of type

X ⇒ Y , where X,Y are two FIs. For example {butter,
bread} ⇒ {milk}. The search of these co-occurences is

divided into two parts: 1) find all frequent itemsets; 2)

create association rules from the FIs.

The task of mining of FIs is computationally and me-

mory demanding. It seems that the finding of all FIs

is the most time-consuming part of the whole process.

With the growth of retail-store databases it is important

to design parallel algorithms for mining of FIs.

In [1] and [2] we have proposed new parallel methods

for mining of FIs. We denote the set of all FIs by F . The

basic idea of the algorithms is to create a sample F̃s that
is used to create disjoint partitions Fi, Fj ⊆ F such that

|Fi|/|F| ≈ 1/P , where P is the number of processors.

The relative size |Fi|/|F| is estimated using the sample

F̃s. The partitions Fi are then independently processed

by each processor. In [1, 2], we have proposed a me-

thod of creation of F̃s, based on a modified coverage

algorithm. The problem with these two methods is that

the sample F̃s is non-uniform and therefore, we do not

have any guarantees on the load-balance. Additionally,

the two methods needs an algorithm for mining of ma-

ximal frequent itemsets (MFIs in short). The MFIs are

hold in main memory and used in the modified coverage

algorithm. Since the number of MFIs can be quite large,

the methods are in some cases very memory consuming.

In this paper, we show how to create a uniform sample

F̃s using a different, faster and less memory consuming,

method. The new method does not need an algorithm

1The author is also assistant professor at CTU FIT, Department of Theoretical Informatics and doctoral student of CTU FEE, Department of

Computers.
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for mining of MFIs and therefore is less memory con-

suming. Our new method needs only the algorithm for

mining of FIs.

2. Notation

Let B = {bi} be a base set of items (items can be num-

bers, symbols, strings etc.). An arbitrary set of items

U ⊆ B will be further called an itemsets. Further, we

need to view the baseset B as an ordered set. The items

are therefore ordered using an arbitrary order <: b1 <
b2 < . . . < bn, n = |B|. Hence, we can view an itemset

U = {bu1
, bu2

, . . . , bu|U|
}, bu1

< bu2
< . . . bu|U|

, as an

ordered set denoted by U = (bu1
, bu2

, . . . , bu|U|
).

Let U ⊆ B be an itemset and id a unique identifier. We

call the pair (id, U) a transaction. The id is called the

transaction id. A database D is a set of transactions. In

our algorithms, we need to sample the databaseD. A da-

tabase sample is denoted by D̃. We define the support as

the number of transactions containing U , but in some li-

terature, the relative support is defined by Supp∗(U) =
Supp(U)/|D|. We call U frequent in database D if

Supp(U,D) ≥ min support. We can also define the

frequent itemset using the relative support, denoted by

min support∗, 0 ≤ min support∗ ≤ 1, i.e., an item-

set is frequent iff Supp∗(U,D) ≥ min support∗.

We denote the set of all frequent itemsets computed

from D by F . The set of all frequent itemsets compu-

ted from D̃ is denoted by F̃ . In our algorithms, we need

to sample the set F . A sample of frequent itemsets is

denoted by F̃s. In our case, the set F̃s is a sample of F̃ ,

i.e., F̃s ⊆ F̃ .

The basic property of frequent itemsets is the so called

monotonicity of support. It is an important property for

all FIs mining algorithms and is defined as follows:

Theorem 3 (Monotonicity of support) Let U, V ⊆ B
be two itemsets such that U � V and D be a da-

tabase. Then for the supports of U and V we have

Supp(U,D) ≥ Supp(V,D).

The multivariate hypergeometric distribution describes

the following problem: let the number of colors be C
and the number of balls colored with color i is Mi

and the total number of balls is N =
∑
iMi. Let Xi,

1 ≤ i ≤ C, be a random variable representing the

number of balls colored by the ith color. The sample

of size n is drawn from balls and Xi balls, such that

n =
∑C
i=1 Xi are colored by the ith color. Then the

probability mass function is:

P (X1 = k1, . . . , XC = kC) =

∏C
i=1

(
Mi

ki

)
(
N
n

) .

We denote the number of processors by P and processor

i by pi.

3. The lattice of all itemsets

It is well known that the powerset the powerset P(B) of
a set B is a complete lattice. The join operation is the set

union operation and meet the set intersection operation.

To decompose the P(B) into the prefix-based equiva-

lence classes, we need to order the items in B. An equi-

valence relation partitions the ordered set P(B) into

disjoint subsets called prefix-based equivalence classes:

Definition 4 (prefix-based equivalence class) Let

U ⊆ B, |U | = n be an itemset. We impose some order

on the set B and hence view U = (u1, u2, . . . , un), ui ∈
B as an ordered set. A prefix-based equivalence class

(PBEC in short) of U , denoted by [U ]l, is a set of

all itemsets that have the same prefix of length l, i.e.,
[U ]l = {W = (w1, w2, . . . , wm)|ui = wi, i ≤ l,m =
|W | ≥ |U |, U,W ⊆ B}

To simplify the notation, we use [W ] for the PBEC [W ]l
iff l = |W |. Each [W ],W ⊆ B is a meet sublat-

tice of (P(B),⊆). Additionally, we use the term pre-

fix for both: (a) ordered set; (b) unordered set; if clear

from context, e.g., let B = {1, 2, 3, 4, 5} with the order

1 < 2 < 3 < 4 < 5 and U = {3, 1, 2} then the term

prefix means U = (1, 2, 3). The extensions of the PBEC
[U ], U ⊆ B is an ordered setΣ ⊆ B such that U∩Σ = ∅
and for eachW ∈ [U ],W \U ⊆ Σ. We denote the PBEC

together with the extensions Σ by [U |Σ].

Let B = {b1, . . . , bn}, b1 < . . . < bn. Let Ui = {bi}
and Σi = {bj |bi < bj} then [Ui|Σi] forms disjoint

PBECs. Each PBEC [Ui|Σi] can be recursively divided

into disjoint PBECs in the following way: let Wk =
Ui ∪ {bk}, bk ∈ Σi and Σ′

k = {b ∈ Σi|bk < b} then

[Wk|Σ′
k] forms disjoint PBECS. We omit the extensions

from the notation if clear from context.

Further, we need to partition F into n disjoint sets, de-

noted (F1, . . . , Fn), satisfying Fi ∩ Fj = ∅, i �= j,
and

⋃
i Fi = F . This partitioning can be done using

the PBECs. The PBECs can be collated into n par-

titions as follows: let have disjoint PBECs [Ul], such
that

⋃
l[Ul] = F , 1 ≤ l ≤ m and sets of indexes

of the PBECs Li ⊆ {l|1 ≤ l ≤ m}, 1 ≤ i ≤ n
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such that Li ∩ Lj = ∅ and
∑
i |Li| = m then Fi =⋃

l∈Li
([Ul] ∩ F).

The basic idea of our algorithm is to create a database

sample D̃ that allow us to estimate the support of an ar-

bitrary itemset and using D̃, we create identically (but

not independently distributed) sample of all FIs F̃s. Let
Ui be a prefix of the PBEC [Ui|Σi]. Using the sample,

we can estimate the relative size of an arbitrary PBEC

[Ui]
|[Ui]∩F|

|F| ≈ |[Ui]∩F̃s|

|F̃s|
. The knowledge of the re-

lative size of PBECs allow us to create the partitions

Fi, 1 ≤ i ≤ P such that |Fi|/|F| ≈ 1/P .

4. Database sample

The time complexity of the decision whether an itemset

U is frequent or not is in fact the complexity of compu-

ting the relative support Supp∗(U,D) in the input da-

tabase D. If we know the approximate relative support

of U , we can decide whether U is frequent or not with

certain probability. We can estimate the relative support

Supp∗(U,D) from a database sample D̃, i.e., we can

use Supp∗(U, D̃) instead of Supp∗(U,D) – this signi-

ficantly reduces the time complexity. The approach of

estimating the relative support of U was described by

Toivonen [3]. Further, we denote the set of all FIs com-

puted from the database sample D̃ by F̃s.

Toivonen uses a database sample D̃ for the sequential

mining of frequent itemsets and for the efficient esti-

mation of theirs supports. Toivonen’s algorithm works

as follows: 1) create a database sample D̃ of D; 2) com-

pute all frequent itemsets in D̃; 3) check that all these FIs

computed using D̃ are also FIs in D and correct the out-

put. If an itemset is frequent in D and not in D̃, correct

the output using D. Toivonen’s algorithm is based on an

efficient probabilistic estimate of the support of an item-

set U . We reuse this idea of estimating the support of

U in our method for parallel mining of FIs, i.e., we use

only the first two steps.

We define the error of the estimate of Supp∗(U,D)

from a database sample D̃ by: errsupp(U, D̃) =

|Supp∗(U,D)− Supp∗(U, D̃)|

The database sample D̃ is sampled with replacement.

The estimation error can be analyzed using the Chernoff

bound without making other assumptions about the da-

tabase. The error analysis then holds for a database of

arbitrary size and properties.

Theorem 4 [3] Given an itemset U ⊆ B and a random
sample D̃ drawn from database D of size

|D̃| ≥ 1

2ǫ2
D̃

ln
2

δD̃
,

then the probability that errsupp(U, D̃) > ǫD̃ is at most

δD̃.

Using a database sample D̃ with size given by the pre-

vious theorem, we can estimate Supp∗(U,D) with error
ǫD̃ that occurs with probability at most δD̃: It follows
from Lemma 4 that if we compute the approximation

F̃ of F from the database sample D̃ of size |D̃| ≥
1

2ǫ2
D̃

ln 2
δD̃

, we should get an estimate of the supports of

itemsets U ∈ F̃ , i.e., potentionally, we have a close ap-

proximation F̃ of F .

5. The reservoir sampling algorithm

In this section, we show the reservoir sampling algori-

thm that creates an uniformly but not independently dis-

tributed sample F̃s of F̃ on the contrary of the previous

section.

Vitter [4] formulates the problem of reservoir sampling

as follows: given a stream of records; the task is to create

a sample of size n without replacement from the stream

of records without any prior knowledge of the length of

the stream.

We can reformulate the original problem in the terms

of F̃ and F̃s: let’s consider a sequential algorithm that

outputs all frequent itemsets F̃ from a database D̃. We

can view F̃ as a stream of FIs. We do not know |F̃ |
in advance and we need to take |F̃s| samples of F̃ , see

Theorem 5. We take the samples F̃s using the reservoir

sampling algorithm. This solves our problem of making

a uniform sample F̃s ⊆ F̃ . The sampling is done using

an array of FIs (a buffer, or in the terminology of [4] a

reservoir) that holds F̃s.

The reservoir sampling uses the following two procedu-

res: 1) READNEXTFI(L): reads next FI from an output

of an arbitrary sequential algorithm for mining of FIs

and stores the itemset at the location L in memory; 2)

SKIPFIS(k): skips k FIs from the output of an arbitrary

algorithm for mining of FIs. And the following function:

RANDOM() which returns an uniformly distributed real

number from the interval [0, 1]

The simplest reservoir sampling algorithm is summa-

rized in Algorithm 2. It takes as an input an array

R (reservoir/buffer) of size n = |F̃s|, the function

READNEXTFI(L) that reads an FI from the output of
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an FI mining algorithm and stores it in memory at lo-

cation L, and finally the function SKIPFIS(k) that skips
k FIs. The algorithm samples |F̃s| FIs and stores them

in memory into the buffer R.

The RESERVOIR-ALGORITHM follows:

Algorithm 2 The RESERVOIR-SAMPLING algorithm.

RESERVOIR-SAMPLING(In/Out: Array R of size n,
In: Integer n,
In: Function ReadNextFI,

In: Function SkipFIs)

1: for j = 0 to n− 1 do

2: ReadNextFI(R[j])
3: end for

4: t = n
5: while not eof do

6: t = t + 1
7: m = ⌊t×RANDOM()⌋ {pick uniformly a number

from the set {1, . . . , t− 1}}
8: if m < n then

9: ReadNextFI(R[m])
10: else

11: SkipFIs(1)
12: end if

13: end while

The RESERVOIR-SAMPLING is quite slow, it is linear in

the number of input records read by READNEXTFI(R),

i.e., it is linear in |F̃ |. Vitter [4] created a faster al-

gorithm with the average running time O(|F̃s|(1 +

log |F̃|

|F̃s|
)), where |F̃s| is the size of the array R used by

RESERVOIR-SAMPLING. The algorithm has the same

parameters as the RESERVOIR-SAMPLING and we de-

note the Vitter’s variant of the reservoir sampling algo-

rithm by VITTER-RESERVOIR-SAMPLING.

Now, we analyse the relative size of a PBEC using the

samples taken by the reservoir sampling algorithm. The

reservoir sampling samples the set F̃ without replace-

ment, resulting in F̃s. The reservoir sampling process

can be modeled using the hypergeometric distribution.

In the rest of this chapter, we analyze the bounds on the

relative size of a set of itemsets using the sample made

by the reservoir sampling using a hypergeometric distri-

bution.

Using the bounds from [5], i.e., estimation of the relative

size of a PBEC but using an uniformly but not indepen-

dently distributed sample. From these bounds follows

the following theorem:

Theorem 5 (Estimation of the relative size of F ⊆ F̃)

Let F ⊆ F̃ be a set of itemsets. The relative size of F ,
|F |

|F̃|
, is estimated with error ǫF̃s

with probability δF̃s

from a hypergeometrically distributed sample F̃s ⊆ F̃
with parametersN = |F̃ |,M = |F | (see [5] for details)
of size:

|F̃s| ≥ −
log(δF̃s

/2)

D(ρ + ǫF̃s
||ρ)

Where D(x||y) is the Kullback-Leibler divergence of
two hypergeometrically distributed variables with para-

meters x, y and ρ = |F |/|F̃ |.

The expected value of the size |F | is E[|F ∩ F̃s|] =

|F̃s| · |F |

|F̃|
.

Proof: Can be found in [5].

6. Summary of the previous two methods

In [1] we have proposed the PARALLEL-FIMI-SEQ me-

thod and in [2] we have proposed the PARALLEL-FIMI-

PAR method. The idea of the two methods is to partition

all FIs into P disjoint sets Fi, using PBECs of relative

size
|Fi|
|F| ≈ 1

P . Each processor pi then processes parti-

tion Fi. The whole method consists of four phases.

The four phases are designed in such a way that they

statically load-balance the computation of all FIs. Pha-

ses 1–2 prepares the static load-balancing for Phase 4.

In the Phase 3, we redistribute the database partitions

so each processor can proceed independently with some

PBECs. In the Phase 4, we execute an arbitrary algori-

thm for mining of FIs. To speedup Phases 1–2, we can

execute each of Phase 1–2 in parallel.

The input and the parameters of the whole method

are the following: 1) Minimal support min support∗;
2) The sampling parameters: real numbers 0 ≤
ǫD̃, δD̃, ǫF̃s

, δF̃s
≤ 1, see Sections 4 and 5; 3) The re-

lative size of a PBEC: the parameter ρ, 0 ≤ ρ ≤ 1, see
Sections 5; 4) Partition parameter: real number α, 0 ≤
α ≤ 1; 5) Database parts Di, 1 ≤ i ≤ P . The database

partitions are loaded by each processor at the beginning

of the methods.

We assume that at the beginning of the computation,

processor pi loads its database partition Di to a local

memory. The database partitions Di has the following

properties: Di ∩Dj = ∅, i �= j, and |Di| ≈ |D|
P . Addi-

tionally, without loss of generality, we expect that each
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bi ∈ B is frequent. Therefore, each processor pi compu-

tes local support of all items bj ∈ B in its database part

Di. The support is then broadcast and each pi removes

all bj that are not globally frequent. The four phases are

summarized below:

Phase 1 (sampling of FIs): the input of Phase 1 is the

minimal support min support∗, a partitioning of the

database D into P disjoint partitions Di, and the real

numbers 0 ≤ ǫD̃, δD̃, ǫF̃s
, δF̃s

≤ 1. Output of Phase 1

is a sample of frequent itemsets F̃s ⊆ F̃ . Generally,

the only purpose of the first phase is to compute a sam-

ple F̃s. First, each processor samples Di (in parallel)

and creates partD′
i and broadcasts them to other proces-

sors (all-to-all scatter1). Each processor pi then creates

D̃ =
⋃
iD′

i. The the processors compute the set of all

MFIs from D̃, denoted by M̃. The set M̃ is the upper

boundary in the sense of set inclusion of the set F̃ , i.e.,

for each U ∈ F̃ exists m ∈ M̃ such that U ⊆ m.

We need to take a sample F̃s � F̃ . This can be done

using a modified coverage algorithm. The modified co-

verage algorithm randomly chooses m ∈ M̃ with pro-

bability |P(m)|/∑
m′∈M̃

|P(m′)|. Then it picks uni-

formly a set U ∈ P(m). This approach does not genera-

tes an identically distributed sample F̃s, but it gives rea-
sonably good results and it is very quick. The difference

between PARALLEL-FIMI-SEQ and PARALLEL-FIMI-

PAR methods is that the second computes a set M , such

that M̃ ⊆ M ⊆ F̃ , i.e., it computes a superset of M̃.

Computation of M̃ in parallel makes the PARALLEL-

FIMI-PAR faster then PARALLEL-FIMI-SEQ.

Phase 2 (lattice partitioning): the input of this phase is

the sample F̃s, the database sample D̃ (both computed

in Phase 1) and the parameter α. In Phase 2 the algori-

thm creates prefixes Ui ⊆ B and the extensions Σi of
each PBEC [Ui|Σi], and estimates the size of [Ui|Σ]∩F
using F̃s. The PBECs [Ui|Σi] are then assigned to the

processors and the assignment is broadcast to the pro-

cessors.

Phase 3 (data distribution): the input of this phase is

the assignment of the prefixes Ui and the extensions

Σi to the processors pi and the database partitioning

Di, i = 1, . . . , P . Now, the processors exchange data-

base partitions: processor pi sends Sij ⊆ Di to pro-

cessor pj such that Sij contains transactions needed by

pj for computing support of the itemsets of its assigned

PBECs.

Phase 4 (computation of FIs): as the input to each

processor are the prefixes Ui ⊆ B, the extensions

Σi, and the database parts needed for computation of

supports of itemsets V ∈ [Ui] ∩ F and the original

Di. Each processor computes the FIs in [Ui] ∩ F by

executing an arbitrary sequential algorithm for mining

of FIs. Additionally, each processor computes support

of W ⊆ Ui in Di, i.e., Supp(W,Di). The supports

are then send to p1 and p1 computes Supp(W,D) =∑
1≤i≤P Supp(W,Di)

7. Proposal of a new DM parallel method

Our new method is called Parallel Frequent Itemset

MIning – Reservoir (Parallel-FIMI-Reservoir in short).

This method works for any number of processors P ≪
|B|. The basic idea is the same as in PARALLEL-FIMI-

SEQ and PARALLEL-FIMI-PAR methods. The main di-

fference is the usage of the so called reservoir sampling

algorithm instead of the modified coverage algorithm.

This allow us to take an identically but not independently

distributed sample F̃s. We make the sample F̃s in paral-
lel: in Phase 1, we execute an arbitrary algorithm for

mining of FIs in parallel and the output of the FI mi-

ning algorithm is sampled using the reservoir sampling

(in parallel). The input parameters are the same as in the

PARALLEL-FIMI-SEQ and PARALLEL-FIMI-PAR me-

thods

7.1. Detailed description of Phase 1

In this Section, we give a detailed description of the sam-

pling process based on the reservoir sampling [4] that

samples F̃ uniformly, i.e., it creates an identically dis-

tributed sample of F̃ .

In our parallel method, we are using the VITTER-

RESERVOIR-SAMPLING Algorithm, the faster reservoir

sampling algorithm. To speedup the sampling phase of

our parallel method, we execute the reservoir sampling

in parallel. The database sample D̃ is distributed among

the processors – each processor having a copy of the

database sample D̃. The baseset B is partitioned into

P parts Bi ⊆ B of size |Bi| ≈ |B|/P such that

Bi ∩ Bj = ∅, i �= j. Processor pi then takes part Bi

and executes an arbitrary sequential depth-first search

(DFS in short) algorithm for mining of FIs, enumerating

[(bj)] ∩ F̃ , bj ∈ Bi. The output, the itemsets [(bj)] ∩ F̃ ,

of the sequential DFS algorithm are read by the reservoir

sampling algorithm. If a processor finished its part Bi, it

asks other processors for work. For terminating the pa-

rallel execution, we use the Dijkstra’s token termination

algorithm.

1All-to-all scatter is a well known communication operation: each processor pi sends a message mij to processor pj such that mij �= mik ,

i �= k.
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The task of the process is to take |F̃s| = − log(δF̃s
/2)

D(ρ+ǫF̃s
||ρ)

samples, see Theorem 5. Because the reservoir sam-

pling algorithm and the sequential algorithm is executed

in parallel, it is not known how many FIs is computed

by each processor. Denote the unknown number of FIs

computed on pi by fi, the total number of FIs is deno-

ted by f =
∑

1≤i≤P fi. Because, we do not know fi in

advance, each processor samples |F̃s| frequent itemsets

using the reservoir sampling algorithm, producing F̃s,
and counts the number of FIs computed by the sequen-

tial algorithm. When the reservoir sampling finishes,

processor pi broadcasts fi to all other processors. The

processors then pick P random variables Xi, 1 ≤ i ≤ P
frommultivariate hypergeometrical distribution with pa-

rameters: number of colorsC = P ,Mi = fi and choose
Xi itemsetsU ∈ F̃s at random out of theN = |F̃s| sam-

pled frequent itemsets computed by pi. The samples are

then send to processor p1. p1 stores the received samples

in F̃s.

7.2. Detailed description of Phase 2

In Phase 2 the method partitions F sequentially on pro-

cessor p1. As an input of the partitioning, we use the

samples F̃s, the database D̃ (computed in Phase 1), the

set B, and a real number α, 0 < α ≤ 1. For the pur-

pose of this section, we denote the prefixes by Uk, the
extensions of Uk by Σk, i.e., Uk and Σk forms a PBEC

[Uk|Σk]. The set of the indexes of the PBECs assigned
to processor pi is denoted by Li, and the set of all FIs

assigned to processor pi is denoted by Fi. Each Fi is
the union of FIs in one or more PBECs [Uk|Σk], i.e.,
Fi =

⋃
k∈Li

([Uk|Σk]) ∩ F . Each processor pi then in

Phase 4 processes the FIs contained in Fi. The output of
Phase 2 are the index sets Li of PBECs, computed on

p1, and the PBECs [Uk|Σk].

The DFS sequential FI mining algorithm usually dy-

namically changes the order of items in B for each

PBEC, i.e., the algorithm uses different order of items

in the extensions. The PBECs are still disjoint and ad-

ditionally the sequential algorithm is faster. Therefore,

we need to prepare the PBECs in the same way as

the sequential algorithm does. Let U be a prefix and

Σ = {ǫ1, . . . , ǫn} ⊆ B the extensions. The sequential

algorithm orders the items ǫi: ǫ1 < . . . < ǫn such that

Supp(U ∪ {ǫ1}) < . . . < Supp(U ∪ {ǫn}). We use the

supports estimated using D̃ for making the order of the

extensions.

The partitioning of F is a two step process:

(1) p1 creates a list of prefixes Uk such that the esti-

mated relative size of the PBEC [Uk]∩F satisfies

|[Uk]∩F̃s|

|F̃s|
≤ α · 1

P , where 0 < α < 1 is a parame-

ter of the computation set by the user. The PBECs

are created recursively, see Section 3. The reason

for making the PBECs of relative size ≤ α · 1
P is

to make the PBECs small enough so that they can

be scheduled and the schedule is balanced, i.e.,

each processor having a fraction ≈ 1/P of FIs.

Smaller number of large PBECs could make the

scheduling unbalanced.

(2) p1 creates set of indexes Li such that |Fi|/|F| ≈
1/P .

In the second step, we need to create index sets Li,
such that Fi =

⋃
k∈Li

([Uk] ∩ F) and maxi |Fi|/|F|
is minimized. This task is known NP-complete problem

with known approximation algorithms. We use the LPT-

SCHEDULE algorithm (LPT stands for least processing

time). The LPT-SCHEDULE algorithm (see [6] for the

proofs) is a best-fit algorithm, see Algorithm 3:

Algorithm 3 The LPT-SCHEDULE algorithm

LPT-SCHEDULE(In: Set S = {(Ui,Σi, si)}, Out: Sets

Li)

1: Sort the set S such that si < sj , i �= j.
2: Assign each (Ui,Σi, si) (in decreasing order by si)

to the least loaded processor pi. The indexes as-

signed to pi, are stored in Li.

Lemma 5 [6] LPT-SCHEDULE is 4/3-approximation
algorithm.

The index sets Li together with Uk and Σk are then

broadcast to the remaining processors.

7.3. Detailed description of Phase 3

The input of Phase 3 for processor pi is the set of inde-
xes of the assigned PBECs Li together with the prefi-

xes Uk and its extensions Σk. Processor pi needs for the
computation of Fi =

⋃
k∈Li

([Uk]∩F) a database parti-
tion D′

i. The database partition D′
i should contain all the

information needed for computation of Fi. At the be-

gginning of this phase, the processors has disjoint data-

base partitions Di such that |Di| ≈ |D|
P . We expect that

we have a distributed memory machine whose nodes are

interconnected using a network such as Myrinet or In-

finiband, i.e., a network that is not congested while an

arbitrary permutation of two nodes communicates with

each other. The problem is the congestion of the network

in Phase 3.
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To construct D′
i on processor pi, every processor pj ,

i �= j, has to send a part of its database partition D′
j ne-

eded by the other processors to all other processors (an

all-to-all scatter takes place2). That is: processor pi send
to processor pj the set of transactions {t|t ∈ Di, k ∈
Lj , and Uk ⊆ t}, i.e., all transactions that contain at le-

ast one Uk, k ∈ Lj as a subset: D
′
j =

⋃
i{t|t ∈ Di, k ∈

Lj , and Uk ⊆ t} = {t|t ∈ D, exists k ∈ Lj , Uk ⊆ t}.
The all-to-all scatter is done in ⌊P2 ⌋ communication

rounds.

We can consider the scatter as a round-robin tournament

of P players [7], which is the following procedure: if P
is odd, a dummy processor can be added, whose sche-

duled opponent waits for the next round and the proces-

sors performs P communication rounds. For example

let have 14 processors, in the first round the following

processors exchange their database portions:

1 2 3 4 5 6 7

14 13 12 11 10 9 8

The processors are paired by the numbers in the co-

lumns. That is, database parts are exchanged between

processors p1 and p14, p2 and p13, etc. In the second

round one processor is fixed (number one in this case)

and the other are rotated clockwise:

1 14 2 3 4 5 6

13 12 11 10 9 8 7

This process is iterated until the processors are almost in

the initial position:

1 3 4 5 6 7 8

2 14 13 12 11 10 9

7.4. Detailed description of Phase 4

The input to this phase, for processor pq, 1 ≤ q ≤ P, is
the database partition Dq (the database partition that is

the input of the whole method, the database partition),

D′
q (computed in Phase 3), the set π = {(Uk,Σk)|Uk ⊆

B,Σk ⊆ B, Uk ∩ Σk = ∅} of prefixes Uk and the ex-

tensions Σk, and the sets of indexes Lq of prefixes Uk
and extensions Σk assigned to processor pq .

In Phase 4, we execute an arbitrary algorithm for mining

of FIs. The sequential algorithm is run on processor pq
for every prefix and extensions (Uk,Σk) ∈ π, k ∈ Lq

assigned to the processor, i.e., pq enumerates all item-

sets W ∈ [Uk|Σk], (Uk,Σk) ∈ π. Therefore, the data-

structures used by a sequential algorithm, must be pre-

pared in order to execute the sequential algorithm for

mining of FIs with particular prefix and extensions. To

make the parallel execution of a DFS algorithm fast, we

prepare the datastructures by simulation of the execu-

tion of the sequential DFS algorithm, e.g., to enumerate

all FIs in a PBEC [Uk|Σk] Phase 4 simulates the sequen-

tial branch of a DFS algorithm for mining of FIs up to

the point the sequential algorithm can compute the FIs

in [Uk|Σk].

7.5. The PARALLEL-FIMI-RESERVOIR algorithm

This algorithm samples F̃ using the reservoir sam-

pling. The reservoir sampling samples F̃ uniformly.

To make the algorithm faster, the reservoir sampling

is executed in parallel. The method is summarized in

the PARALLEL-FIMI-RESERVOIR method, see Algori-

thm 4.

8. Experimental evaluation

We have measured the speedup of our new method, the

PARALLEL-FIMI-RESERVOIR method, on a cluster of

workstations using three datasets.

The cluster of workstations was interconnected with the

Infiniband network. Every node in the cluster has two

dual-core 2.6GHz AMD Opteron processors and 8GB

of main memory.

The datasets were generated using the IBM database

generator. We have used datasets with 500k transactions

and supports for each dataset such that the sequential

run of the Eclat algorithm is between 100 and 12000
seconds (≈ 3.3 hours) and two cases with running

time 33764 (9.37 hours) and 132186 (36.71 hours) se-

conds. The IBM generator is parametrized by the ave-

rage transaction length TL (in thousands), the number

of items I (in thousands), by the number of patterns

P used for creation of the parameters, and by the ave-

rage length of the patterns PL. To clearly differentiate

the parameters of a database we are using the string

T[number in thousands]I[items count

in 1000]P[number]PL[number]TL[number],

e.g. the string T500I0.4P150PL40TL80 labels a da-

tabase with 500K transactions 400 items, 150 patterns

of average length 40 and with average transaction length
80. All experiments were performed with various values

of the support parameter on 2, 4, 6, and 10 processors.

The databases and supports used for evaluation of our

algorithm is summarized in the Table 1.

2All-to-all scatter is a well known communication operation: each processor pi sends a message mij to processor pj such that mij �= mik ,

i �= k.
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In Phase 4 in our experiments, we use the ECLAT al-

gorithm for mining of FIs. We have used the ECLAT in

Phase 1 and 4 of the PARALLEL-FIMI-RESERVOIR me-

thod. The PARALLEL-FIMI-RESERVOIRmethod achie-

ves speedup up to 8.6 on 10 processors.

There is an advantage of the PARALLEL-FIMI-

RESERVOIR over the two previous methods [1, 2]:

the need of computation of MFIs. The number of

MFIs can be very large and the program imple-

menting the PARALLEL-FIMI-SEQ method or the

PARALLEL-FIMI-PAR can run out of main memory.

The PARALLEL-FIMI-RESERVOIR does not suffer

from this problem.

Figure 1 clearly demonstrate that for reasonably large

and reasonably structured datasets, the speedup is linear

with speedup ≈ 6 on 10 processors. The numeric values

of the speedup are located in Table 2.

In [2], we have evaluated the PARALLEL-FIMI-PAR

as faster then the PARALLEL-FIMI-SEQ method. We

can compare the speedup of the PARALLEL-FIMI-

RESERVOIR method with the PARALLEL-FIMI-PAR

method. In the PARALLEL-FIMI-PAR method we have

used the Eclat algorithm in Phase 4 and the Fpmax* [8]

algorithm in Phase 1 as the algorithm for mining of

MFIs. The speedup of PARALLEL-FIMI-PAR method is

shown in Figure 1 the numerical average speedup values

are located in Table 2. We can see that the speedup of

the PARALLEL-FIMI-PAR is a bit smaller then the spe-

edup of PARALLEL-FIMI-RESERVOIR. Additionally, in

some cases, we were not able to finish the execution of

the PARALLEL-FIMI-PAR due to large amount of used

memory. In such cases the speedup is shown to be 0.

Algorithm 4 The PARALLEL-FIMI-RESERVOIR method.

PARALLEL-FIMI-RESERVOIRIn: Double min support∗,
In: Doubles ǫD̃, δD̃, ǫF̃s

, δF̃s
, ρ, α,

Out: Set F)

1: for all pi do-in-parallel

// Phase 1: sampling.

2: Read Di and set ND̃ ← 1
2ǫ2

D̃

ln 2
δD̃

.

3: Creates a sample D′
i ⊆ Di and broadcast it to each other processor.

4: D̃ ← ⋃
iD

′
i.

5: Execute in parallel an arbitrary algorithm for mining of FIs on database D̃ in parallel and create the sample F̃s
using the VITTER-RESERVOIR-SAMPLING.

// Phase 2: partitioning.

6: p1 creates PBECs [Uk] such that
|[Uk]∩F̃s|

|F̃s|
< α · 1

P .

7: p1 creates Lj , 1 ≤ j ≤ P using the LPT-MAKESPAN algorithm.

8: // Phase 3: data re-distribution.

9: Redistribute the database partition Di

10: // Phase 4: parallel computation of FIs.

11: compute support of W ⊆ Uk in Di and send the supports to p1
12: p1 outputs W
13: all pi executes an arbitrary algorithm for mining of FIs in parallel that computes supports of Supp(W,D′

q),W ∈⋃
k∈Lq

[Uk|Σk], (Uk,Σk) ∈ π.
14: end for

The database replication: we define the database repli-

cation factor as follows: let D′
i is the database partition

used by the ith processor in Phase 4, i.e., the database

part received in Phase 3. The database replication fac-

tor is defined as follows:
∑P

i=1
|D′

i|

|D| . One would expect

that the database replication factor will be small, e.g.,

for P = 10 a replication factor between 2− 6 would be

expected. The oposite is the true. The replication factor

is in all our experiments ≈ P . The minimalization of

the database replication factor is a hard task. The mini-

mization of the database replication factor is an opened

problem.
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Dataset Supports

T500I0.1P100PL20TL50 0.11, 0.12, 0.13, 0.14, 0.15, 0.16, 0.17, 0.18
T500I0.4P250PL10TL120 0.2, 0.25, 0.26, 0.27, 0.3
T500I1P100PL20TL50 0.02, 0.03, 0.05, 0.07, 0.09

Table 1: Databases used for measuring of the speedup and used supports values for each dataset.
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Figure 1: Speedup of the PARALLEL-FIMI-RESERVOIR method parametrized with the Eclat algorithm, measured on the

T500I0.1P100PL20TL50, T500I0.4P250PL10TL120, T500I1P100PL20TL50 (from left to right).
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Figure 2: Speedup of the PARALLEL-FIMI-PARmethod parametrized with the Eclat algorithm, measured on the

T500I0.1P100PL20TL50, T500I0.4P250PL10TL120, T500I1P100PL20TL50 (from left to right).

datafile/PARALLEL-FIMI-RESERVOIR 2 4 6 10

T500I0.1P50PL10TL40 1.523 2.633 3.380 5.342

T500I0.4P250PL10TL120 1.389 2.481 3.470 4.932

T500I1P100PL20TL50 1.240 2.010 2.340 2.544

Total average 1.384 2.375 3.063 4.273

datafile/PARALLEL-FIMI-PAR 2 4 6 10

T500I0.1P50PL10TL40 1.596 2.668 3.438 5.135

T500I0.4P250PL10TL120 1.010 2.050 2.891 4.186

T500I1P100PL20TL50 1.227 1.714 1.876 1.401

Total average 1.277 2.144 2.735 3.574

Table 2: Numerical values of average speedup of the PARALLEL-FIMI-RESERVOIR and PARALLEL-FIMI-PAR methods for

number of processors P = 2, 4, 6, 10.

PhD Conference ’10 70 ICS Prague



Robert Kessl Static Load Balancing of Parallel Mining of Frequent Itemsets ...

References

[1] R. Kessl and P. Tvrdı́k, Probabilistic load balan-

cing method for parallel mining of all frequent

itemsets. In PDCS ’06: Proceedings of the 18th

IASTED International Conference on Parallel and

Distributed Computing and Systems, pages 578–

586, Anaheim, CA, USA, 2006. ACTA Press.

[2] R. Kessl and P. Tvrdı́k, Toward more parallel

frequent itemset mining algorithms. In PDCS

’07: Proceedings of the 19th IASTED Internatio-

nal Conference on Parallel and Distributed Com-

puting and Systems, pages 97–103, Anaheim, CA,

USA, 2007. ACTA Press.

[3] H. Toivonen, Sampling large databases for associ-

ation rules. In T. M. Vijayaraman, A. P. Buchmann,

C. Mohan, and N. L. Sarda, editors, In Proc. 1996

Int. Conf. Very Large Data Bases, pages 134–145.

Morgan Kaufman, 09 1996.

[4] J.S. Vitter, Random sampling with a reservoir.

ACM Trans. Math. Softw., 11(1):37–57, March

1985.

[5] M. Skala, Hypergeometric tail inequalities: ending

the insanity. http://ansuz.sooke.bc.ca/professional/

hypergeometric.pdf.

[6] R.L. Graham, Bounds on multiprocessing timing

anomalies. SIAM Journal of Applied Mathematics,

17(2):416–429, 1969.

[7] http://en.wikipedia.org/wiki/Round robin

tournament.

[8] G. Grahne and J. Zhu, Efficiently using prefix-

trees in mining frequent itemsets. In FIMI ’03,

Frequent Itemset Mining Implementations, Proce-

edings of the ICDM 2003 Workshop on Frequent

Itemset Mining Implementations, 19 December

2003, Melbourne, Florida, USA, volume 90 of

CEUR Workshop Proceedings, 2003.

PhD Conference ’10 71 ICS Prague
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Abstract

This paper deals with preconditioning of

iterative methods with a symetric positive

definite matrix A which are based on A-

orthogonalization (generalized Gram-Schmidt

algorithm). The main goal of our work is to

bound accuracy of the algorithm which provi-

des an matrix inverse factorization, via its loss of

orthogonality. In practice, this accuracy reflects

stability of the preconditioner based on this fac-

torization. The analysis presented here assumes

variants of the algorithm which do not use drop-

ping of small entries, and it allows a fully ge-

neral input. The derived bounds are accompa-

nied by results of experiments using both arti-

ficial and real-world problems.

1. Introduction

Many problems of physical and technical sciences lead

to a system of linear algebraic equations which have to

be solved by direct or iterative methods. There are two

reasons, why an iterative solver is a method of choice.

The first one is that the amount of needed memory to

solve the problem is often much smaller than direct me-

thods typically use. The second reason is that the CPU

time needed to get a useful, at least approximate, so-

lution which is also very often significantly smaller for

large problems. Note that the amount of floating-point

operations needed to get the solution by a direct method

(Gaussian elimination) is ≈ O(n3) if A is dense. But in

order to get the iterative solvers reasonably robust and

fast, they should be preconditioned.

There are lot of ways to compute simple preconditio-

ners which may also take into account parallel compu-

ting architecture. A famous class of algebraic precon-

ditioners is based on the incomplete LU factorization

(see their characteristics and some notes on their history

in [1] or [2]). Here we will deal with preconditioners P
which directly approximate the inverse problem≈ A−1.

Such types of preconditioners are sometimes called ex-

plicit. An interesting type of such preconditioners is

provided by the SPAI [3] procedure, which minimizes

the functional ‖I − PA‖F and enables decomposition

to n-independent problems. Thus this approach is natu-

rally parallel. Further techniques are called AINV [4]

and SAINV (stabilized AINV) [5]. They are based on

A-orthogonalization (generalized Gram-Schmidt algori-

thm). Their application can exploit a lot of available pa-

rallelism and they were proved to be efficient for solving

some significant classes of problems. These techniques

are the topic of this paper.

Section 2 discusses preconditioning techniques. Section

3 is dedicated to the Gram-Schmidt algorithm in gene-

ral, and Section 4 presents results of our analysis of the

discussed algorithms. Finally Section 5 contains some

experimental results for test problems. Section 6 conclu-

des this contribution summarizing also the future work.

2. Preconditioning

Good preconditioner of a sparse matrix should be sparse,

in order to induce the product PA sparse as well. Then

the matrix-vector multiplications with A and P should

not be expensive. Every specific preconditioning appro-

ach has a mechanism for preserving sparsity. One such

possibility is to prescribe the pattern of nonzero entries

of the preconditioner in advance (e.g., using the pat-

tern of symbolically computed powers of the matrix A).
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This pattern can be also formed dynamically by drop-

ping entries which are small in some sense. Apart from

the sparsity, successful preconditioners have to satisfy

also additional requirements. In particular, their accu-

racy ‖I − PA‖ and stability ‖A − P−1‖ (see also [1])

should not be very large. A bound for still allowable

accuracy and stability are typically very individual for

each algorithm and problem to be solved. Currently,

there is no general theory which connects accuracy and

stability with convergence of a preconditioned iterative

solver.

3. Gram-Schmidt algorithm

The generic Gram-Schmidt algorithm was historically

defined in more variants which differ by the order of

computational operations.

• classical - CGS

• modified - MGS

Both algorithms are numerically equivalent in exact ari-

thmetics, but there is a strong difference in finite pre-

cision arithmetic. This can be easily demonstrated by

both analytical and experimental results. The main vi-

sual computational difference between these variants of

the Gram-Schmidt algorithm is an amount of their gra-

nularity. Namely, CGS can be easily parallelized on the

level of vector operations, whereas MGS can be paralle-

lized only on finer grain level. The computational diffe-

rence between algorithms is clear from their schematic

description as shown below:

MGS algorithm

for k = 1 : n
qk := ak
for j = 1 : k − 1

Rj,k := qTj ak
qk := qk −Rj,kqj

end for

Rj,j := ‖qk‖
qk := qk/Rj,j

end for

CGS algorithm

for k = 1 : n
qk := ak
for j = 1 : k − 1

Rj,k := qTj ak
end for

for j = 1 : k − 1
qk := qk −Rj,kqj

end for

Rj,j := ‖qk‖
qk := qk/Rj,j

end for

Both the above presented algorithms are in the so-called

left looking form. In this case this means that the mat-

rix R is obtained by columns. If we would swap inner

and outer loop in the algorithms, matrix R would be

constructed by rows. This would provide the so-called

right looking form. Both right looking and left looking

forms of the algorithm are identical even numerically.

The main difference between these variants reveals in

the parallel computing environment, where the right lo-

oking form has typically better performance then left lo-

oking [6] for large sparse problems.

Some of the main common features of the variants of

the Gram-Schmidt algorithm which can be written in the

matrix form as

A = QR

are

• QQT = I, R is an upper triangular matrix,

• the algorithm is backward stable,

• it can be used to compute underdetermi-

ned/overdetermined systems,

• it is more difficult to keep the algorithm sparse

than the Cholesky or LU decomposition

Generalized Gram-Schmidt

As in the quoted papers, for the computation of the

above introduced factorized inverse preconditioner we

use a generalized Gram-Schmidt algorithm which is

based on the energetic dot product 〈zj , zk〉A (A-

ortogonalization) and which assumes inital selection of

vector basis given by Z(0) = [z
(0)
1 z

(0)
2 · · · z(0)n ]. Because

of the energetic dot product there is one general limi-

tation with respect to the non-generalized algorithm. Na-

mely, matrix A has to be symmetric positive definite.

The generalized MGS algorithm can be put down as

follows:

for k = 1 : n
zk := z

(0)
i

for j = 1 : k − 1
Uj,k := zTk Azj
zk := zk − Uj,kzj

end for

Uj,j := (zTk Azk)
1/2

zk := zk/Uj,j
end for
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An incomplete version of this algorithm introduced in

[5] is called SAINV. In exact case, the inverse matrix

can be written using Z in the form A−1 = ZTZ. If

we choose the matrix Z(0) in an upper triangular form,

we can write the inverse Cholesky factor of the matrix

A = LLT as Z = L−1. In particular, A = UTU for

Z(0) = I . In all the other cases, Z is a general matrix in-

stead of being upper triangular. The loss of orthogonality

can be written using the matrix Z in 3 identical forms as

follows: ‖ZZTA−I‖ = ‖AZZT−I‖ = ‖ZTAZ−I‖.
The identity of these forms we get from simple transfor-

mations of the related generalized eigenvalue problem.

The AINV algorithm is a specific combination of the ge-

neralized MGS and CGS algorithms and it can be writ-

ten as follows:

for k = 1 : n
zk := z

(0)
i

for j = 1 : k − 1

Uj,k := zTk Az̃
(0)
j

zk := zk − Uj,kzj
end for

Uj,j := (zTk Azk)
1/2

zk := zk/Uj,j

z̃
(0)
k := z

(0)
k /zTk Az

(0)
k

end for

The main practical power of the AINV algorithm results

from the special choice of Z(0). Namely, if we choose

diagonal Z(0) then the algorithm is matrix free and we

can work in each major step of AINV only with one par-

ticular column of the matrix A. Of course, we can cho-

ose Z(0) as a general full-rank matrix as possible but for

practical problems and with the intention to use the de-

composition for preconditioning it has no sense to cho-

ose Z(0) other than Z(0) = diag(A)−1/2 or Z(0) = I .

Extensions for ill-conditioned problems

For ill-conditioned problems algorithms should be mo-

dified in order to obtain good results. Let us mentione

two basic possibilities of these modifications:

• iterative refinement,

• pivoting strategies,

which can be used also at the same time. Iterative refine-

ment is based on a simple stationary postprocessing of

the algorithm which corrects the already approximately

orthogonalized vectors and coefficients. This can take

sometimes significantly more CPU time than the generic

algorithm. Pivoting strategies are connected with con-

struction of the matrix R or U , respectively, so that the

sequence of diagonal entries does not grow much. From

the implementational point of view, this method is the

most suitable for the right looking MGS, where there are

just two sources of the additional costs caused by the pi-

voting. First, column permutations in matrices Q and R
or in Z and U , should be applied in the standard or gene-

ralized algorithms, respectively. Second, pivoting needs

additional computations of column norms. All the other

cases of the Gram-Schmidt family are less suitable for

the pivoting. In the general case, the sequence of the co-

lumn vectors in the matrix Z(0) can be easily changed.

The analysis of algorithms with iterative refinement and

pivoting is more complicated. For the non-generalized

CGS with iterative refinement see [7].

4. Analysis in finite precision arithmetics

This Section presents and summarizes the main results

which we have achieved. In exact arithmetic we have

‖ZTAZ − I‖ = 0, but for the purpose of particular pre-
conditioning analysis it is necessary to evaluate the loss

of orthogonality ‖Z̄TAZ̄− I‖ =? in the finite precision
arithmetics, where Z̄ is computed matrix Z. An impor-

tant work from which our analysis stems out is [8] which

deals with the (non-generalized) MGS. Further ideas for

the analysis were found in [7] and [9]. No variant of ge-

neralized Gram-Schmidt algorithm have been analyzed

yet. Our tools included rounding error analysis and ana-

lysis of the errors in the recurrent formulas for columns

of the inverse factor Z.

CGS:

‖I − Z̄TAZ̄‖ ≤ O(u)κ(A)κ2(A1/2Z(0))

1−O(u)κ(A)κ2(Z(0))

MGS (SAINV):

‖I − Z̄TAZ̄‖ ≤ O(u)κ(A)κ(A1/2Z(0))

1−O(u)κ(A)κ(A1/2Z(0))

MGS (for diagonal A):

‖I − Z̄TDZ̄‖ ≤ O(u)κ(D1/2Z(0))

1−O(u)κ(D1/2Z(0))

AINV and algorithms with iterative refinement and pi-

voting:

‖I − Z̄TAZ̄‖ ≤ still in progress...

Note that the numerator of the estimates forms the main

part of the expression, and it more or less determines
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the bound for the loss of orthogonality. The denomina-

tor can be considered only as a restriction in the limiting

case. In the other words, this denominator can influence

the asymptotic relation more significantly only in very

ill-conditioned cases. Note that the denominator should

be positive as well.

5. Test problems and experimental results

In this section we will present our test problems as well

as some experimental results for the considered class of

algorithms in finite precision arithmetics. The results are

compared with the ideally exact implementation compu-

ted as a sequence of SVD and QR decomposition [10].

Ideal implementation

Assume the following backward stable spectral decom-

position of the matrix A:

A + E0 = V̄ Λ̄V̄ T , ‖E0‖ ≤ O(u)‖A‖,

where ‖V̄ V̄ T − I‖ ≤ O(u) . Multiplying the matrix

Z(0) by Λ̄1/2V̄ T and applying the Householder QR to

the product fl(Λ̄1/2V̄ TZ(0))we can write the following
identity for the computed factors Q̄ and Ū

Λ̄1/2V̄ TZ(0) = Q̄Ū+E1, ‖E1‖ ≤ O(u)‖A‖1/2‖Z(0)‖,

where ‖I − Q̄T Q̄‖ ≤ O(u). The matrix Z̄ is computed

then as the product Z̄ = fl(V̄ Λ̄−1/2Q̄) satisfying

Z̄ = V̄ Λ̄−1/2Q̄ + E2,

‖E2‖ ≤ O(u)‖Λ̄−1‖1/2 ≤ O(u)‖Z̄‖.

5.1. Real-world problems

We have chosen as real problems a set of structural en-

gineering matrices from MatrixMarket, for more details

see [11].

The figures clearly reveal that the derived bounds for

the loss of orthogonality significantly overestimate the

experimental data. In order to get our estimates closer to

the experiments, we will construct in the next section a

specific artificially made sequence of matrices.

name estimate of κ(A)
BCSSTK01 1.6e+06

BCSSTK02 1.3e+04

BCSSTK03 9.5e+06

BCSSTK04 5.6e+06

BCSSTK05 3.5e+04

BCSSTK06 1.2e+07

BCSSTK07 1.2e+07

BCSSTK08 4.7e+07

BCSSTK09 3.1e+04

BCSSTK10 1.3e+06

BCSSTK11 5.3e+08

BCSSTK12 5.3e+08

BCSSTK13 4.6e+10

BCSSTK14 1.3e+10

BCSSTK15 8e+09

Table 1: Selected real-world problems.
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Figure 1: Loss of orthogonality for the real-world problems

(CGS).
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Figure 2: Loss of orthogonality for the real-world problems

(MGS).

5.2. Artifical problems

Test problem 1, dimension of the problem n = 8, with
Z(0) = A1/2, where A is the inverse Hilbert matrix(
κ(Z(0)) ≈ 105

)
and A(i) is a diagonal matrix with

κ(A(i)) ≈ 10i, i = 0, . . . , 15.
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Figure 3: Loss of orthogonality for the test problem 1.

Test problem 2 was motivated by our analysis. Since

the largest error in the algorithm corresponds to the

singular vector with the minimal singular value. More

in detail: Dimension of the problem n = 8, where
A(i) = V Λi/10V T is a power of the inverse Hilbert

matrix A = V ΛV T (κ(A) ≈ 1010) with κ(A(i)) ≈
10i, i = 0, . . . , 15. The matrix Z(0,i) is constructed as

Z(0,i) = V Λ−i/20(L(i))T , where L(i) is the Cholesky

factor of the matrix A(i) = L(i)(L(i))T , κ(Z(0,i)) ≈
10i, i = 0, . . . , 15.

The experiments with this test problem clearly show

that the quality of the results is strongly affected by

the strategy which was used to compute the energe-

tic dot products. The variant ”a”assumes to ᾱji =

fl[〈z̄(j−1)
i , fl(Az̄j)〉] whereas the variant ”b”corresponds

to ᾱji = fl[〈fl(Az̄
(j−1)
i ), z̄j〉].

We can see the significant difference in behaviour in par-

ticular for MGS, despite fact that the rounding errors are

the same in both cases (’a’ and ’b’ ):

|fl[〈z̄(j−1)
i , fl[Az̄j ]〉] − 〈z̄(j−1)

i , z̄j〉A|
≤ O(u)‖A‖‖z̄j‖‖z̄(j−1)

i ‖
|fl[〈fl[Az̄

(j−1)
i ], z̄j〉] − 〈z̄(j−1)

i , z̄j〉A|
≤ O(u)‖A‖‖z̄j‖‖z̄(j−1)

i ‖

Rounding error of the (non-energetic) dot product has

the form:

|xT y − fl[xT y]| ≤ O(u)‖x‖‖y‖.

The estimate can be also extended to energetic dot pro-

duct. More precisely, according to [10] we have:

Variant ”a”

Substituting ya = Az̄j , xa = z̄
(j−1)
i we get the com-

puted quantity ȳa = fl[Az̄j ] = (A + ∆A1)z̄j , where

‖ȳa − ya‖ ≤ O(u)‖A‖‖z̄j‖.

|(z̄(j−1)
i )T ȳa − fl[(z̄

(j−1)
i )T ȳa]| ≤ O(u)‖z̄(j−1)

i ‖‖ȳa‖
|(z̄(j−1)

i )TAz̄j − fl[(z̄
(j−1)
i )Tfl[Az̄j ]]|

≤ O(u)‖z̄(j−1)
i ‖‖Az̄j‖+ O(u)‖(z̄(j−1)

i )T∆A1z̄j‖
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Figure 4: Loss of orthogonality for the test problem 2a.

Variant ”b”

Substituting xb = Az̄
(j−1)
i , yb = z̄j we get the com-

puted quantity x̄b = fl[Az̄
(j−1)
i ] = (A + ∆A2)z̄

(j−1)
i ,

where ‖x̄b − xb‖ ≤ O(u)‖A‖‖z̄(j−1)
i ‖.

|(x̄b)T z̄j − fl[(x̄b)
T z̄j ]| ≤ O(u)‖x̄b‖‖z̄j‖

|(z̄(j−1)
i )TAz̄j − fl[fl[(Az̄

(j−1)
i )T ]z̄j ]|

≤ O(u)‖Az̄
(j−1)
i ‖‖z̄j‖+ O(u)‖(z̄(j−1)

i )T∆A2z̄j‖
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Figure 5: Loss of orthogonality for the test problem 2b.

The rounding error has two components, but in general

we cannot see which is more important here.

Test problem 3 is as follows: dimension of the pro-

blem is n = 8, where A(i) = Z(0,i) = V Λi/10V T

is a power of the inverse Hilbert matrix A = V ΛV T

(κ(A) ≈ 1010) with κ(A(i)) ≈ 10i, i = 0, . . . , 15.
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Figure 6: Loss of orthogonality for the test problem 3.

6. Conclusion and future work

In this paper we summarized the results we have achie-

ved in analysis of the generalized Gram-Schmidt algo-

rithms. Experimental results demonstrate the estimated

theoretical differences of numerical properties of the in-

vestigated algorithms. In order to use these algorithms

for preconditioning we need to extend our analysis also

for incomplete generalized Gram-Schmidt algorithms.

That is, for algorithms which employ dropping of small

entries. Our final goal is to control the loss of orthogo-

nality by the amount of dropping. We believe that in this

case we will be able to develop robust preconditioners

useful in practical applications.
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Abstract

This paper sums up the last stage of the pro-

ject called ”Harmonization of Clinical Content

in Electronic Health Record (EHR)”, which is

being solved as author’s PhD project. The aim

of this project was the clinical content modeling

of EHR and transportation of medical data via

communication standards (HL7 v3 and CEN EN

13606). An experiment was conducted where

archetypes and openEHR templates were used

to send patient’s information to another EHR-S.

The results were compared to the previous solu-

tion based on HL7 v3 messages, which was de-

scribed at the PhD Conference ’09. At the end of

the paper the author discusses contemporary se-

mantics description of real clinical data by me-

ans of ICD-10 code-list, which covers the qua-

litative point of view quite well. However, the

quantitative view on semantics of clinical data is

much more difficult and the inevitability of me-

dical ontologies usage is emphasized.

1. Introduction

Contemporary initiatives in e-Health aim to carry a

proposal that would enforce clinical data usage in an

electronic form. Benefits of the electronic document in-

terchange in healthcare are becoming obvious to the

broader professional and laic audience. The basic pre-

requisite for this to carry on is a high quality source of

clinical data, i.e. well structured EHR.

Defining a structure of clinical data stored in vari-

ous EHRs is the most important issue, which, at the

same time, causes most problems with interoperability

among EHR systems (EHR-S). Therefore an indispensa-

ble amount of effort is made to unify the modeling pro-

cess in order to make the semantic interoperability real.

One of the most significant initiatives in standardization

of EHRs is the CEN EN 13606 norm and specifications

of the openEHR Foundation. Relations between these

two are described in [1] and they can be summarized

as follows. Currently there is no standard available for

a Shared-EHR system which supports the creation, sto-

rage, maintenance, and querying of Shared EHRs. Ope-

nEHR is the only open specification currently availa-

ble and it is a candidate for this purpose. On the other

hand, CEN EN13606 is an appropriate standard for the

exchange of Shared EHR Extracts, which are compre-

hensive collections of data designed to transfer clinical

data from one EHR to another.

2. Materials

2.1. Two-level modeling

In order to use the openEHR archetypes we have to de-

fine them, as well as the basic modeling paradigm of

openEHR - the two-level modeling paradigm. Accor-

ding to [2] an archetype (from the technical point of

view) is ”a computable expression of a domain-level

concept in the form of structured constraint statements,

based on some reference information model”. Each ar-

chetype [3] is a set of constraints on the reference mo-

del, defining a subset of instances that are considered to

conform to the subject of the archetype, e.g. ”laboratory

result”. An archetype can thus be thought of as being

similar to a LEGO instruction sheet.

Under the two-level approach [4], [3], a stable reference

information model constitutes the first level of mode-
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ling, while formal definitions of clinical content in the

form of archetypes and templates constitute the second.

2.2. Ontologies

Ontology has many definitions depending on the angle

of view you look at it. For the purpose of this paper we

can take the definition from [5]. In the context of com-

puter and information sciences, an ontology defines a

set of representational primitives with which to model a

domain of knowledge or discourse. The representational

primitives are typically classes (or sets), attributes (or

properties), and relationships (or relations among class

members). Ontologies are typically specified in langu-

ages that allow abstraction away from data structures

and implementation strategies.

In our department, a research in the field of knowledge

modeling was accomplished resulting in creation of mo-

deling concepts and tools. It will be demonstrated in the

Results section.

2.3. MDMC and its mapping to SNOMED CT

The Minimal Data Model of Cardiology (MDMC) [6] is

a set of approximately 150 attributes, their mutual relati-

ons, integrity restrictions, units, etc. prepared according

to needs of statisticians. Prominent professionals in the

field of Czech cardiology agreed on these attributes as

on the basic data necessary for an examination of a pati-

ent in cardiology.

Description of encoded SNOMED CT

concept Code

Drug allergy (disorder) 416098002

Diabetes mellitus (disorder) 73211009

Vascular disorder of lower 373408007

extremity (disorder)

Cerebrovascular accident (disorder) 230690007

Normal menopause (finding) 237123000

Body weight (observable entity) 248345008

Hip circumference 284472007

(observable entity)

Respiratory rate 86290005

(observable entity)

Atrial fibrillation (disorder) 49436004

ECG finding (observable entity) 271921002

Table 1: Some of the MDMC concepts mapped to SNOMED

CT.

We started encoding the concepts of the MDMC using

SNOMED-CT codes in order to describe the semantics

in a standardized way. These coded terms were used to

avoid ambiguity in the next part of our work where we

integrated the HL7 v3 standard and openEHR artifacts

into EHR systems based on MDMC.

Some example concepts from MDMC and their map-

ping to SNOMED CT can be found in the Table 1.

2.4. Clinical Knowledge Manager and Ocean Arche-

type Editor

The notion of archetypes has been known for seve-

ral years. As a result there already exist some ar-

chetypes describing most common concepts and their

sharing started to have sense. For this purpose a

Clinical Knowledge Manager (CKM) is available at

http://www.openehr.org/knowledge/. It is a repository

designed to share (serves as a library of archetypes and

templates), supports the full life cycle management of

archetypes and provides governance of the knowledge

artifacts.

In case that the CKM repository does not contain cer-

tain archetypes, there is a tool for designing new arche-

types. The Ocean Archetype editor is a tool developed

by OceanInformatics and supports creating archetypes

and binding terms they contain to coding systems. After

creating an archetype it can be exported in an abstract

syntax, i.e. the ADL format [7].

2.5. Clinical Data Source and LIM templates

As a source of clinical data the ADAMEKj EHR-S [8]

was used. ADAMEKj was developed in the Department

of Medical Informatics ICS AS CR with the aim to

collect outpatient genetic and clinical data in cardiology.

The domain model of the application is based on the

MDMC. The user interface was inspired by the former

ADAMEK [9] application.

The ADAMEKj LIMFiller module was used to retrieve

data from the ADAMEKj EHR-S into the form of LIM

messages [10]. LIMmessages were then used for further

transformations - to fill the archetypes with data.

LIM templates [10] were developed in the project called

”Information Technologies for the Development of Con-

tinuous Shared Healthcare”(ITDCSH). For the purpose

of this paper we describe the LIM template for Patient’s

Physical Examination. The LIM template is depicted in

the form of XML-Schema in the Figure 1.
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Figure 1: LIM template for Physical Examination - XML Schema simplified for clarity.
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2.6. OpenEHR templates

In the set of documentation released by openEHR expla-

nation of the term archetype and template can be found

as follows [11]:

Archetypes are a key element of the openEHR metho-

dology. They are reusable, structured models of clinical

information concepts that appear in EHRs, such as ’test

result’ , ’physical examination’ and ’medication order’,

and are expressed in terms of constraints on the refe-

rence model. All data in openEHR EHRs are instances

of reference model entities, configured by archetypes.

Archetypes also act as mediators between data and ter-

minology. They are language- and terminology-neutral.

Templates are (usually) locally defined models of

screen forms, and ring together a selection of archety-

pes, terminologies, language and other details relevant

to the particular local use of archetypes. For example,

concepts such as ’referral’ and ’prescription’ are mode-

led as templates, which in turn use archetypes for more

fine-grained concepts.

Archetypes are encoded in the Archetype Definition

Language (ADL) and openEHR Templates (OETs) in

the Template Definition Language (TDL). TDL forms

a super-set of ADL. Each OET must have a root arche-

type that contains other relevant archetypes connected

through so called slots. Templates may add further lo-

cal constraints to the archetypes it mentions, including

removing or mandating optional sections, and they may

define default values.

As mentioned in [10] openEHR Templates can be used

as a basis for a user interface definition or after filling

with data they can be used as some sort of messages or

documents suitable for data transfers. The second usage

will be studied in this paper.

3. Methods

In the next section an experiment will be described,

which aimed to compare the two approaches - one based

on HL7 v3 messaging (described in more detail in [12])

and the other on openEHR archetypes and templates.

3.1. How to create an Archetype?

A basic procedure of Archetype creation can be found in

”Help pages”supplied with the Ocean Archetype Editor.

Some of advices are cited in the following two paragra-

phs.

The first aspect to consider is that an openEHR health

record consists of just a few ’classes’ which contain in-

formation about the patient or data subject. The ’contai-

ner classes’ are:

EHR - this is the top level class and contains all infor-

mation about the data subject.

Extract - this class contains all information that is to be

transferred to another EHR.

Folder - this class allows information within an EHR to

be organized.

Composition (or document) - this is the class that con-

tains information committed to the EHR by a cli-

nician.

Section - this class allows information within a com-

position to be organized.

Entry - this class contains meaningful information that

is to be processed by the machine and read by the

clinician.

These classes contain no clinical or demographic con-

cepts at all - and it is this feature which differentiates

the openEHR approach. The classes do have attributes

which ensure that it is clear how the information in the

EHR was collected, by whom, and who took responsibi-

lity for it - as well as meeting many other complex requi-

rements. The clinical or demographic requirements are

met through designing archetypes for the purpose.

The usage of each one of above-mentioned classes is ex-

plained in more detail in the ”Help pages”, which we

leave out from spatial reasons. For the purpose of this

text we put only an explanation of usage of the Section

class: ”In summary, if you are attempting to standardize

the organization of information within a document, pro-

gress note or any other Composition, then you probably

need to create an SECTION archetype.”

3.2. Experiment: Comparison of openEHR Tem-

plate approach with HL7 v3 messaging

In the following text we describe the experiment con-

ducted in order to compare the communication schema

based on HL7 v3 messages with the data exchange using

openEHR templates and archetypes. The main moti-

vation of accomplishing such a comparison was the dif-

ficulties encountered during implementation of the com-

munication among EHR-Ss using HL7 v3 messages.

The main shortcoming was the usage of HL7 balloted

storyboards. Storyboards describe the dynamic aspect

of the communication and define the factual form and

thus the content of messages is exchanged. And here we
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come to the main problem. HL7 storyboards are ”short-

message”oriented, which was not exactly matching

our needs. Nature of our communication was rather

document-oriented, which caused complicated transfer

of LIM messages (e.g. physical examination) via seve-

ral HL7 v3 messages originating in several storyboards.

Usage of openEHR templates on the other hand makes

our data exchange straightforward. Another possible so-

lution was incorporating HL7 CDA documents, which

might be a future work for our team. The openEHR ap-

proach was right choice for us because the openEHR ap-

proach is infiltrating the CEN EN 13606 standard, which

is gaining its popularity and is in center of interest in

various research projects [13]. Therefore, we also tes-

ted the applicability of the openEHR approach while we

already have had implemented data exchange via HL7

v3 messages. The data exchange via openEHR templa-

tes forms an alternative solution.

Figure 2: Former communication schema based on HL7 v3 messaging.

Figure 3: New communication schema based on openEHR templates and archetypes.
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In the former solution (see Figure 2) we used all ”possi-

bilities” that the HL7 v3 standards offers (RIM, story-

boards, balloted messages). Since the HL7 v3 storybo-

ards are ”action-oriented” it was quite difficult to trans-

port most of defined LIM templates. The nature of data

we were dealing with was much more suitable for HL7

CDA [14]. Our task was more or less as the CDA’s -

transferring ”documents”, rather than short messages.

Figure 4: Definition and Ontology sections of

openEHR-EHR-SECTION.physical -

examination.v1 archetype, which is a root

archetype in the Physical Examination OET.

4. Results

Which form of the communication was better? HL7

has a much better documentation, thus a straightforward

development process. OpenEHR templates and the TDL

are not documented well, yet, but they are much more

simple than the HL7 v3 modeling methodology and su-

itable for smaller developer teams.

4.1. Physical Examination OET

In the Figure 4 we can see an example of

the openEHR Template (OET) containing ar-

chetype openEHR-EHR-SECTION.physical -

examination.v1 which we created using the Ocean

Archetype Editor tool. This archetype was developed to

be a root archetype of composed OET. The archetype

is derived from the SECTION class from the openEHR

Reference Model. According to the Archetype Buil-

ding Guide: A SECTION is an organizing class, conta-

ined within a COMPOSITION. Archetypes of Sections

standardize the organization of information within a

Composition. Examples of Sections are: Physical exa-

mination - organized by System, History - organized by

presenting complaint, social history, review of systems

etc.

The slots of the openEHR-EHR-SECTION.-

physical examination.v1 archetype contain

following archetypes found in the CKM repository:

• openEHR-EHR-OBSERVATION.height.v1

• openEHR-EHR-OBSERVATION.body weight.v1

• openEHR-EHR-OBSERVATION.blood pressure.v1

• openEHR-EHR-OBSERVATION.body temperature.v1

• openEHR-EHR-OBSERVATION.heart rate-

pulse.v1

• openEHR-EHR-OBSERVATION.respiration.v1

• openEHR-EHR-OBSERVATION.waist hip.v1

Finally, concepts covered by archetypes slots were en-

coded in the ontology section by codes from SNOMED-

CT (the lower part of the Figure 4).

4.2. Components of the Experiment

The data flow in the experiment depicted in Figure 3

is as follows. The former LIM Filler module attached

to ADAMEKj EHR creates the LIM message con-

taining data about a physical examination. The LIM

message is then transformed by XSL templates into the

OET instance conforming to the openEHR-EHR--

SECTION.physical examination.v1 arche-

type, described in the previous section. Both the LIM

message and the OET instance are encoded in XML.

The OET instance is sent via SOAP to the former HL7
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Broker, which was reconfigured for the purpose of this

experiment. The HL7 broker then sends the OET in-

stance to the recieving system. In this experiment the

HL7 broker does not transform the OET instance in any

way. It serves as an inbox/outbox for the communicating

EHR-S.

4.3. Archetype modeling methodology

To propose a modeling guideline or some sort of me-

thodology for archetypes’ creation, the content of EHR

they describe must be clarified. According to ”EHR in-

formation model” these are commonly used types of cli-

nical information: Basic information (e.g. date of birth,

sex, height, weight, pregnancy), Problem list, Medicati-

ons list, Therapeutic precautions (allergies and alerts),

Patient preferences, Patient consents, Family history,

Social history/situation, Lifestyle, Vaccination record

and Care plan.

This is a high level structure of EHR which can be

found in a more or less complete form even in contem-

porary systems. The ADAMEKj also corresponds with

this structure. This fact suggests an idea that if the mode-

ling process of EHR adheres commonly agreed guideli-

nes or methodologies, which are independent on the im-

plementation aspects (i.e. used approach - object orien-

ted programming, archetypes, relational database etc.),

much better interoperable EHRs can be implemented.

This implies creation of ontologies of various domains

in medicine.

Within the frame of research in the EuroMISE Center

a so called knowledge base (KB) tree of the MUDR

EHR [15] was created. This tree was based on concepts

of the MDMC. Another KB tree was created for the do-

main of dentistry. MUDR KB trees can be considered as

some kind of ontologies, because they comprise verti-

ces interconnected with various kinds of edges. The tree

structure is formed only by the edge of the superior type.

From the modeling point of view MUDR KB trees do

not depend on any kind of implementation technology.

After creation of the KB tree in the ”MUDR Knowledge

Base Editor” tool, it can be imported to MUDR or it can

serve as a basis for further modeling process. Hence, the

process of enabling the creation of EHRs with harmoni-

zed clinical content formulated in [10] can be extended

by the ontology creation step at the beginning of the pro-

cess.

Although ontology creation process can end up with va-

rious ontologies describing more or less the same do-

main, they can be aligned and merged [16] thank to the

research conducted in the field of knowledge modeling.

5. Discussion

The most important thing, in order to achieve infor-

mation consistency among various openEHR archetype

based EHRs, is the archetype creation methodology.

Such a methodology should guarantee consistent arche-

type creation. This means that two authors describing

the same concept via archetype should end up with ap-

proximately the same structure of the definition part of

the archetype. However, such an aim is really hard to

accomplish.

After we mapped all concepts from the MDMC to

SNOMED-CT we fixed their meaning. This helps in the

further work, however the CKM repository does not sup-

port searching archetypes using SNOMED-CT codes.

Only archetype identifiers are supported.

In the experiment we use the clinical data in form of

LIM messages only from technical reasons. The more

straightforward solution would comprise an archetype-

specific ”filler”module.

The usage of openEHR approach was a reaction to the

situation in the e-Health community. The considerable

amount of experts and professionals deal with archety-

pes, therefore we realized the experiment based on ope-

nEHR approach. For example NEHTA recommends to

use archetypes in Australian e-Health [17].

The advantage of HL7 v3 being an ISO standard is gra-

dually being eliminated by the activities of the openEHR

Foundation. The archetypes were added to the CEN EN

13606 norm as Part 2. The implementation of communi-

cation via OET was considerably simpler than searching

for correct storyboard in HL7 v3 ballot.

Despite the clinical content of the ADAMEKj EHR

(concepts of MDMC) was modeled using HL7 v3 RIM

classes, we used the openEHR approach as the first cho-

ice mainly thank to the stricter policy on data structures

compared to HL7 CDA. The openEHR template conta-

ins only structured data conforming to given archetypes,

the CDA document consists mainly from the free-text

part which is annotated by structured pieces of infor-

mation.

The WHO’s ICD-10 coding list is commonly used in the

real world of healthcare. The advantage it brings is obvi-

ous: even when the well structured EHR is not common,

the information about patient’s diagnoses are encoded in

ICD-10 codes and they are processable by any other sys-

tem or professional. However, the ICD-10 covers only

diagnoses, i.e. true/false statements (boolean data type)

if patient suffers from given disease. This can be consi-

dered the Qualitative point of view.
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The modeling of the quantitative attributes is more com-

plicated. It comprises of the description of the attri-

bute, stating its data type (real number, integer, image

data, etc.), eventually its units definition. Such a com-

plex ”meta-information”about a given attribute cannot

be covered by a coding list. Much more sophisticated

tools have to be incorporated e.g. ontologies.

6. Conclusion

Without ontologies there is no progress in achieving se-

mantic interoperability. Communication standards can

only support (!) the semantic interoperability among he-

terogenous EHR-S, not guarantee it.

The first step in creating ontologies might be the usage

of the MUDR Knowledge Base editor tool, which was

successfully applied in the creation of Dental KB [18].

Standardized clinical terminology would bring benefits

to physicians, patients, administrators, software develo-

pers and payers. It would help also health care providers

because it would give them more reliable and complete

pieces of information, which belong to the healthcare

process and would lead to better, less error prone and

safer care of patients.

Since the evaluation of the comparison experiment de-

scribed in sections above is not fully complete at the

time of writing this text, we have given a brief outline

of the evaluation only. We were interested in the stan-

dardization degree (data model, design and development

process), the amount of implementation work, possibili-

ties of interconnection with classification systems and

tooling support (e.g. openEHR tools: Ocean Architect

Editor, EHRflex [19]).
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doktorand:

ING. MARTIN ŘIMNÁČ
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Pod Vodárenskou věžı́ 2

182 07 Praha 8
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Abstrakt

Přı́spěvek1 se s ohledem na aktuálnı́ děnı́ v

oblasti webových technologiı́ věnuje možnosti

implementace portálu, kde by popis objektů

byl realizován formou krátkých, sémanticky

ohraničených poznámek. Taková forma zajišt’uje

čitelnost jak pro koncového uživatele (člověka),

tak pro softwarové agenty pracujı́cı́ s dokumenty

sémantického webu, nebot’ tyto poznámky mo-

hou být převedeny na RDF data. Dalšı́ zásadnı́

výhodou použitı́ sémanticky ohraničených

poznámek je jejich přı́močarý překlad do jiných

jazyků, kterého lze využı́t při tvorbě muli-

tjazyčných webových prezentacı́.

Jednı́m z aktuálně řešených problémů v oblasti

sémantického webu je hledánı́ způsobu, jak v této ob-

lasti zajistit dostatečný objem reálných dat, po kterých

by se poptávali také běžnı́ uživatelé webových techno-

logiı́. Taková data je možné zı́skat but’ semiautomatic-

kou extrakcı́ z klasických webových stránek do formátu

sémantického webu anebo manuálně tvorbou ontologiı́

a následnou anotacı́ existujı́cı́ch dat. Zatı́mco tvorba

ontologiı́ je doménou ontologických inženýrů (čemuž

odpovı́dajı́ i podpůrné aplikace), u mnohých jiných

formátů (blogy, sociálnı́ sı́tě, sdı́lenı́ dat) se o tvorbu

starajı́ přı́mo uživatelé bez podrobnějšı́ho obeznámenı́

s použitými technologiemi. Přı́spěvek se proto snažı́

poukázat na možnost zadávánı́ RDF dat ve formě

sémanticky ohraničených poznámek, kdy daný subjekt

(resource) je popsán pomocı́ (potenciálně anotovaných)

hodnot, respektive klı́čových slov. K podobné formě

dnes přistupujı́ i mnohé sociálnı́ sı́tě; jejich omezenı́

délky sdělenı́ vede uživatele k návyku, aby namı́sto

strojově složitě zpracovatelných vět v přirozeném ja-

zyce použili pouze několik klı́čových slov ve stejném

významu.

Navrhovaná forma může interaktivnı́m způsobem

nabádat uživatele, aby rozšı́řil popis daného objektu

o vlastnı́ postřehy (stejný model tvorby obsahu je

znám napřı́klad z wikipedie). Každý uživatel může bud’

označit poznámku, kterou navrhuje smazat (se kte-

rou nesouhlası́), může poznámku potvrdit nebo opra-

vit, přı́padně může vložit poznámku novou. Poznámka

může být anotována názvem vlastnosti, na rozdı́l od kla-

sických ontologiı́ je však většina vlastnostı́ definována

pouze lokálně. Ukázka takového zadávánı́ RDF dat je

na obrázku 1.

Takto koncipovaná RDF data mohou být transfor-

mována XSLT procesorem do XHTML kódu, ideálně

s RDFa anotacemi. Taková transformace zajistı́ inde-

xaci dokumentů publikovaných na portálu dnešnı́mi kla-

sickými fulltextovými nástroji - tak ani člověk ani full-

textový nástroj ”nepozná”, že se vůbec jedná o do-

kument sémantického webu. Portál tı́mto způsobem

umožňuje spolupráci mezi fulltextovými vyhledávači a

nástroji pro zpracovánı́ dokumentů sémantického webu.

S ohledem na transformaci je vhodné zavést i speci-

alizované, napřı́klad multimediálnı́ prvky, které obo-

hatı́ strohý seznam poznámek o grafiku. Tı́m se portál

dále přibližuje současným uživatelským požadavkům na

webovou prezentaci. Ukázka takového výstupu včetně

pokročilých navigačnı́ch nástrojů je ilustrována na

obrázku 2.

1Přı́spěvek je rozšı́řeným abstraktem přı́spěvku přijatému na mezinárodnı́ konferenci DATAKON 2010.
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Obrázek 1: Studie interaktivnı́ho vkládanı́ strukturovaných poznámek

Obrázek 2: Ukázka prezentujı́cı́ RDF data ve formě poznámek

Vzhledem k rozličné kvalitě vkládaných poznámek je

nanejvýše vhodné každou poznánku ohodnotit fuzzy

mı́rou udávajı́cı́ jejı́ důvěryhodnost. Ta zajistı́, že při

vyhledávánı́ budou nalezeny všechny varianty k dané

poznámce, avšak každá z nich bude ohodnocena pouze

určitým stupněm (varianty mohou být seřazeny podle

této mı́ry). Analogicky lze postupovat i u hodno-

cenı́ uživatelů a vhodně tak iniciovat váhy uživatelem

nově vložených poznámek, popřı́padě tyto váhy využı́t

stejným způsobem jako v sociálnı́ch sı́tı́ch.

Z pohledu ostatnı́ch zdrojů RDF dat může být portál

chápán jako jedna součást distribuovaného prostředı́

vzájemně spolupracujı́cı́ch zdrojů. Takové prostředı́

umožňuje značně omezit redundanci i duplicitu pre-

zentovaných dat, kdy namı́sto kopie dat je použito

pouze odkazu na (externı́) zdroj. Data v takovém

prostředı́ bývajı́ označována jako tzv. linked data. Portál

tuto aktuálně se rozvı́jejı́cı́ technologii navı́c rozšiřuje

o aspekt důvěryhodnosti těchto dat.

Návrh a parametry portálu jsou předmětem několika po-

slednı́ch pracı́ a jsou součástı́ závěrečné části di-sertačnı́

práce autora.
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Abstract

Spiking neural networks are an offshoot

of neural computation reasearch. In the recent

years, however, we have witnessed a growing

interest and shift of the emphasis in the arti-

ficial neural network community toward pulse-

coupled neural networks with spike-timing as

they can encode temporal information in their

signals. This paper gives a brief overview of di-

fferent spiking neuron models and we discuss

their ability to operate in large complex ne-

tworks as well as their evolvability.

1. Introduction

Artificial intelligence is a branch of computer science

for which the biological inspiration seems to be crucial.

Neural networks, as used in artificial intelligence, have

traditionally been viewed as simplified models of neu-

ral processing in the brain, even though the first simple

models of ANNs, known as the first generation neural

networks [22], are considered more as mathematical or

computational model for information processing based

on connectionistics approach to computation and the re-

lation between these models and the brain architecture

is not in place.

From some point of view we can see the following

generations of artificial neural networks as continuous

acquiring of novel biological inspirations. For instance

the third generation of neural networks raised the le-

vel of biological realism by employing individual pul-

ses which allow spatial-temporal information in com-

munication and computation, like real neurons do [5].

In this paper, we consider this third generation, i.e., we

compare and contrast various models of spiking neurons

with special attention focused on their ability to effici-

ently operate in complex networks and on “how easily”

they can change their behavior through genetic mutation

- their evolvability. But first of all, we briefly explain

what is common for all spiking neuron models and what

differs them from their non-spiking predecessors.

2. On artificial spiking neurons

Artificial spiking neurons model the relationship be-

tween the inputs and the output of a neuron in terms

of single spikes (or pulses), and describe how such in-

put leads to the generation of output spikes. Non-spiking

neuron models do not employ individual pulses, but their

output signals are computed in each iteration and typi-

cally lie between 0 and 1. So they do not implement the

element of time in communicating. These signals can

also be seen as normalized firing rates (frequencies) of

the neuron within a certain period of time, and therefore

non-spiking neural network is a special case of spiking

neural network from some point of view.

The classical point of view that neurons transmit infor-

mation exclusively via modulations of their mean firing

rates [5, 21] seems to be at odds with growing empiri-

cal evidence that the patterns can be found in the firing

sequences of single neuron [31] or in the relative timing

of spikes of multiple neurons [13, 29] forming a functi-

onal neuronal group [4].

In spiking neuron models the transmission of a single

spike from one neuron to another is mediated by syna-

pses at the point where the two neurons interact. An in-

put, or presynaptic spike arrives at the synapse, which

in turn releases neurotransmitter which then influences

the state, or a membrane potential of the target, or po-

stsynaptic neuron. When the value of this state crosses

some firing threshold (some models do not implement a

fixed threshold, see next section), the target neuron ge-

nerates a spike, and the state is reset by a refractory re-

sponse. The size of the impact of presynaptic spike is

determined by the type and efficacy (weight) of the sy-

napse. In biology, there are known two distinct groups

of neurons: excitatory neurons, which synapses release
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neurotransmitter that increases the membrane potential

of a target cell, and inhibitory neurons with synapses,

that decrease this potential [23]. A good discussion of

artificial spiking neurons can be found in [9]. Let’s take

a look on some of the most useful models of spiking

neurons.

Figure 1: (a) Schematic drawing of a biological neuron.

(b) Incoming postsynaptic potentials alter the

membrane voltage so it crosses threshold value θ;
the neuron spike goes into a refractory state. (c)

Typical forms of excitatory and inhibitory postsy-

naptic potentials over time. [8]

3. Spiking models

There are two main approaches in creating neuron mo-

dels: computational neuroscience approach, trying to

understand and model biological neuron, and connecti-

onism on the other side of the river, trying to solve arti-

ficial intelligence related problems by creating intercon-

nected networks of simple units (i.e. artificial neurons),

which can exhibit complex global behavior, determined

by the connections between the processing units and unit

parameters. In this paper we try to bridge this two con-

cepts in the sake of finding a neuron model (from the

pool of the most useful models of spiking neurons) best

suited for the use in large complex networks for solving

some interesting problems outside biological modeling.

Below we provide a brief review of some widely used

spiking neuron models as a shortened version of re-

view [16]. But instead of Izhikevich’s concern in simu-

lating cortical spiking neurons, we ask different ques-

tion: which model to use as a processing unit in some

large network architecture? Through this section, v de-

notes the membrane potential and v′ denotes its deriva-
tive with respect to time. All the parameters in the mo-

dels are chosen so that v has mV scale and the time has

ms scale.

3.1. I&F

First group of spiking neuron models are known as in-

tegrate and fire neurons (I&F). The Leaky I&F neuron

is one of the most widely used models in computational

neuroscience

v′ = I + a− bv, if v ≥ vthresh, then v ← c,

where I is the input current, and a, b, c and vthresh are

the parameters. When the membrane potential v reaches

the threshold value vthrash, the neuron is said to fire a

spike, and v is reset to c. From computational neuros-

cience point of view is the leaky I&F one of the worst

models to use in cortical simulations, despite its simpli-

city.

The Leaky I&F has many extensions and modifications

like I&F with adaptation, Integrate-and-Fire-or-Burst

[34], Resonate-and-Fire and Quadratic I&F [20], but for

purposes of this work we describe the Resonate-and-

Fire neuron, which is two-dimensional (2-D) analogue

of I&F neuron

z′ = I + (b + iω)z

if Im (z) = athresh, then z ← z0(z)

where the real part of the complex variable z is the mem-

brane potential. Here b, ω and athresh are parameters,

and z0(z) is an arbitrary function describing activity-

dependent after-spike reset.

By now, I&F family neurons are the only spiking neu-

rons used outside the computational neuroscience com-

munity [1, 35] as they are easy to implement and their

computational efficiency is far better than efficiency

of Hodgkin-Huxley family spiking neuron models (see

next section).

3.2. Hodgkin-Huxley

Second group of spiking neuron models are known as

Hodgkin-Huxley-type (conductance-based) neurons as

they are basicly variations and simplifications of the mo-

del developed by [12] based on data from the squid giant

axon. It consists of four equations and tens of parame-

ters, not provided here, describing membrane potential,

activation of Na and K currents, and inactivation of Na

current.
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The Hodgin-Huxley model is one of the most important

models in computational neuroscience not only because

its parameters are biophysically meaningful and mea-

surable, but also because they allow us to investigate

questions related to synaptic integration, dendritic cable

filtering, effects of dendritic morphology, the interplay

between ionic currents, and other issues related to sin-

gle cell dynamics. However, the end result can be at the

small end tens of parameters which one must estimate or

measure for an accurate model, and for complex systems

of neurons not easily tractable by computer. So careful

simplifications of the Hodkgin-Huxley model were the-

refore needed.

Sweeping simplifications to Hodgkin-Huxley model

were introduced by FitzHugh-Nagumo model [6]. The

parameters in this model

v′ = a + bv + cv2 + dv3 − u

u′ = ε(ev − u)

can be tuned so that model describes spiking dynamics

of many resonator neurons. Although not clearly deri-

vable from biology, the model allows for a simplified,

immediately available dynamic, without being a trivial

simplification [18].

From the other Hodgkin-Huxley family models we

mention Morris-Lecar model [25] as a combination of

Hodgkin-Huxley and FitzHugh-Nagumo into a voltage-

gated Ca channel model with delayed-rectifier K chan-

nel, and the model of thalamic neuron - Hindmarsh-Rose

[32], which is built upon the FitzHugh-Nagumo model

and provide extra mathematical complexity that allows

a great variety of dynamic behaviors for the membrane

potential.

Although these models have much better dynamic pro-

perties than I&F family neuron models, and are better

suited for computer simulations than Hodgkin-Huxley,

they are yet still prohibitive in terms of large-scale si-

mulations (see next section).

3.3. Izhikevich

A simple model of spiking neurons proposed recently by

Izhikevich [15] combines the biologically plausibility of

Hodgkin-Huxley-type dynamics and the computational

efficiency of I&F neurons

v′ = 0.04v2 + 5v + 140− u + I

u′ = a(bv − u)

with auxiliary after-spike resetting if v ≥ +30 mV, then

v ← c, u ← u + d.

Here v represents the membrane potential of the neuron

and represents a membrane recovery variable, which ac-

counts for the activation of K+ ionic currents and inacti-

vation of Na+ ionic currents, and it provides negative fe-

edback to v. After the spike reaches its apex (+30 mV),

the membrane voltage and the recovery variable are re-

set. Synaptic currents or injected dc-currents are delive-

red via the variable I . If v skips over 30, then it is first

reset to 30, and then to c so that all spikes have equal

magnitudes.

The part 0.04v2 + 5v + 140 is chosen so that v has mV

scale and the time has ms scale. The resting potential in

the model is between −70 and −60 mV depending on

the value of b. As most real neurons, the model does not

have a fixed threshold (contrary to I&F neurons); De-

pending on the history of the membrane potential prior

to the spike, the threshold potential can be as low as−55
mV or as high as −40 mV.

By now, this model was used exclusively for large-scale

simulations of cortical neurons within computational

neuroscience research (see [17]). In our opinion, it se-

ems to be suitable for solving artificial intelligence re-

lated tasks as a processing unit of a complex neural ne-

twork and we try to put some arguments for this state-

ment in the next sections.

4. Computational efficiency

The notion of the efficiency of a simulation scheme is

rather loosely defined in the computational neuroscience

literature. [26] argue that efficiency should be defined

as the simulation time required to achieve a prescribed

accuracy goal. A scheme which constrains spike times to

a timegrid is unsatisfactory in this respect if high accu-

racy is required, because the integration error drops only

linearly with decreasing computation time step [11, 33].

In this section we again refer to the work by Izhike-

vich [16]. He compared some of the most useful mo-

dels of spiking and bursting neurons from the biologi-

cal plausibility and computational efficiency points of

view. The summary of his comparison is in Fig. 2. To

compare computational cost, he assumed that each mo-

del, written as dynamical system x′ = f(x), is im-

plemented using a fixed-step first-order Euler method

x(t + τ) = x(t) + τf(x(t)) with the integration time

step τ chosen to achieve reasonable numerical accuracy.

As we are interested in the idea of building a network

connecting tens of thousands of neurons (maybe even

more), we need to choose a neuron model that would be

able to efficiently handle large numbers of neurons in
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complex topologies. Considering this, it is prohibitive to

use any of the Hodgkin-Huxley family neuron models

(all models on the right half of the graph in Fig. 2), even

the FitzHugh-Nagumo neuron model, which has “only”

72 floating-point operations is computationally too ex-

pensive. The reason why it is still not suitable, is that the

efficiency of a single neuron is compared, and not the

efficiency of the whole network. To estimate the com-

putational efficancy of such network we must multiply

the computational cost of its single element by the to-

tal number of its processing elements due to sequential

computer processing (Fig. 3). Thus, we need to look so-

mewhere else in a case of large-scale modeling.

Figure 2: Comparison of the neuro-computational properties of spiking and bursting models. “of FLOPS” is an approximate

number of floating point operations (addition, multiplication, etc.) needed to simulate the model during a 1 ms time

span. Each empty square indicates the property that the model should exhibit in principle (in theory) if the parameters

are chosen appropriately, but the author failed to find the parameters within a reasonable period of time. [16]
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Figure 3: When the implementation is sequential (not paral-

lel), the difference in efficiency of single neurons

must be multiplied by the total number of the ne-

twork’s neurons to get the difference in efficiency

for the networks. In this sample case the neurons

efficiency difference is 59 FLOPS whereas the im-

plementation cost difference for the networks is

177 FLOPS. (a) A sample network of Integrate-

and-Fire-or-Burst neurons. (b) The same sample

network with FitzHugh-Nagumo neurons.

If we want to simulate tens of thousands of spiking neu-

rons in real time with 1 ms resolution, then there are

plenty of models to choose from (all models on the left

half of the graph in Fig. 2). The most efficient is the

Leaky I&F neuron. It is the simplest model to imple-

ment when the integration time step τ is 1 ms. Indeed,

the iteration v(t + 1) = v(t) + I + a − bv(t) takes

only four floating-point operations (additions, multipli-

cations, etc.) plus one comparison with the threshold

vthrash.

The other I & F-type models are practically as efficient

as the Leaky I & F (see table in Fig. 2) and are usable

for large-scale modeling. State-of-the-art solvers for ne-

tworks of I&F neurons allow for routine simulations of

networks of some 105 neurons and 109 connections (sy-
napses) on moderate computer clusters [28].

5. Evolvability

First of all it should be noted that the language of this

section moves between bilological and that of artificial

intelligence systems, so potentially biological terms are

used in less orthodox manner than that used in biological

literature.

The human brain contains over 11 billion specialized

nerve cells, or neurons, capable of receiving, processing,

and relaying the electrochemical pulses on which all our

sensations, actions, thoughts, and emotions depend [7].

But it is not the sheer number of neurons alone that is

most striking about the brain, but how they are organi-

zed and interconnected.

Despite our goal is not to create an artificial brain, it is

hardly imaginable to build a large-scale network with

spatio-temporal structure of activity without a proper

construction algorithm. In our opinion, the only way

how to solve this complex problem is to use evoluti-

onary computation techniques (e.g. genetic algorithms,

artificial embryogeny). However, this approach is consi-

derably challenging and it has many unresolved issues.

Through this section we try to shed some light on the

problem of system’s ability to evolve, and we try to ap-

ply this information to compare different spiking neuron

models.

Evolvability is a concept in evolutionary biology that

tries to measure an organism’s ability to evolve (see

[2, 19, 27, 37]). We see this concept as an important part

of the design process of a system, which we want to

evolve. As estimating a system’s evolvability is not an

easy task, we divide the problem in two aspects, which

we think are crucial, namely phenotype-genotype com-

pression and evolutionary potential.

5.1. Phenotype-genotype compression

From the evolutionary neuroscience point of view, there

is a vaxing problem with the notion that genome pro-

vides complete information for the construction of the

nervous system of humans and other mammals. It is es-

timated that just human neocortex alone has about 1015

(one thousand million million) synapses [14]. Since the

human genome has only about 3.5 billion (3.5 x 109)
bits of information (nucleotide base pairs), with 30% to

70% of these appearing silent [3], some neural and mo-

lecular scientists have concluded that our genes simply

do not have enough storage capacity to specify all of

these connections, in addition to including information

on the location and type of each neuron plus similar in-

formation for the rest of the body. Considering this, there

must be some kind of phenotype-genotype compression

for every biological unit with no exception for neurons.

Most probably is such representational efficiency made

possible through gene reuse mechanism. Natural orga-

nisms implement gene reuse through a process of deve-

lopment, or embryogeny. The same genes can be used at

different points in development for different purposes,

and the order in which activations of genes take place

determines when and where a particular gene is expres-

sed [30].

In our opinion there is present more general phenome-

non, that is, principle of reducing the number of genes

by preserving phenotype functionality, either by gene

reuse or by other mechanism. Let us give an exaplme

for better understandig: suppose we want to compare
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evolvability of two neural cells with exactly the same

current behavior but different length of their genomes

(the neuron with shorter genome has better phenotype-

genotype compression). Let’s say there is some novel

function that both neurons are able to perform if their

genome is changed accordingly (by some mutations).

We say that the neuron with shorter genome has better

chance to gain the novel function faster, simply because

its genome needs fewer mutations to “search the space

of its mutants”. Therefore we can conclude that the neu-

ral cell with shorter genome has better ability to evolve

and would be more successful than the neuron with lon-

ger genome, in case that the novel function increases or-

ganisms’s chance for reproduction.

To put it in analogy with spiking neuron models, we de-

fine genome of given neuron model (i.e. some piece of

genome of the network) as a set of dimensionless pa-

rameters of the model, and we define its phenotype as

a full description of the model - its differential equati-

ons with given values of its parameters, i.e, the model’s

dynamical behavior.

If we want to compare evolvability of different spi-

king models considering only their phenotype-genotype

compression, than the models with fewer parametes

are better, with the Resonate-and-Fire neuron as the

most evolvable (it has only three parameters plus an ar-

bitrary function) and Hodgkin-Huxley with the worst

phenotype-genotype compression (Fig. 4). If this two

neuron models behave as integrators and we want them

to respond as resonators (see [16]), we predict that ge-

nome (parameters) of the Resonate-and-Fire neuron ne-

eds much fewer mutations to change its phenotype (dy-

namical behavior) than genome of the Hodgkin-Huxley

neuron.

Figure 4: Comparison of the number of dimensionless para-

meters and the neuro-computational properties of

spiking neuron models. Location of most of the

dots is given approximately as the number of dif-

ferent parameters can vary for some of the models.

Note that we have intentionally choosed neuro-

computational features that both neuron models are able

to reproduce (see table in Fig. 2). What if chosen novel

function would be the tonic bursting? It is clear that the

Resonate-and-Fire neuron model is not able to evolve

that way, thus we should not compare the neuron mo-

dels only by phenotype-genotype compression, i.e, we

should also compare their number of different neuro-

computational properties. This conclusion leads to ano-

ther important aspect of evolvability - evolutionary po-

tential.

5.2. Evolutionary potential

The term evolutionary potential was defined from the

genetics point of view as the array of successful mu-

tants of selected gene for chosen novel function [10]. In

case of neural cell we can define its evolutionary poten-

tial as the array of successful mutants of selected neuron

for chosen novel behavior (i.e. response) of the neuron.

Such definition does not exclude the existence of some

novel behavior for which there are no mutants of given

neural cell at all (its internal structure and genetic con-

stitution simply does not allow to be changed that way).

So the question is, how many different novel behaviors

can a neural cell acquire through its evolution, and how

many succesful mutants exist for each of these behavi-

ors?

It seems really difficult to answer this question for bio-

logical neurons but not as difficult for artificial neurons,

which we are able to investigate as dynamical systems.

At least we are able to give more or less satisfying an-

swer on the first part of the question above. If we take

a look at the table in Fig. 2, we see that I&F family

models can not reproduce some of the most important

neuro-computational properties of real neurons, and the-

refore it seems that they are in general less evolvable

than Hodgkin-Huxley-type neurons considering evolu-

tionary potential. But more serious research on evoluti-

onary potential of dynamical systems is needed and it

would be interesting to investigate all of the dynami-

cal behavior possibilities for spiking neuron models, and

not “only” 20 (plus chaos) of the most prominent featu-

res of biological spiking neurons (table in Fig. 2).

6. Discussion

Neural structures are very well suited for complex in-

formation processing and it seems that the current re-

search in computational neuroscience, evolutionary neu-

roscience, evolutionary computation, as well as in artifi-

cial neural networks has a promising future ahead.

Even though, almost all of the models used in compu-

tational neuroscience were created mainly to model phy-

siologically realistic spike trains, some of these models

appear also as an application in explicitly computational
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contexts [36]. We see such phenomenon of overlapping

of different approaches as a very important in the sake

of building information systems like artificial neural ne-

tworks.

In this paper some of the most useful models of spi-

king neurons have been proposed and compared from

two perspectives - computational efficiency and evolva-

bilty. As our goal is to construct a large-scale complex

network of spiking neurons using evolutionary compu-

tation techniques, we need a neuron model suitable for

this kind of approach. From that point of view, compu-

tational efficiency and evolvability of given neuron mo-

del are its crucial properties. So which one to choose?

We argue that the neuron model proposed by Izhike-

vich [15] is the most suitable to fill our expectations,

even though, the model was developed to understand the

fine temporal structure of cortical spike trains, and to use

spike-timing as an additional variable to understand how

the mammalian neocortex processes information [16],

i.e., it has not been used outside the biology yet. So what

are the arguments for using the model as a processing

element in an evolution driven complex network?

First: Izhikevich’s model has the same implementation

cost as the Integrate-and-Fire-or-Burst spiking neuron

model (Fig. 2), and therefore it is as good as some of

the I&F neurons from the computational efficiency point

of view. Indeed, the model have been used to simu-

late a sparse network of 10.000 spiking cortical neurons

with 1.000.000 synaptic connections in real time using a

desktop PC and C++ programming language [15].

Second: as it has only four dimensionless parame-

ters and it can reproduce all of the important neuro-

computational features (see Fig. 4), we can conclude

that the model has the best evolvabilty of all persen-

ted spiking neuron models considering both aspects -

phenotype-genotype compression together with evolu-

tionary potential.

These attributes of the model allows for the process of

evolution to “experiment” with many types of model’s

behavior because there are plenty of them and the tran-

sition of neuron dynamics is manageable by only four

parameters. In favor of this statement speaks the fact

that author (in [16]) failed to find the parameters (wi-

thin a reasonable period of time) for some of the neuro-

computational properties for all of the Hodgkin-Huxley-

type models, not surprisingly, the models with the worst

phenotype-genotype compression.

In conclusion, having a “good-looking” efficient and

evolvable spiking neuron model is only a beginning

of the story of creating complex large-scale neural ne-

tworks for information processing. There are still many

problems to be solved but the main idea of this paper

is that our most prominent tools for building complex

systems should be the principles of emergence and self-

organization.
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Abstrakt

Výhody modulárnı́ch ontologiı́ ve smyslu

jednoduššı́ho vytvářenı́ a údržby byly roz-

poznány mnoha vědci. Nicméně, v reálném

světě, jsou ontologie stále navrhovány jako mo-

nolitické, a proto jsou potřeba algoritmy a me-

tody, které umožnı́ rozdělit existujı́cı́ rozsáhlé

ontologie do sady menšı́ch částı́ (modulů).

V tomto článku jsou podrobněji prezen-

továny dva hlavnı́ algoritmy.

1. Úvod

Rostoucı́ povědomı́ o výhodách ontologiı́ v oblasti zpra-

covánı́ dat, informacı́ a znalostı́, vedlo k vytvářenı́

velkého počtu ontologiı́, které se snažı́ popsat různé

oblasti z reálného prostředı́. Např. v oblasti lékařstvı́

- ontologie NCI [1], Gene Ontology a dalšı́, v ob-

lasti elektronického obchodovánı́ - ontologie UNSPSC,

NAICS.... Tyto ontologie jsou navrženy jako monoli-

tické a obsahujı́ desetitisı́ce konceptů.

Návrh, údržba a integrace takovýchto ontologiı́ je

velmi obtı́žná a vyžaduje velké týmy pracovnı́ků.

Tyto problémy proto vedly ke snaze rozdělit podobně

rozsáhlé ontologie do menšı́ch, ucelených celků - tzv.

modulů. Tento proces se nazývá modularizace ontologiı́.

Přı́klad: Vývojář má navrhnout ontologii, která má po-

pisovat různé typy výzkumných projektů podle témat

jejich zaměřenı́. Pro tuto ontologii potřebuje použı́t

pojmy Cystická fibróza a Genetická onemocněnı́ pro

popis konkrétnı́ho lékařského výzkumného projektu.

Vývojář je sice expert na výzkumné projekty, ale nenı́

obeznámen s některými tématy, která má cı́lová onto-

logie pokrývat (např. výše uvedené pojemy Cystická

fibróza a Genetická onemocněnı́). Z tohoto důvodu

se rozhodne využı́t již osvědčenou ontologii, která se

zabývá popisem lékařských pojmů (např. NCI nebo

SNOMED). Protože ontologii lze chápat jako sadu (lo-

gických) tvrzenı́ (tzv. axiomů), jevı́ se jako nejjed-

noduššı́ způsob použı́t logické spojenı́ odpovı́dajı́cı́ch

axiomů. Tohoto spojenı́ může být dosaženo v OWL

použitı́m owl:imports konstrukce. Nicméně ontologie

jako jsou NCI nebo SNOMED jsou poměrně rozsáhlé

a vloženı́ celé ontologie by mohlo mı́t za následky

jak znepřehledněnı́ výsledné ontologie pro vývojáře,

tak snı́ženı́ výkonu. Z tohoto důvodu se jevı́ jako

praktičtějšı́, extrahovat z ontologie pouze část (modul),

který se následně použije.

Přestože je potřeba modularizace ontologiı́ zřejmá, v

současné době ještě nejsou pevně stanovena kritéria

pro tvorbu dobrých modulů a také nenı́ přesně stano-

veno, jaké majı́ být jejich vlastnosti. Výsledkem je, že

u aktuálně použı́vaných přı́stupů pro extrakci modulů

z ontologie, každý obyčejně implementuje svoji vlastnı́

představu toho co je a co nenı́ modul .

V současné době jsou použı́vány v oblasti sémantického

webu 2 hlavnı́ algoritmy pro extrakci modulů z dané on-

tologie:

• rozdělenı́ na základě struktury ontologie

• segmentace ontologie

Přı́spěvek je rozdělen následovně: V úvodu jsou popsána

úskalı́ rozsáhlých monolitických ontologiı́. V dalšı́ části

jsou prezentována základnı́ kritéria použı́vána pro mo-

dularizaci ontologiı́. V třetı́ části jsou představeny 2

hlavnı́ algoritmy použı́vané pro vytvářenı́ modulů z

rozsáhlých ontologiı́.
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2. Kritéria modularity

V současné době je navrženo několik formálnı́ch i ne-

formálnı́ch kritériı́ modularizace [2], která jsou často

ovlivněna konkrétnı́mi přı́pady použitı́ modularizace.

Navı́c, na rozdı́l od softwarového inženýrstvı́, nenı́ v ob-

lasti ontologiı́ ještě pevně zakotven pojem modulu (on-

tologie) a z toho plynoucı́ vlastnosti modulu.

Z analýzy vlastnostı́ modulů použı́vaných v softwa-

rovém inženýrstvı́ vyplynuly dvě hlavnı́ kritéria, která

mohou být použita pro modularizaci ontologiı́: za-

pouzdřenı́ a nazávislost.

Zapouzdřenı́

V softwarovém inženýrstvı́ zapouzdřenı́ odkazuje na

rozdı́l mezi rozhranı́m a implementacı́ konkrétnı́ho mo-

dulu. Tento rozdı́l nenı́ přı́mo aplikovatelný, ale může

souviset s jinými pojmy jako je např. nahraditelnost mo-

dulu.

Nezávislost

Vhodně navržený softwarový modul by měl být

nezávislý na jiném modulu použitém ve stejné aplikaci,

to znamená, že je použit a využit samostatně. To samé

můžeme aplikovat v ontologickém inženýrstvı́, kde mo-

dul má být celistvá a znovupoužitelná komponenta.

2.1. Strukturálnı́ kritéria

Tato kritéria jsou odvozena na základě struktury on-

tologie, kterou chceme modularizovat. Souvisı́ neod-

myslitelně s předchozı́mi kritérii převzatými ze soft-

warového inženýrstvı́ a jsou navržena jako kompromis

mezi udržovatelnostı́ a výkonnostı́.

Velikost

Velikost modulu má zásadnı́ vliv na jeho údržbu:

přirozená složitost znalostı́ v jednom modulu vede k

menšı́ pružnosti při jeho využitı́ a vývoji. Na druhou

stranu, přı́liš malé moduly nemohou dostatečně pokrýt

širokou oblast a mohou vést k problémům souvisejı́cı́ch

s dalšı́mi kritérii (např. spojitost - ontologii můžeme

vidět jako graf, kde koncepty jsou uzly a hrany jsou

spojenı́ mezi dvěmi konkrétnı́mi koncepty. Spojitost je

určena na základě počtu konceptů, které sdı́lı́ daný mo-

dul s jinými moduly).

Vzdálenost uvnitř modulu

Vzdálenost uvnitř modulu je určena jako počet vztahů v

nejkratšı́ cestě z jednoho elementu ontologie k druhému,

spojených těmito vztahy. Toto je důležité v přı́padě sta-

novenı́ modulů pomocı́ extrakčnı́ch technik, kde ome-

zenı́ vzdálenostı́ mezi vstupnı́mi pojmy usnadňuje jejich

vizualizaci a pomáhá v porozuměnı́ vztahů v původnı́

ontologii.

2.2. Kvalita modulů

Rozlišujeme dva různé druhy přı́stupů k určenı́ kvality

existujı́cı́ ontologie, které mohou být použity pro hod-

nocenı́ kvality ontologických modulů:

• jeden analyzuje strukturu ontologie na základě

aktuálnı́ho obsahu,

• druhý porovnává obsah ontologie s alternativnı́ re-

prezentacı́.

Doporučuje se kombinovat oba tyto způsoby, abychom

zı́skali nejvhodnějšı́ modul pro popis určitého aspektu v

dané oblasti.

3. Algoritmy modularizace

3.1. Algoritmus rozdělenı́ ontologie na základě jejı́

struktury

Základem algoritmu je převedenı́ ontologie do grafu

na základě stanovenı́ závislostı́ mezi jednotlivými ele-

menty (koncepty, vztahy, instancemi) ontologie a nale-

zenı́ závislých uzlů. Algoritmus rozdělenı́ ontologie na

základě jejı́ struktury lze rozdělit do třı́ základnı́ch úloh.

• Vytvořenı́ grafu na základě závislostı́ mezi jednot-

livými elementy v ontologii.

• Nalezenı́ sad uzlů (modulů) s danou maximálnı́

velikostı́, pro které je závislost mezi nimi uvnitř

modulu většı́ než závislosti spojenı́ s uzly v ně to-

hoto modulů.

• Optimalizace vytvořených modulů.

3.1.1 Závislostnı́ graf: Prvnı́ úlohou je

vytvořenı́ ohodnoceného grafu na základě struktury

závislostı́ ontologie. Tato část algoritmu se skládá ze

dvou kroků

1. vytvořenı́ grafu

2. výpočet ohodnocenı́ grafu

Krok 1

V prvnı́m kroce je na základě zdrojové ontologie vy-

tvořen závislostnı́ graf. Jednotlivé uzly v grafu repre-

zentujı́ elementy ontologie. Spojenı́ mezi jednotlivými
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uzly je vytvořeno pouze tehdy, pokud odpovı́dajı́cı́ ele-

menty ve zdrojové ontologii jsou též spojeny určitým

vztahem. Rozlišujeme pět typů vztahů, které mohou být

mezi jednotlivými elementy a to: podtřı́da, vlastnost, de-

finice, podřetězec a vzdálenost mezi elementy.

Krok 2

Druhý krok spočı́vá v určenı́ sı́ly závislostı́ spojenı́ mezi

jednotlivými uzly závislostnı́ho grafu. Při určenı́ sı́ly

závislosti se využı́vá algoritmus sı́t’ové analýzy, pomocı́

kterého se stanovı́ tzv. proporcionálnı́ sı́la grafu.

Sı́la závislosti spojenı́ mezi uzly ci a cj je určena jako

proporcionálnı́ sı́la spojenı́: tato proporcionálnı́ sı́la w je

rovna podı́lu součtu vah spojenı́ mezi uzlem ci a uzlem

cj a součtem vah všech spojenı́ uzlu ci s dalšı́mi uzly.

w(ci, cj) =
aij+aji∑
k aik+aki

, kde aik je váha stanovená pro

spojenı́ mezi uzly ci a ck .

Obrázek 1: Přı́klad grafu s proporcionálnı́ silou závislosti.

3.1.2 Určenı́ modulu (krok 3): Proporcionálnı́

závislostnı́ graf nám poskytuje základ pro určenı́ sady

souvisejı́cı́ch konceptů. Pro detekci těchto konceptů se

použı́vá algoritmus, který vypočı́tá všechna maximálnı́

spojenı́ uzlů v grafu.

Definice řady uzlů

Mějme proporcionálnı́ závislostnı́ graf G=(C,D,w), kde

C je sada všech vrcholů v grafu, D je sada hran spo-

jujı́cı́ch C, w je proporcionálnı́ sı́la.

Sadou vrcholů (Line Islands) nazveme množinu I jestli-

že platı́

- I ⊆ C

- I je souvislý podgraf z G

- existuje vážený graf T = (CT , DT , wT ) takový, že

• - T je podgraf G

• - T je maximálnı́ větvı́cı́ se strom s ohledem na I

3.1.3 Optimalizace modulu:

Optimalizace - převod izolovaných konceptů

(krok 4): V některých přı́padech nám mohou po

rozdělenı́ dané ontologie na moduly zůstat uzly, které

nejsou přiřazeny žádnému modulu. V tomto kroku auto-

maticky přiřadı́me tyto zbylé uzly k modulu, se kterým

má daný uzel největšı́ váhu spojenı́.

Na obrázku 2 je zobrazen přı́klad grafu, který vznikl

rozdělenı́m ontologie. Graf obsahuje dva moduly (M1

a M2) a uzel c8, který nenáležı́ ani modulu M1 ani mo-

dulu M2. Uzel c8 je spojen jednou (obousměrnou) hra-

nou s modulem M1 s váhou 0.3 v obouch směrech. S

modulem M2 je uzel c8 spojen dvěma hranami s váhou

0.2 a 0.3. Výsledná váha spojenı́ mezi uzlem a jednot-

livými moduly se rovná součtu vah jednotlivých hran. V

našem přı́kladu je výsledná váha spojenı́ mezi uzlem c8

a modulem M1 0.6, mezi uzlem c8 a modulem M2 0.5.

Z těchto výsledků nám vyplývá, že uzel c8 bude přiřazen

modulu M1.

Obrázek 2: Přiřazenı́ zbylého uzlu k modulu.

Optimalizace - slučovánı́ (krok 5): V některých

přı́padech algoritmus generuje moduly, které nesplňujı́

našı́ intuitivnı́ představu o povaze modulu, docházı́ k

rozdělenı́ souvisejı́cı́ch pojmů (souvislého tématu) do

různých modulů (např. při dosaženı́ maximálnı́ velikosti

modulu). Po provedenı́ kontroly závislostı́ v přı́slušné

části ontologie, zjistı́me, že většina modulů, které ne-

splňujı́ našı́ intuitivnı́ představu o rozdělenı́, obsahuje

velmi silnou závislost spojenı́ mezi koncepty. Pro sta-

novenı́ takovýchto přı́padů potřebujeme znát mı́ru sı́ly
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vnitřnı́ závislosti. Tato mı́ra použı́vá minimálnı́ strom T

k identifikaci modulu: celková sı́la vnitřnı́ závislosti se

rovná sı́le nejslabšı́ho spojenı́ v daném stromě.

Všechny moduly jejichž úroveň dosáhne daného prahu

jsou slučovány do odpovı́dajı́cı́ho modulu s nižšı́ úrovnı́.

V mnoha přı́padech je pouze jeden sousednı́ modul, se

kterým se může sloučit. Pokud je zde vı́ce sousedı́cı́ch

modulů, vhodných pro sloučenı́, je použita sı́la závislosti

mezi moduly pro určenı́ kandidáta pro sloučenı́.

Optimalizace - kritéria minimalizace/maximalizace

(krok 6): Pro optimalizaci jsou použita tato kritéria:

počet modulů, průměrná velikost modulu a odchylka ve-

likosti.

Algoritmus rozdělenı́ ontologie na základě jejı́ struktury

pomocı́ váhového grafu je v současné době implemen-

tován např. v editoru PATO (Partitioning Tool).

3.2. Algoritmus segmentace ontologie

Algoritmus segmentace ontologie sloužı́ pro extrakci

souvisejı́cı́ch částı́ (modulů) z rozsáhlé ontologie [4].

Moduly by neměly být pouhým zlomkem dané on-

tologie, ale měly by tvořit sami o sobě novou onto-

logiı́. Tato technika využı́vá výhod podrobného zachy-

cenı́ sémantiky OWL ontologiı́.

V současné době je tento algoritmus optimalizován

pro práci s ontologiemi podobnými ontologii GALEN

[17], tzn. pracuje s rozsáhlými ontologiemi majı́cı́mi

přes 10 000 konceptů a celistvou spojitost (tzn. ne-

obsahujı́ samostatné, nezávislé koncepty), v průměru

jedno omezenı́ tvrzenı́ (tvořená např. existenciálnı́mi

či všeobecnými kvantifikátory) na koncept. Dalšı́m

předpokladem je, že ontologie je normalizována (cı́lem

normalizace je zajistit jednoznačnost použitých pojmů;

normalizace velmi zjednodušuje údržbu ontologie).

Základnı́ koncepty v normalizované ontologii nemajı́

vı́ce než jeden základnı́ nadřı́zený koncept (superclass).

Definované koncepty majı́ přesně jedno pojmenovánı́

konceptu v jejich definici. Toto označenı́ konceptu

může být viděno jako základnı́ koncept jednotlivých

nadřı́zených konceptů a proto tento segmentačnı́ algo-

ritmus může pracovat stejně dobře jak na základnı́ch tak

definovaných konceptech.

Základnı́ segmentačnı́ algoritmus začı́ná na jednom

nebo vı́ce konceptech vybraných uživatelem a vytvářı́

extrakt založený na těchto konceptech a souvisejı́cı́ch

konceptech. Tyto souvisejı́cı́ koncepty jsou identifi-

kovány pomocı́ struktury spojenı́ ontologie.

Tento algoritmus je založen na 4 krocı́ch:

1. Průchod směrem vzhůru hierarchiı́

Předpokládejme, že chceme vygenerovat modul týkajı́cı́

se konceptu srdce z ontologie GALEN. Je zřejmé,

že prvnı́ koncept, který do modulu zahrmene, je

koncepta srdce. Nadřı́zeným konceptem tohoto kon-

ceptu je koncept Vnitřnı́ orgány atd. Takto postupu-

jeme směrem vzhůru hierarchiı́ ontologie, dokud nenı́

dosaženo vrcholu. Protože je ale hierarchie ontologie

často obsáhlá (např.v tomto přı́padě se jedná o 13

nadřı́zených konceptů), mohli bychom uvážit sloučenı́

několika nadřı́zených konceptů. Nicméně toto může

zničit některé sémantické detaily dané ontologie. Tato

strategie se jevı́ jako vhodná, když konstruujeme po-

hled ontologie, ale nenı́ vhodná pro extrakci, která má

být použita v aplikaci, protože každý nadřı́zený koncept

může obsahovat znalosti potřebné pro danou aplikaci.

2. Průchod směrem dolů hierarchiı́

Tento algoritmus procházı́ ontologii směrem dolů od

zvoleného konceptu, zahrnuje všechny jejı́ podřı́zené

koncepty.

3. Sourozenecké koncepty v hierarchii

Sourozenecké koncepty nejsou zahrnuty v extraktu. V

našem přı́kadě jsou sourozenci koncepty jako plı́ce,

žaludek a ledviny. Je rozumné předpokládat, že nejsou

dostatečně relevantnı́, aby byly zahrnuty standardně.

Uživatel ale může vždy explicitně určit výběr konceptů

pro zahrnutı́ do extraktu.

4. Četnost průchodů vzestupně a

sestupně podle spojenı́

V této chvı́li již máme vybrané koncepty podle cı́lového

konceptu, jejich omezenı́, průnik, spojenı́ a ekvivalentnı́

koncepty.

Obrázek 3 nám poskytuje názorný přı́klad seg-

mentačnı́ho algoritmu. Algoritmus začı́ná na konceptu

zvoleným uživatelem a procházı́ hierarchiı́ ontologie

nejprve směrem vzhůru všemi možnými způsoby až ke

kořenovému konceptu. V dalšı́m kroku procházı́ všemi

možnými způsoby podřı́zené koncepty daného konceptu

směrem dolů. Nakonec může algoritmus, pokud je to

vhodné, procházet strukturou ontologie přes sourozence.

Tento segmentačnı́ algoritmus generuje extrakt všech

souvisejı́cı́ch konceptů s cı́lovým konceptem. Nicméně,

v hustě vnitřně spojených ontologiı́ch, jako je GALEN,

nová ontologie (modul) má obvykle velikost jedné

pětiny původnı́ ontologie (tato hodnota byla zı́skána na
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základě provedených testů tohoto algoritmu). Z toho

vyplývá potřeba dalšı́ch omezenı́ segmentace.

Obrázek 3: Průchod ontologiı́ směrem nahoru a dolů.

3.2.1 Omezenı́ velikosti segmentu: Jestliže

je našı́m cı́lem vyrobit segment pro použitı́ člověkem

nebo pro speciálnı́ aplikace, jevı́ se jako užitečné filtro-

vat určité vlastnosti. Např. jestliže se uživatel nezajı́má

o nemoci, může určit vyjmutı́ všech lokálnı́ch vlastnostı́

souvisejı́cı́ch s nemocemi.

3.3. Porovnánı́ algoritmů

Vývojáři využı́vajı́ algoritmus segmentace ontologie pro

rychlé a snadné vytvářenı́ relevantnı́ch zákaznických on-

tologiı́, na mı́sto toho, aby se spoléhali na dekompo-

zici ontologie navrženou jejı́m autorem. Tento algorit-

mus využı́vá výhod ontologických principů: normali-

zace, nadontologie a bohatou hierarchii vlastnostı́. U

algoritmu segmentace nenı́ nutný převod ontologie do

závislostnı́ho grafu.

Algoritmus rozdělenı́ ontologie na základě jejı́ struk-

tury se jevı́ jako univerzálnějšı́ (oproti algoritmu seg-

mentace pracuje i s nemormalizovanými ontologiemi),

ale již vyžaduje určité zkušenosti vývojáře.

4. Závěr

S rostoucı́ velikostı́ ontologiı́ roste potřeba použı́vat

principy modularity ontologiı́, aby se usnadnilo

vytvářenı́, údržba a využitı́ znalostı́ zachycených v

těchto ontologiı́ch. Tento přı́spěvek se věnoval dvěma

základnı́m algoritmům použı́vaných pro tvorbu modulů.

Plán na nejbližšı́ obdobı́ mého studia počı́tá s prove-

denı́m testů jednotlivých algoritmů pro různé ontologie.

Dále bych se ráda věnovala problematice zjišt’ovánı́

změn v původnı́ch ontologiı́ch a jejich automatické im-

plementaci do již vygenerovaných modulů.
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Abstract

Fuzzy integral is a general aggregation ope-

rator, which encompasses many common ag-

gregation operators like weighted mean, orde-

red weighted mean, weighted minimum and ma-

ximum, etc. In classifier combining, it can be

used to aggregate the outputs of the individual

classifiers in the team with respect to a fuzzy

measure, based on the classifier confidences. In

practice, the Choqet integral and the Sugeno in-

tegral are used most often. However, they both

belong to the more general family of fuzzy t-

conorm integral. In this paper, we theoretically

examine which fuzzy t-conorm integrals are use-

ful for classifier aggregation, and we experimen-

tally compare the individual methods on 27 ben-

chmark datasets.

1. Introduction

Classifier combining is a popular approach for impro-

ving the quality of classification. By combining outputs

of several classifiers into one final decision, the combi-

ned classifier can perform better than any of the indivi-

dual classifiers [1–3].

There are two main approaches to classifier combining:

classifier selection [4–7], where a single classifier is se-

lected from the team according to some criterion, and

classifier aggregation [1–3, 8, 9], where outputs of all

the classifiers in the team are aggregated into a single

prediction. Classifier combination can be either static,

i.e., the combining process is the same for all patterns,

or dynamic, where the combination process is adapted

to the currently classified pattern [4, 6, 10–12].

One of the popular aggregation operators is the fuzzy in-

tegral [1, 9, 13, 14]. Fuzzy integral aggregates the input

with respect to a fuzzy measure, which is a generali-

zation of the additive probabilistic measure, where the

additivity is replaced by a weaker condition, monotoni-

city. Leaving out the additivity allows us to model in-

teractions between different elements of the fuzzy mea-

sure space. Two main types of fuzzy integrals are used

most often – the Choquet integral, which generalizes

the Lebesgue integral, weighted mean, ordered weigh-

ted mean, etc., and the Sugeno integral, which generali-

zes the weighted minimum and weighted maximum.

Both the Choquet integral and the Sugeno integral can

be further generalized using the fuzzy t-conorm integral

framework [13–15]. In this approach, the spaces of the

integrand, fuzzy measure and integral are separated and

each space has its own t-conorm operation. The t-co-

norms, along with a multiplication-like operation which

interconnects them, build a t-conorm system for inte-

gration.

By choosing particular t-norms and multiplication-like

operations, we obtain different fuzzy integrals, including

the Choquet and Sugeno integrals. By using the t-co-

norm integral framework in classifier aggregation, we

obtain additional degrees of freedom in the aggregation,

and thus we can fine-tune the aggregation to a particular

data. However, not all t-conorm systems for integration

lead to meaningful aggregation operators.

In this paper, we introduce the theory of classifier

combining and the framework of fuzzy t-conorm inte-

gral. We theoretically investigate which combinations of
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t-conorms and multiplication-like operations lead to me-

aningful aggregation operators. This will show that the

family of t-conorm integrals is not as rich as it may seem

on the first glance, and that it reduces to the Choquet in-

tegral, Sugeno integral, and ∨S-type systems, including

the quasi-Sugeno integral. In the experimental section,

we compare the representatives of different fuzzy t-co-

norm integrals, i.e., the Choquet integral, the Sugeno in-

tegral, and the quasi-Sugeno integral.

The paper is structured as follows. Section 2 presents the

formalism of classifier combining, classification con-

fidence, and dynamic classifier systems. In Section 3,

we deal with the fuzzy integral and its use in classi-

fier aggregation. Section 4 introduces the fuzzy t-co-

norm integral and examines possible t-conorm systems

for integration. Section 5 contains the experiments, and

Section 6 then concludes the paper.

2. Classifier Combining

In this section, we present the formalism of dynamic

classifier combining, as introduced in [10]. Throughout

the rest of the paper, we use the following notation.

Let [0, 1] denote the unit interval, let X ⊆ Rn be

a n-dimensional feature space, let C1, . . . , CN ⊆ X ,

N ≥ 2 be disjoint sets called classes. A pattern is a

tuple (Qx, c<x), where Qx ∈ X are features of the pattern,

and c<x ∈ {1, ..., N} is the index of the class the pattern

belongs to. The goal of classification is to predict c<x for

unclassified patterns. We assume that for every Qx ∈ X ,

there is a unique classification c<x, but when we are clas-
sifying a pattern, we do not know it – due to this fact,

we will denote unclassified patterns only as Qx ∈ X .

Definition 1 We call a classifier any mapping φ : X →
[0, 1]N , where for Qx ∈ X , φ(Qx) = (γ1(Qx), . . . , γN (Qx))
are degrees of classification (d.o.c.s) to each class.

The d.o.c. to class Cj expresses the predicted extent to

which the pattern belongs to class Cj (if γi(Qx) > γj(Qx),
it means that the pattern Qx belongs to classCi rather than
to Cj). Depending on the classifier type, it can be mo-

delled by probability, fuzzy membership, etc. The pre-

diction of c<x for an unknown pattern Qx is done by con-

verting the continuous d.o.c.s of the classifier into a crisp

output φ(cr)(Qx) = argmaxi=1,...,N γi(Qx) if there are no
ties, or arbitrarily as φ(cr)(Qx) ∈ argmaxi=1,...,N γi(Qx)
in the case of ties.

2.1. Classification Confidence

In addition to the classifier output (the d.o.c.s), which

predicts to which class a pattern belongs to, we will

work with the confidence of the prediction κφ(Qx), i.e.,
the extent to which we can “trust” the output of the clas-

sifier. The higher the trust in the classification, the closer

κφ(Qx) is to 1. In the rest of the paper, we will use the in-
dicator operator I , defined as I(true) = 1, I(false) = 0.

Definition 2 We call a confidence measure of classifier

φ every mapping κφ : X → [0, 1]. Let Qx ∈ X . κφ(Qx) is
called classification confidence of φ on Qx.

A confidence measure can be either static, i.e., it is a

constant of the classifier, or dynamic, i.e., it adjusts itself

to the currently classified pattern. Static confidence me-

asures include accuracy, precision, sensitivity, resem-

blance, etc. [16,17], and they are usually computed on a

validation set after the classifier is trained. An example

of a static confidence measure is the Global Accuracy

measure:

κ
(GA)
φ =

∑
(<y,c�y)∈V

I(φ(cr)(Qy)
?
= c<y)

|V| , (1)

where V ⊆ X × {1, . . . , N} is the validation set.

Dynamic confidence measures [4, 6, 10–12, 18] predict

the local quality of the classification for the particular

pattern (Qx, c<x). An example of a dynamic confidence

measure is the Euclidean Local Accuracy (ELA):

κ
(ELA)
φ (Qx) =

∑
(<y,c�y)∈V(<x)

I(φ(cr)(Qy)
?
= c<y)

|V(Qx)| , (2)

where V(Qx) ⊆ V is the set of validation patterns nei-

ghboring with Qx (for example k nearest neighbors under

Euclidean metric).

2.2. Classifier Systems

In classifier combining, instead of using just one classi-

fier, a team of classifiers is created (sometimes called an

ensemble of classifiers), and the team is then aggrega-

ted into one final classifier. If we want to utilize classifi-

cation confidence in the aggregation process, each clas-

sifier must have its own confidence measure defined.

Definition 3 Let r ∈ N, r ≥ 2. Classifier team is a

tuple (Γ,K), where Γ = (φ1, . . . , φr) is a set of classi-
fiers, and K = (κφ1

, . . . , κφr
) is a set of corresponding

confidence measures.

If a pattern Qx is submitted for classification, the team of

classifiers gives us information of two kinds – outputs of
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the individual classifiers (a decision profile), and classi-

fication confidences of the classifiers on Qx (a confidence

vector).

Definition 4 Let (Γ,K) be a classifier team, and let Qx ∈
X . Then we define decision profile Γ(Qx) ∈ [0, 1]r×N

Γ(�x) =











φ1(�x)
φ2(�x)
.
.
.

φr(�x)











=











γ1,1(�x) γ1,2(�x) . . . γ1,N (�x)
γ2,1(�x) γ2,2(�x) . . . γ2,N (�x)

. . .

γr,1(�x) γr,2(�x) . . . γr,N (�x)











,

(3)

and confidence vector K(Qx) ∈ [0, 1]r

K(Qx) =




κφ1
(Qx)

κφ2
(Qx)
...

κφr
(Qx)


 (4)

After the pattern Qx has been classified by all the classi-

fiers in the team, and the confidences have been com-

puted, these outputs have to be aggregated using a team

aggregator, which takes the decision profile as its first

argument, the confidence vector as its second argument,

and returns the aggregated degrees of classification to all

the classes. A classifier team with an aggregator will be

called a classifier system, which can be also viewed as a

single classifier.

Definition 5 A team aggregator of dimension (r,N) is
any mapping A : [0, 1]r×N × [0, 1]r → [0, 1]N .

Definition 6 Let (Γ,K) be a classifier team, and let A
be a team aggregator of dimension (r,N), where r is the
number of classifiers in the team, and N is the number

of classes. The triple S = (Γ,K,A) is called a clas-

sifier system. We define an induced classifier of S as a

classifier Φ:

Φ(Qx) = A(Γ(Qx),K(Qx)).

An example of an aggregation operator is the mean va-

lue, which defines the aggregated d.o.c. to class j as the

arithmetic mean of the d.o.c.s to class j given by the

classifiers in the team:

γj(Qx) =

∑
i=1,...,r

γi,j(Qx)

r
, (5)

where Φ(Qx) = A(Γ(Qx),K(Qx)) = (γ1(Qx), . . . , γN (Qx)).

We can distinguish three types of classifier systems:

confidence-free (which do not utilize the classification

confidence at all), static (which use only static classifi-

cation confidence), and dynamic (which utilize classifi-

cation confidence in a dynamic way, i.e. the aggregation

is adapted to the particular pattern).

In classifier aggregation, many aggregation operators

have been studied in the literature [1–3,8,9]: simple ari-

thmetic operations (voting, sum, maximum, minimum,

mean, weighted mean, weighted voting, product, etc.),

probability-based approaches (e.g., product rule, baye-

sian aggregation, Dempster-Shafer fusion), fuzzy lo-

gic methods (fuzzy integrals, decision templates), and

others.

In classifier selection [4–7], a single classifier from the

team is selected according to some criterion (which

corresponds to the confidence measure in our fra-

mework), and the result of the classifier is taken as

the final result. Using the notation from this section,

Φ(Qx) = A(Γ(Qx),K(Qx)) = φk(Qx), such that k ∈
argmax{κφi

(Qx)|i = 1, . . . , r}.

However, our key interest in this paper lies in studying

dynamic classifier aggregation using the fuzzy integral,

which is described in the following section.

3. Fuzzy Integral

Fuzzy integral [13–15] is an aggregation operator, based

on a fuzzy measure (sometimes called capacity), which

is a generalization of the additive measure, such that the

additivity is replaced by a weaker condition – monotoni-

city. Several definitions of a fuzzy integral exists in the

literature – among them, the Choquet integral and the

Sugeno integral are used most often. In this section, we

briefly summarize the needed definitions, and we show

how the fuzzy integral can be used in classifier aggre-

gation. For simplicity reasons, we restrict ourselves to

the discrete case, i.e. the universe U is finite, and to

functions in [0, 1]with discrete domain (so called simple

functions). As the universe U will correspond to the set

of classifiers in the team, we use r to denote the universe
size.

3.1. Fuzzy Measure

Definition 7 A fuzzy measure µ on a set U =
{u1, . . . , ur} is a set function µ : P(U) → [0, 1], such
that:

1. µ(∅) = 0, µ(U) = 1 (boundary conditions)

2. A ⊆ B ⇒ µ(A) ≤ µ(B) (monotonicity)
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The fuzzy measure is determined by all its 2r va-

lues. In contrast, if the fuzzy measure is additive, i.e.,

µ(A ∪ B) = µ(A) + µ(B) for disjoint A,B, then we

need to know only the measure values for the singletons,

µ(ui), i = 1, . . . , r (usually called fuzzy densities), and

all the remaining values can be computed using the ad-

ditivity condition.

Since it is hard to define all the 2r values, and since

it is quite easy to define the fuzzy densities, methods

for computing the fuzzy measure values from the fuzzy

densities have been developed [13,14].⊥-decomposable

fuzzy measures (⊥ being a t-conorm), defined as

µ(A ∪B) = µ(A) ⊥ µ(B), (6)

for disjoint A,B ∈ U , are examples of such approaches.

Particular cases of ⊥-decomposable fuzzy measures are

additive measures (⊥ being the bounded sum), and the

Sugeno λ-measure [13, 14], defined as

µ(A ∪B) = µ(A) + µ(B) + λµ(A)µ(B), (7)

for disjoint A,B ∈ U , and some fixed λ > −1. The va-
lue of λ is computed as the unique non-zero root greater

than −1 of the equation

λ + 1 =
∏

i=1,...,r

(1 + λµ(ui)), (8)

if the densities do not sum to 1. If they do sum to 1,
λ = 1 and the fuzzy measure is additive.

3.2. Fuzzy Integrals

After the fuzzy measure is defined, we can define the

fuzzy integral. The most common fuzzy integrals are

Choquet and Sugeno integrals. Throughout the rest of

the paper, we will use the following notation. Let U =
{u1, . . . , ur} be a universe, let f : U → [0, 1], f(ui) =
fi, i = 1, . . . , r be a simple function on U , and let µ
be a fuzzy measure on U . Then we will use the notation

f<i>, A<i>, where f<i> indicates that the indices have

been permuted, such that 0 ≤ f<1> ≤ · · · ≤ f<r> ≤ 1,
and f<0> = 0, and A<i> = {u<i>, . . . , u<r>}. Using
this notation, µ(A<i>) represents the value of the fuzzy
measure for the set of elements of U corresponding to

the r − i highest values of f .

Definition 8 Let µ be a fuzzy measure on U . Then the
Choquet integral of a function f : U → [0, 1], f(ui) =
fi, i = 1, . . . , r, with respect to µ is defined as:

∫

C

fdµ =

r∑

i=1

(f<i> − f<i−1>)µ(A<i>). (9)

Definition 9 Let µ be a fuzzy measure on U . Then the
Sugeno integral of a function f : U → [0, 1], f(ui) =
fi, i = 1, . . . , r, with respect to µ is defined as:

∫

S

fdµ =
r

max
i=1

min(f<i>, µ(A<i>)), (10)

Both the Choquet and Sugeno integrals belong to the

more general class of fuzzy t-conorm integrals, which

will be described in the following section. Prior to that,

we demonstrate the use of fuzzy integrals as aggregation

operators in classifier aggregation.

3.3. Fuzzy Integral in Classifier Aggregation

In classifier aggregation, the universe U corresponds to

the set of classifiers Γ in the team, i.e., U = Γ. For
Qx ∈ X , the individual columns of the decision profile

Γ(Qx) (d.o.c.s to a particular class given by all the classi-
fiers in the team) are integrated using the fuzzy integral,

i.e., the aggregated d.o.c. to class j is defined as

γj(Qx) =

∫
Γ∗,jdµ, (11)

where
∫
is a fuzzy integral, Γ∗,j is the j-th column of Γ

(d.o.c.s to class Cj), and µ is a fuzzy measure based on

the confidences K(Qx). The fuzzy measure µ represents

the importance of a particular set of classifiers used in

the integration (µ(A<i>) represents the importance of

the classifiers corresponding to the r− i highest d.o.c.s).
Usually, Sugeno λ-measure is used as the fuzzy mea-

sure, with the fuzzy densities defined as the confidences,

µ({φi}) = κφi
(Qx).

4. Fuzzy t-conorm Integral

Through the rest of the paper, we use the following no-

tation for common t-norms and t-conorms:

• Standard: x ∧S y = min(x, y), x ∨S y =
max(x, y)

• Łukasiewicz: x∧Ly = max(x+y−1, 0), x∨Ly =
min(x + y, 1)

• Product: x ∧P y = xy, x ∨P y = x + y − xy

• Drastic: x ∧D y = x if y = 1, y if x = 1, and 0
otherwise; x∨D y = x if y = 0, y if x = 0, and 1
otherwise.

Although only Sugeno and Choquet fuzzy integrals are

used routinely in many applications, they belong to the

class of the so-called fuzzy t-conorm integrals, which

were introduced in [15]. In this section, we present the
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framework of t-conorm fuzzy integral for simple functi-

ons, following [13, 14].

The individual types of fuzzy t-conorm integrals differ

in the way how they bind together the spaces of inte-

grand, measure, and integral. To formalize this, the spa-

ces are linked together by the following definition.

Definition 10 Let △,⊥,⊥ be continuous t-conorms,

each of which is either Archimedean, or ∨S . Let
([0, 1],△), ([0, 1],⊥), and ([0, 1],⊥) denote the spaces
of values of integrand, measure, and integral, respecti-

vely. Let ⊙ : ([0, 1],△) × ([0, 1],⊥) → ([0, 1],⊥) be a
binary operation, non-decreasing in both variables, and

satisfying the following:

1. ⊙ is continuous on (0, 1]2,

2. a⊙ x = 0 if and only if a = 0 or x = 0,

3. If x ⊥ y < 1, then ∀a ∈ [0, 1] : a ⊙ (x ⊥ y) =
(a⊙ x)⊥(a⊙ y),

4. If a △ b < 1, then ∀x ∈ [0, 1] : (a △ b) ⊙ x =
(a⊙ x)⊥(b⊙ x)

Then F = (△,⊥,⊥,⊙) is called a t-conorm system for

integration. If all the three t-conorms△,⊥,⊥ are Archi-

medean, F is then called Archimedean.

Prior to defining the t-conorm integral, we have to define

the pseudo-difference.

Definition 11 Let△ be a t-conorm. An operation −△ :
[0, 1]2 → [0, 1], defined as

a−△ b = inf{c|b△ c ≥ a}, (12)

is called pseudo-difference of a and b with respect to△.

The pseudo-difference operation is dual to the residue

⇒∧, defined as a ⇒∧ b = sup{c|a ∧ c ≤ b}, ∧ being a

t-norm.

Example 1 If△ = ∨S , then

a−∨S
b =

{
a if a ≥ b

0 if a < b
(13)

Example 2 If△ = ∨L, then

a−∨L
b = max(a− b, 0) (14)

Now we are ready to define the fuzzy t-conorm integral.

Definition 12 Let µ be a fuzzy measure on U , and let
F = (△,⊥,⊥,⊙) be a t-conorm system for integration.

Then the fuzzy t-conorm integral of a function f : U →
[0, 1], f(ui) = fi, i = 1, . . . , r, with respect to µ is

defined as:

∫

F

f⊙dµ =
r

⊥
i=1

[(f<i>−△f<i−1>)⊙µ(A<i>)]. (15)

4.1. Classification of t-conorm Systems

The framework of fuzzy t-conorm integral provides

many different types of fuzzy integrals, depending on

the t-conorm system for integration used. For example,

if we choose F = (∨S ,∨S ,∨S ,∧S), we get the Sugeno
integral, while for F = (∨L,∨L,∨L, ·), where · is the
ordinary multiplication, we get the Choquet integral.

However, not all combinations of t-conorms give

t-conorm systems for integration, and moreover, not all

t-conorm systems for integration provide useful appro-

ach to classifier aggregation. In this section, we show

several classes of t-conorm systems, and we investigate

each class in detail.

If the fuzzy integral of a function with respect to a fuzzy

measure is understood as some kind of expected value of

the integrand, then the spaces of the integrand ([0, 1],△)
and the integral ([0, 1],⊥) should be the same [13–15].

Since this is the case in classifier aggregation, we re-

strict ourselves to the t-conorm systems for integration

with△ = ⊥.

One important class of t-conorm systems are Archime-

dean systems, i.e. F = (△,⊥,⊥,⊙), where all the t-

conorms are Archimedean. As shown in [14], if F is

Archimedean, the corresponding fuzzy integral can be

expressed as a Choquet integral with transformed do-

mains, and thus it has nearly the same properties as the

Choquet integral. More precisely, let h△, h⊥, h⊥ de-

note the generators of △,⊥,⊥, respectively, then the

following holds:

∫

F

f⊙dµ = h−1
⊥

[
min

(
h⊥(1),

∫

C

h△ ◦ fd(h⊥ ◦ µ)

)]
,

(16)

where ◦ denotes function composition. Therefore, Ar-

chimenean t-conorm systems bring nothing new to clas-

sifier aggregation, since they reduce to the Choquet in-

tegral.

The class of non-Archimedean t-conorm systems (i.e. at

least one of the t-conorms is ∨S , and the rest is Archi-
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medean) is not as large as it may seem, because of the

following proposition.

Proposition 1 Let F = (△,⊥,⊥,⊙) be a non-

Archimedean t-conorm system for integration, such that

△ = ⊥, and ⊙ is not constant in the second argument

on (0,1). Then△ =⊥= ⊥ = ∨S .

Proof: Since F is not Archimedean, i.e. at least one of

△,⊥,⊥ is ∨S and the rest is Archimedean, and△ = ⊥,
there are only two situations possible:

• F = (△,∨S ,△,⊙), where △ is ∨S , or conti-
nuous Archimedean t-conorm. Suppose that△ �=
∨S , i.e. it is continuous and Archimedean. Accor-

ding to Req. 3 from Def. 10, when x ∨S y < 1,
then ∀a ∈ [0, 1]

a⊙ (x ∨S y) = (a⊙ x)△ (a⊙ y). (17)

Let x = y < 1. Then (17) reduces to

a⊙ x = (a⊙ x)△ (a⊙ x). (18)

This conflicts with the fact that △ is Archime-

dean, i.e. u△ u > u ∀u ∈ (0, 1).

• F = (∨S ,⊥,∨S ,⊙), where ⊥ is ∨S , or conti-
nuous Archimedean t-conorm. Suppose that ⊥ �=
∨S , i.e. it is continuous and Archimedean. Accor-

ding to Req. 3 from Def. 10, when x ⊥ y < 1,
then ∀a ∈ [0, 1]

a⊙ (x ⊥ y) = (a⊙ x) ∨S (a⊙ y). (19)

Let x, y > 0, y = x, such that x ⊥ x < 1. Then
(19) reduces to

a⊙ (x ⊥ x) = a⊙ x, (20)

and since ⊙ is non-decreasing in both arguments

and ⊥ is Archimedean this implies that ⊙ is con-

stant in the second argument on [x, x ⊥ x].

Now let d⊥ : [0, 1] → [0, 1], defined as d⊥(m) =
m ⊥ m be the diagonal of the t-conorm ⊥. Be-
cause ⊥ is continuous, d⊥ is also continuous, and

moreover d⊥(0) = 0, d⊥(1) = 1. We define:

M = d−1
⊥ (0, 1) = {m > 0|m ⊥ m < 1}.

M is an open interval, and infM = 0, supM =
s such that s ⊥ s = 1.

According to (20), ∀m ∈ M, ⊙ is constant in

the second argument on Im = [m,m ⊥ m]. Let

I =
⋃
m∈M Im = (0, 1). Summarizing the for-

mer, the following holds:

∀ξ ∈ (0, 1) ∃η ∈ (ξ, 1), such that a⊙ ξ = a⊙ η.

The following lemma shows that this is in con-

flict with the fact that ⊙ is not constant on (0, 1),
which means ⊥ = ∨S .

In both cases △ =⊥= ⊥ = ∨S , which proves the pro-

position.

Lemma 1 Let f : [0, 1] → [0, 1] be continuous and
non-decreasing on (0, 1). Let

∀ξ ∈ (0, 1) ∃η ∈ (ξ, 1) such that f(ξ) = f(η).

Then f is constant on (0, 1).

Proof: We will prove this theorem by contradiction.

Assume to the contrary that f is not constant on (0, 1),
i.e. there exist x1, x2, 0 < x1 < x2 < 1 such that

f(x1) < f(x2) (because f is non-decreasing). Now we

define:

A = {x ∈ (0, 1)|f(x) = f(x1)},
and let x = supA. There are two situations possible:

• x < 1. Therefore there exists η ∈ (x, 1) such that

f(η) = f(x). Because f is continuous on (0, 1),
f(x) = f(x1), which means η ∈ A, which con-

tradicts x = supA.

• x = 1. Therefore there exists x3 ∈ [x2, 1)
such that x3 ∈ A, i.e. f(x3) = f(x1). Because
f(x3) ≥ f(x2), i.e. f(x1) ≥ f(x2), which con-

tradicts f(x1) < f(x2).

We could theoretically still construct t-conorm systems

for integration of the form F = (∨S ,⊥,∨S ,⊙), with ⊙
constant in the second argument (because then Eq. (20)

holds), i.e., in fact, integrals with no respect to the mea-

sure. However, this is not very useful in practice.

Fuzzy t-conorm systems of the form F =
(∨S ,∨S ,∨S ,⊙) are called ∨S-type systems. The

following proposition implies that for ∨S-type systems,

Req. 3 and 4 from Def. 10 are satisfied automatically.

Proposition 2 Let ⊙ : [0, 1] × [0, 1] → [0, 1] be a non-
decreasing operation satisfying requirements 1 and 2

from Def. 10. Then F = (∨S ,∨S ,∨S ,⊙) is a t-conorm
system for integration.
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David Štefka Fuzzy t-conorm Integral as an Aggregation Operator ...

Proof: We have to prove the Req. 3 and 4 from Def.

10. Since the proof of the latter is analogous to the proof

of the former, we will prove only Req. 3, i.e.: when

x ∨S y < 1, then ∀a ∈ [0, 1] : a ⊙ (x ∨S y) =
(a ⊙ x) ∨S (a ⊙ y). Without loss of generality, we can

assume that x ≤ y. This implies x ∨S y = y < 1,
and a ⊙ (x ∨S y) = a ⊙ y. Since ⊙ is non-decreasing,

(a ⊙ x) ≤ (a ⊙ y), thus (a ⊙ x) ∨S (a ⊙ y) = a ⊙ y,
which proves the proposition.

Among ∨S-type systems, quasi-Sugeno systems, for

which ⊙ is a t-norm (this t-norm will be further deno-

ted by ∧), play an important role. However, due to the

following proposition, not all t-norms can be used:

Proposition 3 F = (∨S ,∨S ,∨S ,∧), where ∧ is a

t-norm, is a t-conorm system for integration if and only

if ∧ is continuous on (0, 1]2 and without zero divisors.

Proof: Recall that an element a ∈ (0, 1) is called a zero
divisor of a t-norm ∧ if there exists some x ∈ (0, 1),
such that a ∧ x = 0. The implication ⇒ is trivial. The

other implication can be proved using Prop. 2 (with ta-

king in mind that a ∧ 0 = 0 for any t-norm ∧).

For example the Łukasiewicz or the drastic t-norms have

zero divisors and hence cannot be used in quasi-Sugeno

systems.

We can summarize the results to create the following

classification of t-conorm systems for integration:

1. Archimedean systems – can be expressed using

Choquet integral, with the Choquet integral as a

special case.

2. Non-Archimedean systems

(a) Systems with △ = ⊥, which lead to ∨S-
type systems, with quasi-Sugeno systems as

a special case (and the Sugeno integral in

particular).

(b) Systems with△ �= ⊥, which do not express

the expected value of the integrand.

5. Experiments

To find out how the individual fuzzy t-conorm integrals

perform in practice, we created a Random Forest clas-

sifier system [19], and we aggregated the system vith

different fuzzy t-conorm integrals. As the theoretical re-

sults from the previous section show, the only meanin-

gful t-conorm systems are the Choquet integral, Sugeno

integral, and the ∨-type systems, from which we used

the quasi-Sugeno integrals. To obtain different fuzzy in-

tegrals from the quasi-Sugeno family, we used the t-co-

norm system F = (∨S ,∨S ,∨S ,∧AA), where ∧AA is

the Aczél-Alsina t-norm [20], defined as:

x∧AAα y =





x ∧D y if α = 0

x ∧S y if α =∞
e−[(− log x)α+(− log y)α]1/α if α ∈ (0,∞)

(21)

With increasing α, the Aczél-Alsina t-norm is continu-

ously increasing, varying from drastic t-norm (α = 0),
through product t-norm (α = 1), to standard t-norm

(α =∞).

In the experiment, we compared the performance of the

following classifier systems:

• single best [SB] classifier – for reference purpo-

ses, representing the “worst case“ scenario; result

of the classifier in the team with the lowest vali-

dation error rate

• Choquet integral [CI]

• Sugeno integral [SI]

• quasi-Sugeno integral with Aczél-Alsina t-norm

[qSI AA]

• oracle [OR] – representing the theoretical “best-

case” scenario, which, for a given pattern, gi-

ves correct class prediction if and only if any of

the classifiers in the team gives correct class pre-

diction

We measured the mean value and the standard devi-

ation of the error rate of the classifier systems from

10-fold crossvalidation on 7 artificial and 20 real-world

datasets with varying size, dimensionality, and class

count. The methods were implemented in the Java pro-

gramming language. The size of the ensemble (number

of trees) was set to r = 20, the number of features to

explore in each node varied between 2 and 5 (depen-

ding on the dimensionality of the particular dataset), the

maximal size of a leaf was set to 10 (see [19] for de-

scription of the parameters). As the confidence measure,

we used the ELA method (2). The number of neighbors

was set to k = 5, k = 10, or k = 20, depending on

the size of the dataset. The values of the parameters

were set based on some preliminary testing, no optimi-

zation or fine-tuning was done. The optimal value of

α for a given dataset was chosen from the values α ∈
{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1, 1.2, 1.5, 2, 3}
on an independent validation set.
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Table 1: Mean error rate ± standard deviation of the methods from 10-fold crossvalidation. SB – single best, CI – Choquet in-

tegral, SI – Sugeno integral, qSI AA – quasi-Sugeno integral with Aczél-Alsina t-norm, OR – Oracle. The best method

(excluding OR) for each dataset is displayed in boldface.

SB CI SI qSI AA
Dataset ref size classes dim (non-combined) αopt OR

Artificial

clouds [21] 5000 2 2 14.9 ± 1.8 12.4 ± 1.9 12.6 ± 1.6 0.3 13.1 ± 1.5 1.6 ± 1.0
concentric [21] 2500 2 2 5.25 ± 1.5 3.9 ± 1.4 4.0 ± 1.4 1.2 3.5 ± 0.9 0.0 ± 0.0
gauss 3D [21] 5000 2 3 30.1 ± 4.0 24.6 ± 2.3 24.3 ± 2.6 0.3 24.2 ± 2.8 1.5 ± 0.4
gauss 8D [21] 5000 2 8 25.6 ± 1.8 14.7 ± 1.5 15.2 ± 2.1 0.6 14.7 ± 1.8 0.1 ± 0.1
ringnorm [22] 3000 2 20 9.4 ± 1.7 13.4 ± 1.3 13.6 ± 2.2 3.0 12.3 ± 2.0 0.1 ± 0.2
twonorm [22] 3000 2 20 18.5 ± 1.7 7.9 ± 2.0 8.3 ± 2.2 0.3 7.9 ± 2.0 0.0 ± 0.1
waveform [22] 5000 3 21 28.25 ± 1.5 18.0 ± 2.5 19.3 ± 1.7 2.0 18.2 ± 1.9 0.2 ± 0.2

Real-world

balance [22] 625 3 4 20.3 ± 5.1 13.9 ± 4.0 13.7 ± 3.7 1.5 13.6 ± 3.5 2.7 ± 1.8
breast [22] 699 2 9 5.6 ± 2.7 3.0 ± 2.0 2.9 ± 2.0 0.7 3.8 ± 2.0 0.7 ± 1.4
glass [22] 214 7 9 22.8 ± 12.5 20.7 ± 8.7 24.9 ± 10.8 0.7 22.7 ± 8.3 0.0 ± 0.0
iris [22] 150 3 4 9.3 ± 7.8 8.0 ± 5.2 9.3 ± 4.6 0.5 9.3 ± 8.4 0.7 ± 2.1
letter-recg. [22] 20000 26 16 22.4 ± 1.3 8.2 ± 0.7 8.6 ± 0.5 1.0 8.6 ± 0.6 0.3 ± 0.2
pendigits [22] 10992 10 16 8.2 ± 0.9 3.6 ± 0.6 3.5 ± 0.8 0.5 3.3 ± 0.5 0.1 ± 0.1
phoneme [21] 5427 2 5 18.3 ± 1.0 13.1 ± 1.5 13.2 ± 1.8 0.5 13.2 ± 1.7 0.5 ± 0.3
pima [22] 768 2 8 30.3 ± 5.0 25.7 ± 3.6 25.9 ± 3.8 0.5 26.0 ± 6.1 0.5 ± 1.2
poker [22] 4828 3 10 49.9 ± 1.6 46.9 ± 2.3 46.6 ± 3.0 0.5 47.9 ± 2.1 3.8 ± 1.4
satimage [21] 6435 6 4 19.0 ± 1.8 15.7 ± 1.6 15.9 ± 2.0 0.9 16.2 ± 2.1 2.9 ± 0.6
segmentation [22] 2310 7 16 13.8 ± 2.4 8.6 ± 1.8 9.5 ± 1.9 1.5 9.2 ± 2.2 0.5 ± 0.4
sonar [22] 208 2 60 32.3 ± 11.8 23.5 ± 11.0 22.3 ± 9.6 1.5 22.6 ± 9.4 0.0 ± 0.0
texture [21] 5500 11 10 14.1 ± 2.6 5.2 ± 1.0 5.4 ± 0.5 3.0 5.2 ± 0.8 0.0 ± 0.0
transfusion [22] 748 2 4 23.4 ± 3.6 23.1 ± 5.4 25.0 ± 5.7 0.5 23.5 ± 3.2 6.1 ± 2.8
vehicle [22] 946 4 18 35.6 ± 5.3 28.1 ± 3.7 27.1 ± 3.9 0.4 27.7 ± 4.9 0.7 ± 0.8
vowel [22] 990 11 10 42.7 ± 4.0 14.8 ± 2.3 18.7 ± 4.7 0.9 18.9 ± 6.3 0.0 ± 0.0
wine [22] 178 3 13 9.6 ± 7.0 8.4 ± 7.9 6.7 ± 6.8 2.0 5.6 ± 5.3 0.0 ± 0.0
wineq-red [22] 1600 3 11 40.8 ± 4.5 31.3 ± 3.8 31.4 ± 2.0 1.2 31.7 ± 5.6 0.5 ± 0.7
wineq-white [22] 4898 3 11 44.7 ± 2.0 32.6 ± 2.8 33.6 ± 2.2 1.2 33.7 ± 2.7 0.7 ± 0.4
yeast [22] 1484 4 8 46.3 ± 5.8 39.5 ± 4.7 38.2 ± 4.7 0.9 37.8 ± 2.8 3.1 ± 1.7

The results of the testing are shown in Tables 1 and 2.

Table 1 contains the raw error rates, while Table 2 com-

pares the different aggregation methods, showing the

number of datasets, for which a particular aggregation

method was at least as good as another aggregation me-

thod.

Table 2: Comparison of the individual aggregation operators.

The (i,j)-th cell of the table shows the number of da-

tasets (out of 27), on which aggregator i obtained

better (or the same) results than aggregator j. The

last column shows the number of datasets on which

the aggregator was the best.

↓ superior to→ SB CI SI qSI AA all

SB - 1 4 3 1

CI 26 - 18 18 16

SI 24 9 - 13 4

qSI AA 25 12 17 - 9

The results of the testing show that there is a big im-

provement in the classification error rate between the

SB classifier, and all the fuzzy integrals. On the other

hand, the performance of the particular fuzzy integrals

is similar. The Choquet integral is usually better than

the (quasi) Sugeno integral. The quasi-Sugeno integral

is slightly better than the Sugeno integral (which is not

surprising, because the parameter α was fine-tuned for

the particular data). Still, there is a huge theoretical gap

between any of the individual methods and the Oracle

classifier system.

6. Conclusion

In this paper, we have shown the framework of fuzzy

t-conorm integral, which includes both Choquet and Su-

geno fuzzy integrals, and we have shown the way how

it can be used in dynamic classifier combining. We have

theoretically shown that the family of fuzzy t-conorm

integrals is not as rich as it may seem, and that the only

reasonable fuzzy t-conorm integrals are the Sugeno inte-

gral, the Choquet integral, and fuzzy t-conorm integrals

using the ∨S-type systems (with quasi-Sugeno integral

as their representative).

In the experimental section, we have compared the per-

formance of the Choquet integral, the Sugeno integral

and the quasi-Sugeno integral on 27 datasets. The re-

sults indicate that even if the differences of the methods

are small, the Choquet integral usually obtains the best

results.
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Abstract

Web services became one of the best me-

ans for web application interoperability. There

is a need to have a scalable and extensible model

to deliver distributed information and functiona-

lity integrated as independently provided, inte-

roperable services in a distributed environment.

Several distributed services can be dynamically

composed (chained) as a new service to accom-

plish specific tasks. Such a model of service

composition (chaining) is one of the most im-

portant research topics of next generation web

services.

This paper discusses possibilities of using onto-

logy matching techniques for web services in-

teroperability and composition, describes such

processes, explain their difficulties and propose

a model for web service composition based on

suitable ontology matching techniques.

1. Motivation

Let’s suppose this motivation scenario:

We want to deliver some electronic product from a web

shop to some address by a shipping service. Online

electronic shop service provides its output description

in some ontology. Shipping service uses a second onto-

logy for its input description. Then the matching of these

ontologies could be used for:

• checking that what is delivered by the first service,

e. g., a DVD Player, matches what is expected

by the second one, e. g., some Object (shipping

service does not accept life animals),

• verifying preconditions of the second service,

e. g., Size in centimeters, etc.

We can see only two parts of a chain in this short

example, but there could be many more. For exam-

ple there are web services able to compare products

(e. g., DVD Players) from different data sources (ca-

talogues), some web services do it even more sophisti-

cated using user preferences, etc.

2. Introduction

2.1. Ontology matching

Ontology matching is the process of finding “correspon-

dences” (also called relationships [3]) between elements

within different ontologies which have to be (semanti-

cally) compared and, eventually, joined. The output of

the matching process is a set of such correspondences

between two (or, in general, more ontologies) called an

ontology alignment. The “oriented” version of an onto-

logy alignment is an ontology mapping.

Given two source ontologies o and o′, an input (“pre-

liminary”) alignment A, a set of parameters (e. g.,
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threshold) and resources (e. g., provenance metadata),

the matching process (see Fig. 1) can be described by

function f returning a new alignment A′ between onto-

logies o and o′:

A′ = f(o, o′, A, p, r).

Ontology matching is in most cases performedmanually

or semiautomatically, often with support of some gra-

phical user interface. Manual specification of ontology

parts for matching is time consuming and moreover

error prone process. It results in a strong need for deve-

lopment of faster and/or less laborious methods, which

can process ontologies at least semiautomatically.

Matching (f )

o′

o
p

r

A A′

o, o’ ... ontologies
A, A’ ... alignments
p ... parameters
r ... resources

Figure 1: Schema of a matching process [3].

2.2. Web services

A web service is a network accessible interface to web

application functionality. It is described in machine-

readable format, most often in standardized web ser-

vice description language, WSDL [15]. Way of com-

munication between other computers and web service

is specified in the web service’s description with the

help of Simple Object Access Protocol, SOAP [12].

SOAP messages are transfered by well-established pro-

tocols1. SOAP andWSDL protocols have easy machine-

readable XML [17] syntax. Both SOAP and WSDL

were designed to be independent on selected version of

XML language, but obligated to be XML compatible.

The W3C [13] defines a web service as ”a software

system designed to support interoperable machine-to-

machine interaction over a network. It has an interface

described in a machine-processable format (specifically

Web Services Description LanguageWSDL). Other sys-

tems interact with the web service in a manner pre-

scribed by its description using SOAP messages, typi-

cally conveyed using HTTP with an XML serialization

in conjunction with other web-related standards” [14].

Web services expose their interfaces to the web so that

users (agents) can invoke them. Semantic web ser-

vices provide a richer and more precise way to de-

scribe services through the use of knowledge represen-

tation languages and ontologies [4], e. g., OWL-S [11]

or WSDL-S [16].

2.3. Web service composition

Web service discovery and integration is the process of

finding web service able to deliver a particular service

and composing several services in order to achieve a par-

ticular goal [8].

Web services are often designed to be independent and

replaceable and, therefore, web service processors are

able to incorporate new services in their workflows and

customers can dynamically choose new and more pro-

mising services. For that purpose, they must be able to

compare the descriptions of these services (in order to

know if they are really relevant) and to route the know-

ledge they process (in order to compose different servi-

ces) by routing the output of some service to the input

of another service.

Both for finding the appropriate service and for inter-

facing services, some data “mediator” is important as a

bridge between different vocabularies [9]. Based on the

correspondences between the terms of the descriptions,

mediators must be able to translate the output of one ser-

vice into a suitable input for another service (see Fig. 2).

service1 output

o

Mediator input

o′

service2

Matcher

A

Generator

Figure 2: Web service composition.

In this case it is useful to (1) match relevant parts of

ontologies o and o′, thus resulting in alignment A
and (2) generate a mediator between service1
and service2 in order to enable transformation of

actual data [3].

The headstone of a mediator definition is an align-

ment between two ontologies. And this can be provided

through matching the corresponding ontologies either

offline when someone is designing a preliminary service

1Reason for SOAP messages “encapsulation” is an absence of trust from existing systems.
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composition, or online (dynamically) [5], when new ser-

vices are searched for completing a request.

3. Web service composition by ontology matching

There are two possibilities one could use ontology

matching techniques for web service composition:

1. Entire web service is described by the service on-

tology (WSMO2).

2. Web service is described by the traditional means

and only its inputs and outputs are described by

the ontologies.

Ontologies classifying and describing services are called

service ontologies. According to our opinion it is not

necessary to describe web services by ontologies (i. e.,

using WSML3 [5]), because inner behavior of a web

service need not (sometimes rather must not) be always

transparent or accessible. But at least web services’ out-

puts and inputs have to be described using ontologies for

successful application of ontology matching techniques.

Every web service has its input(s) and output(s), in

our case described as input ontologies o(in s1) and

o(in s2) and output ontologies o(out s1) and o(out s2)
(see Fig. 3). They can be part of the web service I/O in-

terface or can be stored outside the web service itself.

Web service in our model is devided into two main

parts – its internal structure and a repository. The in-

ternal structure is responsible for functional achievment

of the exposed service, finding direct or intermediate an-

swers. If the web service is able to provide a direct an-

swer (reply to the primary request), the input ontology

o(in s1) is processed in the internal structure and re-

sults are transferred to the output ontology o(out s1). In
the case of intermediate answer, if the web service 1 is

compliant to be a part of a chain, o(out s1) is produced
and devolved upon a web service chain repository with

a goal of searching for the best available web service for

the chain, so that its appropriate alignment (e. g., A12) is

in the alignments repository.

When a preliminary alignment A12 exists (provided

manually or by (semi)automatic means), it should be

stored in the alignments repository for simple iden-

tification of reuse opportunities (see Sec. 3.1). In-

put/output ontologies o(out s1) and o(in s2), align-

mentsA12, A13, . . . , A1n and saved readymadeweb ser-

vice chains are in the web service repository identified

by their URIs4. It allows interaction with other servi-

ces in order to negotiate operations the current service

just cannot provide (e. g., when the current service is

not available). Therefore at least the alignments (or the

whole repository) should be always exposed in the same

way as the inputs and the outputs of the web service.

If the suitable service (e. g., web service 2) is found and

preliminary alignment exists, o(out s1) and o(in s2)
are checked for their compatibility in a compatibility

checker and if they pass, o(out s1) is easily converted

in an I/O converter by using stored alignment A12 into

o(in s2) and the request is passed on. Successful con-

version and checks should be stored and cached.

If there is no alignment related to web service 2 in

our alignments repository, traditional matching methods

(Matcher in Fig. 3) or manual matching have to be used.

If related alignment exists, we can successfully apply an

alignment reuse methods (see Sec. 3.1). According to [7]

there are four matchmaking functions based on which

web services can be chained: Exact, PlugIn, Subsume

and Intersection. Otherwise (Disjoint), services are in-

compatible:

• Exact – if the output parameter out sy of sy
and the input parameter in sx of sx are equiva-

lent concepts (e. g., DVD Player from our mo-

tivation example could be certainly delivered, be-

cause it is an Object and its Size is less than

maximal allowed),

• PlugIn – if out sy is a subconcept of in sx (e. g.,
DVD Player will be be delivered, if a shipping

service is able to deliver whatever we want, any

owl:Thing),

• Subsume – if out sy is a superconcept of in sx,

• Intersection – if the intersection of out sy and

in sx is satisfiable,

• Disjoint – if the out sy and in sx are incompati-

ble.

With Exact and PlugIn functions we are always able to

match required web services, the matcher can fail in case

of Subsume and Intersection.

2Web Service Modelling Ontology – http://www.wsmo.org.
3Web Service Modelling Language.
4Uniform Resource Identifier.
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Figure 3: Proposed model for the web service composition with using of an ontology matching.

3.1. Candidate matching techniques for web service

composition

It would be nice if we could always automatically cre-

ate input and output ontology alignments at runtime.

But it is not an easy task in the case of heterogenous

web service compositions. In addition such algorithms

should be fast enough, there is no time for tuning pa-

rameters, manual corrections, etc. Therefore in our mo-

del we suppose at least preliminary ontology alignments

of o(out sy) and o(in sx) at design time. Consequently

we can always take an advantage of them. And at this

moment an alignment reuse can come on scene.

Alignment reuse is motivated by an idea that many on-

tologies that should be matched are similar to already

matched ones, especially if they describe the same do-

main(s). Ontologies from the same application domain

usually contain many similar elements, typical for this

domain. Therefore their mappings can provide good re-

usable candidates.

At first, matching problems are decomposed, then a set

of ontology fragments is generated and finally previous

match results can be applied at the level of ontology

fragments rather than at the level of the whole ontolo-

gies [3]. According to [2] alignments of ontologies (e. g.,

oy and ox) can be saved in a repository in three possible
forms:

• Direct mappings (oy ↔ ox) – ideal for reuse,

one or multiple mappings are already available for

the given match problem. Such mappings repre-

sent the shortest possible mapping paths, which

do not involve any intermediary ontologies.

• Complete mapping paths (oy ↔ oi, oi ↔ ox or

oj ↔ oy , ox ↔ oj) – such mapping paths consist

only of existing mappings.

• Incomplete mapping paths (same as complete,

but i. e., oi ↔ ox and oj ↔ oy are to be matched)

– the default match operation is first applied and

missing alignments can be computed with less

effort than directly matching the input ontologies.

All match results are compared (e. g., average similarity

in the path, expected computational effort expressed by

the path length, etc.) and ontologies composed.

Although alignment reuse seems to be the most impor-

tant technique in the proposed model (more than tech-

nique we could call it matching strategy), there are some

other basic techniques that cannot be omitted in the web

service composition. In the following we list some of

them together with the reason for their use:

• Internal structure (constraint) based tech-

niques – before creating an ontology alignment,

but much more for later use, we can do a verifi-

cation of criteria as the set of the entity properties

(e. g., their multiplicity), the range and the domain

of the properties, cardinality, datatypes, etc. These

techniques are easy to implement and if the onto-

logies (o(out sy) versus o(in sx)) pass them, it
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will provide a basis on which other parts of an ap-

plication can rely.

• External ontologies based techniques – external

reference ontology (oext) can provide a common

ground on which an alignment can be based. It can

help in the case of disambiguity of multiple possi-

ble meanings of terms in given domain of interest.

For example an alignment between o(out sy) and
o(in sx) can be derived from two other align-

ments with external ontology (A(o(out sy), oext
and A(o(in sx), oext)

5. External ontology is in

the most cases a general reputable upper-level on-

tology (e. g., FMA6 in medicine).

• Further we can use relational structure tech-

niques (e. g., taxonomy relations), propositional

and description logic techniques (these tech-

niques cannot find an alignment alone, but when

alignment is generated, we can ensure its comple-

teness and consistency), etc.

4. Potential problems of web services composition

Issues worth mentioning to deal with when composing

web services are:

Third-party sources – Two things remain unchanged

with the web services in general:

• they use third-party sources and

• they have questionable reliability.

This is not to say that web services are unreliable, but it

simply means that we have not a primary control of the

source for our web application. When our sources are

offline, our web service or web application is also of-

fline. One way to avoid this problem is to keep an actual

cache of all queries issued to our data sources in case of

a service failure.

Caching is a good idea in general because it will defini-

tely speedup repeated requests.

Rate limiting – Many public service interfaces may

have to limit the number of requests an application or

user can make within certain period of time. (This can

be done by tracking the number of requests made by a

single IP address or the system may require authenti-

cation.) This is another issue that could be partially or

fully solved by request caching. Fig. 4 shows the posi-

tion of web services among other web applications. As

can be seen, they are supposed to be dynamic, but in

contrast to P2P systems they should stay always correct.

Schema integration, B2B large application

Ontology import and merging

Data integration, Catalogue matching

Web services

P2P systems

Agent communication, Query answering

dynamics

Figure 4: Example applications ordered by their dynamics.

Space under semantic web services shows that

three top applications are considered to be dyna-

mic.

Reliability – Keeping the current cache of recent

requests can help keeping our service online until our

sources are back online. If more than one public ser-

vice interface is available to provide the information,

our composite web service requires then a fallback me-

chanism to be implemented. It allows our web service

to switch to another source until our primary source

has been reestablished or to find another reliable (data)

source forever.

Vendor locking – This could be a huge problem in the

future as more and more web service compositions will

be created. What to do if a public application interface

that serves alignments to thousands of web services and

web applications suddenly goes offline for one day or fo-

rever or starts charging for their service? It is therefore

necessary to share accessible sources or prepare mecha-

nisms for rapid finding of other appropriate services.

Licensing restrictions – Some public web services re-

strict for what we can use them and sometimes which

web services can we use together with them. We have

to thoroughly read restrictions which may apply before

adopting them to our web service chain 7. This problem

is similar to the above one and has the same possible

solutions.

5. Conclusion and future work

In this paper the possibility of using ontology matching

techniques in web service composition is presented and

a complex model for such composition is proposed.

There are many different applications which require or

could take an advantage of ontology matching. But in

5Here we can omit the input alignment, the resource and the parameters.
6Foundational Model of Anatomy – http://sig.biostr.washington.edu/projects/fm.
7One more disadvantage is that these restrictions or rules can be time invariant and practically stochastic.
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the comparison with traditional applications such as in-

formation or schema integration, web service composi-

tion has its specific requirements – after preliminary

steps (creating and processing alignments) it should be

automatic and dynamic enough. Therefore we have to

store these alignments and find the way how to replace

them if necessary.

The next step I would like to work on is a design and

implementation of an application according to the pro-

posed model that will be able to compose e-learning sys-

tems for advanced testing (could be seen as web servi-

ces) with the help of ontology matching (or, in general,

ontology integration) techniques.
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Oddělenı́ medicı́nské informatiky
Ústav informatiky AV ČR, v. v. i.
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Abstrakt

Katalog klinických doporučených postupů

shromažd’uje podrobné informace o v České re-

publice platných dokumentech klinických do-

poručených postupů. Pro třı́děnı́ a vyhledávánı́

relevantnı́ch dokumentů a také pro budoucı́

snadné propojenı́ s elektronickým zdravotnı́m

záznamem v navazujı́cı́ch systémech podpory

rozhodovánı́ využı́vá mimo jiné klasifikačnı́

systémy MKN-10 a MeSH. V zahraničnı́ch i

domácı́ch publikacı́ch se však vyskytujı́ také

termı́ny kódované dalšı́mi klasifikačnı́mi a no-

menklaturnı́mi systémy, možnostı́ je také po-

krytı́ všech použitých klinických termı́nů jednı́m

komplexnı́m systémem.

1. Úvod

Klinické doporučené postupy (KDP) jsou sytematicky

vyvı́jené dokumenty napomáhajı́cı́ osobám zaintereso-

vaným v léčebném procesu v rozhodnutı́ o adekvátnı́m

postupu péče. KDP popisujı́ určenou část procesu zdra-

votnické péče, at’ se jedná o diagnostiku, terapii, či

prevenci jednotlivého onemocněnı́ (nebo jejich sku-

pin). Někdy bývajı́ tyto dokumenty pojednány jako shr-

nutı́ komplexnı́ problematiky skupin onemocněnı́, po-

pis diagnostického nebo terapeutického výkonu, ale také

napřı́klad normami pro technologické zázemı́ či nutné

administrativnı́ procesy vyskytujı́cı́ se v procesu léčebné

péče [1, 2].

Katalog klinických doporučených postupů (KKDP)

je projekt shromažd’ujı́cı́ informace o publikovaných

dokumentech klinických doporučených postupů v

České republice v elektronické formě a dostupných

prostřednictvı́m Internetu. [3] Jako databáze a aplikačnı́

rozhranı́ je vyvı́jen od roku 2007 a je průběžně

přizpůsobován zjištěnému aktuálnı́mu stavu publikačnı́

aktivity v dané oblasti. U každého evidovaného

dokumentu je možné uložit přes třicet parametrů

definujı́cı́ch vlastnosti dokumentu nejen z hlediska

snadného zatřı́děnı́ a vyhledávánı́ v katalogu, ale

také kvality obsahu (viz Tabulka 1). Dále vyvı́jená

verze 2.0 KKDP je volně přı́stupná na adrese

http://neo.euromise.cz/kkdp .

KKDP má dvě různá webová rozhranı́. Jednı́m je

veřejně přı́stupný portál shromažd’ujı́cı́ seznam veřejně

přı́stupných informacı́ o dokumentech KDP publiko-

vaných v prostředı́ Internetu a funkce vyhledávánı́.

Druhým rozhranı́m je speciálnı́ aplikace pro editory

systému s omezeným a jasně definovaným a za-

bezpečeným přı́stupem, která umožňuje procházenı́ i

veřejně nepřı́stupných záznamů, úpravu všech záznamů,

správu databáze a dalšı́ administrativnı́ funkce. Samo-

statně použitelným prvkem je vlastnı́ databáze, která

může být použita pro dalšı́ aplikace či projekty. V bu-

doucnu se počı́tá s využitı́m nashromážděných infor-

macı́ jako repozitáře a zdroje dat pro klinické systémy

podpory rozhodovánı́ či vytvořenı́m volně přı́stupného

internetového aplikačnı́ho rozhranı́.

Protože KKDP může sloužit v budoucnu také jako zdroj

informacı́ pro vyvı́jené systémy pro podporu rozho-

dovánı́, je třeba počı́tat s návaznostı́ na klinické in-

formačnı́ systémy a elektronický zdravotnı́ zaznam.

Nezbytnou součástı́ informace o každém dokumentu

v KKDP je určenı́ relevantnı́ch klinických termı́nů,

kterými se dokument zabývá. Kromě možnosti výčtu

souvisejı́cı́ch termı́nů ve slovnı́ poznámce k dokumentu

je v KKDP k dispozici také definice klı́čových slov

ke každému dokumentu. Tato klı́čová slova jsou ovšem

použita pouze při fulltextovém vyhledávánı́ v rámci

webového rozhranı́ KKDP - pokud některé důležité
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klı́čové slovo nebo jeho synonymum nenı́ uvedeno

přı́mo v názvu dokumentu, lze ho vyplnit do tohoto pa-

rametru. Jednotlivá klı́čová slova jsou oddělena čárkami.

Vyplněnı́ tohoto parametru nenı́ povinné.

Internı́ kód

Název dokumentu

Plný název tištěné verze/publikace

Odborná společnost/autorita

Autoři

Kontaktnı́ informace

Poznámka k autorům

Aktuálnost dokumentu

Datum vydánı́/zahájenı́ platnosti dokumentu

Datum ukončenı́ platnosti dokumentu

Jazyk dokumentu

Kategorie dokumentu

Souvisejı́cı́ léčebná péče

Sı́la použitých důkazů

MKN-10

MeSH

DRG

Cı́lová odbornost dokumentu

Souvisejı́cı́ odbornosti

Cı́lová populace

Abstrakt

Poznámka

Klı́čová slova

Geografické určenı́

Název odkazu/externı́ho umı́stěnı́

Velikost odkazovaného dokumentu

Formát odkazovaného dokumentu

Formalizovaná verze dokumentu

Poznámka k formalizaci

Autoři formalizace

Datum formalizace

Souvisejı́cı́ dokumenty

Identifikace a datum založenı́ záznamu o dokumentu

Identifikace a datum poslednı́ změny záznamu o dok.

Tabulka 1: Tabulka parametrů každého katalogizovaného

dokumentu v KKDP ve verzi 2.0

2. Metodika

2.1. Klasifikačnı́ a nomenklaturnı́ systémy a tezaury

Pro sjednocenı́ a standardizaci klinických termı́nů

vznikly ve zdravotnictvı́ mnohé klasifikačnı́ a nomen-

klaturnı́ systémy. Jejich pomocı́ je možné jednoznačně

definovat pojmenovánı́ jednotlivých klinických termı́nů,

hierarchicky je zařadit a definovat jejich vztahy [4].

V českém prostředı́ je nejrozšı́řenějšı́ použı́vánı́ Me-

zinárodnı́ klasifikace nemocı́ v desáté revizi (MKN-

10), což je klasifikačnı́ a kódovacı́ systém zaměřený

předevšı́m na diagnostiku onemocněnı́ a jejich původce.

Anglická resp. mezinárodnı́ verze International Classi-

fication of Diseases (ICD-10) je garantována Světovou

zdravotnickou organizacı́. Český překlad je rozšı́řen

v klinické praxi pro kódovánı́ diagnóz a spravován

Ústavem zdravotnických informacı́ a statistiky ČR [5,6].

Předevšı́m pro kódovánı́ klinických výkonů je použı́ván

v českých zdravotnických zařı́zenı́ch klasifikačnı́ a

kódovacı́ systém Diagnosis-related Group (DRG) s

nadřazenými kategoriemi označovanými jako Major Di-

agnostic Categories (MDC). V českém prostředı́ je

použı́vána lokalizovaná verze systému, název klasifi-

kace se nepřekládá. Použitı́ systému má usnadnit rozho-

dovacı́ procesy předevšı́m v ekonomické části zdravot-

nictvı́ a poskytovánı́ zdravotnı́ péče a mimo jiné usnad-

nit porovnávánı́ zdravotnických zařı́zenı́ či efektivity

jednotlivých druhů zdravotnických výkonů navzájem

[7].

V oblasti odborných lékařských publikacı́ a předevšı́m

periodik je široce mezinárodně rozšı́řen medicı́nský

oborový slovnı́k a kódovacı́ systém MeSH (Medi-

cal Subject Headings) vyvı́jený a udržovaný Národnı́

lékařskou knihovnou USA - v anglicky psaných do-

kumentech jeho originálnı́ anglická verze, v některých

českých publikacı́ch a periodicı́ch pak český překlad [8].

V jednotlivých oborech jsou dále použı́vány oborově

úzce zaměřené klasifikačnı́ systémy jako napřı́klad

TNM nebo ICPC. V zahraničı́ jsou rozšı́řené např.

systémy LOINC nebo SNOMED, které ovšem ne-

majı́ prozatı́m českou lokalizaci, naopak český systém

Národnı́ čı́selnı́k laboratornı́ch položek (NČLP jako

součást DASTA - Datový standard Ministerstva zdravot-

nictvı́) nenı́ přı́mo navázán na mezinárodnı́ systémy.

2.2. Použitı́ v zahraničnı́ch katalozı́ch

Zahraničnı́ portály a katalogy věnujı́cı́ se problematice

klinických doporučených postupů využı́vajı́ nejčastěji

systém MeSH nebo vlastnı́ třı́děnı́ do skupin nejčastěji

podle druhu v textu popisovaného onemocněnı́ (viz Ta-

bulka 2). Velkou výhodou systému MeSH je jeho mno-

haleté použı́vánı́ v zahraničnı́ literatuře a periodikách

(kde jsou předevšı́m anglicky psané KDP publikovány)

a tudı́ž také snadná návaznost klinických doporučenı́

na dalšı́ odbornou literaturu vymezenou konkrétnı́mi

MeSH termı́ny.

Jednoduššı́ katalogy KDP využı́vajı́ vlastnı́ členěnı́

podle kategoriı́ odbornostı́ nebo jiné systematiky one-

mocněnı́, ve vyhledávánı́ požadovaných dokumentů se

pak spı́še spoléhajı́ na fulltextové vyhledávánı́ zadaných

slov či frázı́ v názvu, přı́padně abstraktu KDP.
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Guidelines.gov MeSH

Leitlinien.de MeSH

National Library of Guidelines klı́čová slova, odbornost

Gidelines International Network (G-I-N) MeSH

Scottish Intercollegiate Guidelines Network (SIGN) ”topics”

New Zealand Guidelines Group ”therapeutic category”

Clinical Practice Guidelines Portal hierarchicky uspořádané skupiny onemocněnı́

Tabulka 2: Zahraničnı́ katalogy klinických doporučených postupů a použité hlavnı́ třı́děnı́ dokumentů

3. Výsledky

Pro vyhledávánı́ ve webovém rozhranı́ KKDP jsou

použity kódy MKN-10 a kódy MeSH (nikoliv pouze

deskriptory, které majı́ obecnějšı́ platnost a nezařazujı́

termı́ny jednoznačně do hierarchie systému).

Kódy mezinárodnı́ klasifikace nemocı́ v desáté revizi

jsou jednak v českém zdravotnictvı́ běžně použı́vané a

známé, jednak jsou v mnoha dokumentech KDP přı́mo

zmı́něny. Navı́c je lze ve valné většině přı́padů snadno

dohledat ze zaměřenı́ textu - většina dokumentů KDP se

týká jednotlivého onemocněnı́, výčtu nebo skupiny one-

mocněnı́.

Výhodou kódů MeSH je jednak jejich přı́mé použitı́ v

některých dokumentech (často napřı́klad v překladech

KDP s nadnárodnı́ působnostı́ či publikovaných v an-

gličtině), jednak snadné napojenı́ na jinou tematicky

zaměřenou odbornou literaturu.

V databázi a administračnı́m rozhranı́ pro editory je

prostor pro ukládánı́ kódů dalšı́ch systémů a sice

DRG/MDC a SNOMED CT. V přı́padě DRG/MDC

proto, že je v českém zdravotnictvı́ již částečně použı́ván

a předevšı́m se s nı́m počı́tá v Národnı́ sadě standardů

zdravotnı́ch služeb. Protože se uvažuje o vytvořenı́ české

lokalizace systému SNOMED CT a předevšı́m pro jeho

rozsah a komplexnost je KKDP připraven na zadávánı́

kódů i tohoto systému, ačkoliv vyhledávánı́ a zadávánı́

klinických termı́nů by muselo probı́hat prostřednictvı́m

termı́nů v anglickém jazyce.

U každého kódu klasifikačnı́ho nebo nomenklaturnı́ho

systému navázaného v KKDP jako parametr ke

konkrétnı́mu dokumentu KDP je možné přiřadit rela-

tivnı́ váhu a vymezit tak, jak silně se klinický termı́n

dané problematiky týká (může být hlavnı́m tématem, či

jen okrajově zmı́něn).

4. Diskuse

Kromě oborově medicı́nsky zaměřených klasifikačnı́ch

a nomenklaturnı́ch systémů použı́vá KKDP vlastnı́

čı́selnı́ky pro zdravotnické odbornosti (vycházı́ z

čı́selnı́ku VZP a oborů specializačnı́ho vzdělávánı́ ve

zdravotnických profesı́ch podle IPVZ), geografické a ja-

zykové určenı́, formáty odkazovaných souborů a dalšı́.

V ideálnı́m přı́padě by bylo možné některé z nich defino-

vat na základě některé obecné a s medicı́nou provázané

nomenklatury.

Přesné zadávánı́ a přı́padně aktualizace kódů klinických

termı́nů užitých v KDP je zdlouhavý a náročný pro-

ces předevšı́m v přı́padech, kdy tyto termı́ny (nebo do-

konce kódy) jsou zmı́něny ve vlastnı́m textu (a nikoliv

s výhodou napřı́klad v hlavičce dokumentu, jak tomu

bývá v přı́padě klı́čových slov tezauru MeSH) nebo

dokonce pouze v synonymech nebo opisech. Přesnost

ručnı́ho zadávánı́ editory je limitována a pravděpodobně

neumožnı́ plnohodnotné využitı́ zı́skaných údajů jako

podklad pro systémy podpory rozhodovánı́. Vhodnějšı́

cestou se jevı́ tvorba přesných datových modelů a onto-

logiı́ pro jednotlivé KDP (nejlépe přı́mo ve spolupráci s

autory dokumentů) a jejich přı́padná budoucı́ integrace

do KKDP.

Použitı́ celkem čtyř různých klasifikačnı́ch a nomenkla-

turnı́ch systémů pro popis klinických termı́nů (2 pro vy-

hledávánı́ a 2 prozatı́m pro sběr dat a jako možná alter-

nativa do budoucna) zvyšuje složitost KKDP a možnost

chyb - některé termı́ny se v různých systémech opakujı́.

Jednotlivé systémy majı́ i své výhody. Alternativou je

použitı́ v budoucnu jen jednoho komplexnı́ho systému

nebo metatezauru.

5. Závěr

V aktuálně vyvı́jené verzi 2.0 Katalog klinických

doporučených postupů využı́vá možnosti připojit ke

každému dokumentu klinického doporučeného postupu

klinické termı́ny v až čtyřech mezinárodně uznávaných

klasifikacı́ch. Jejich dalšı́ použı́vánı́ bude záviset na

rozšı́řenı́ novějšı́ch z nich v klinické praxi. Zaběhnutým

standardem zústávajı́ Mezinárodnı́ klasifikace nemocı́

a Medical Subject Headings. Dalšı́ méně systematic-

kou možnostı́ pro upřesněnı́ vyhledávánı́ je vyjmenovánı́

klı́čových slov v plnotextově prohledávaných paramet-

rech.
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