
INSTITUTE OF MATHEMATICS
TH

E
CZ
EC
H
AC

AD
EM

Y
O
F
SC
IE
NC

ES The interior regularity of pressure
associated with a weak solution

to the Navier–Stokes equations with
the Navier–type boundary conditions

Hind Al Baba

Jiří Neustupa

Preprint No. 13-2017

PRAHA 2017





The Interior Regularity of Pressure Associated with a Weak
Solution to the Navier–Stokes Equations with the Navier–Type

Boundary Conditions

Hind Al Baba, Jǐrı́ Neustupa

Abstract

We prove that ifu is a weak solution to the Navier–Stokes system with the Navier–type boundary
conditions inΩ × (0, T ), satisfying the strong energy inequality inΩ × (0, T ) and Serrin’s integrability
conditions inΩ′ × (t1, t2) (whereΩ′ is a sub-domain ofΩ and0 ≤ t1 < t2 ≤ T ) thenp and∂tu have
spatial derivatives of all orders essentially bounded inΩ′′ × (t1 + ε, t2 − ε) for any bounded sub-domain
Ω′′ ⊂ Ω′′ ⊂ Ω′ andε > 0 so small thatt1 + ε < t2 − ε. (See Theorem 1.) We show an application of
Theorem 1 to the procedure of localization.
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1 Introduction

1.1. Notation. We assume thatΩ is a bounded domain inR3 with the boundary of the classC2+(h) for some
h > 0. We denote vector functions and spaces of vector functions by boldface letters. Furthermore,

◦ the scalar product inL2(Ω) is denoted by( . , . )2 and the induced norm is denoted by‖ . ‖2.

◦ c is a generic constant, i.e. a constant whose value may vary from line to line.

◦ Lsτ,σ(Ω) (where 1 < s < ∞) is the closure ofC∞0,σ(Ω) (the linear space of infinitely differentiable
divergence–free vector functions inΩ, with a compact support inΩ) in Ls(Ω). Lsτ,σ(Ω) can be charac-
terized as a space of functions fromLs(Ω) that are divergence–free in the sense of distributions (which is
the sense of the subscriptσ) and their normal component on∂Ω is equal to zero in the sense of traces,
see e.g. [8] for the detailed explanation. (I.e. the functions are tangent to∂Ω, which is the meaning of the
subscriptτ .)

◦ W 1,2
τ,σ(Ω) := W 1,2(Ω) ∩ L2

τ,σ(Ω); the dual space toW 1,2
τ,σ(Ω) is denoted byW−1,2

τ,σ (Ω) and the duality
between elements ofW−1,2

τ,σ (Ω) andW 1,2
τ,σ(Ω) is denoted by〈 . , . 〉σ.

◦ n denotes the outer normal vector field on∂Ω.

◦ W 1,2
τ (Ω) := {v ∈W 1,2(Ω); v · n = 0 on∂Ω}; the dual space toW 1,2

τ (Ω) is denoted byW−1,2
τ (Ω) and

the duality between elements ofW−1,2
τ (Ω) andW 1,2

τ (Ω) is denoted by〈 . , . 〉.

1.2. The initial–boundary value problem, a weak solution. Let T > 0. We consider the Navier–Stokes
initial–boundary value problem

∂tu+ u · ∇u+∇p = ν∆u in Ω× (0, T ), (1.1)

divu = 0 in Ω× (0, T ), (1.2)

u · n = 0 on∂Ω× (0, T ), (1.3)
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curlu× n = 0 on∂Ω× (0, T ), (1.4)

u( . , 0) = u0 in Ω× 0, (1.5)

whereu = (u1, u2, u3) is the velocity,p is the pressure andν is the kinematic coefficient of viscosity. (It is a
positive constant.) Boundary conditions (1.3), (1.4) are often called theNavier–type boundary conditions.(See
e.g. [3] for a more detailed explanation.)

Denote byAσ the linear operator fromW 1,2
τ,σ(Ω) toW−1,2

τ,σ (Ω), defined by the equation

〈Aσv,φ〉σ := (curlv, curlφ)2 for all v, φ ∈W 1,2
τ,σ(Ω).

Similarly, denote byBσ the quadratic operator fromW 1,2
τ,σ(Ω) × W 1,2

τ,σ(Ω) to W−1,2
τ,σ (Ω), defined by the

equation

〈Bσv,φ〉σ := (v · ∇v,φ)2 for all v, φ ∈W 1,2
τ,σ(Ω).

(As the right hand side can be considered to be a duality betweenv · ∇v ∈W−1,2
τ (Ω) andφ ∈W 1,2

τ (Ω), we
observe thatBσv = Pσ(v · ∇v).) By definition, functionu ∈ L2(0, T ; W 1,2

τ,σ(Ω)) ∩ Cw
(
[0, T ); L2

τ,σ(Ω)
)

is
said to be aweak solutionof the problem (1.1)–(1.5) ifu′ (the distributional derivative with respect tot of u as
a function from(0, T ) toW 1,2

τ,σ(Ω)) is inL1(0, T ; W−1,2
τ,σ (Ω)) andu satisfies the equation

u′ + νAσu+ Bσu = 0 (1.6)

a.e. in(0, T ) and it also satisfies the initial condition (1.5).
It is not clear at the first sight whether and how this definition involves the boundary condition (1.4). How-

ever, assuming thatu is a “smooth” weak solution, one can reconstruct (1.4) from equation (1.6), just writing
it in the form

d
dt

(u,φ)2 + ν 〈Aσu,φ〉σ + 〈Bσu,φ〉σ = 0

(a.e. in(0, T ), for all φ ∈W 1,2
τ,σ(Ω)), or equivalently in the form∫ T

0

∫
Ω

[
−ϑ′(t)u · φ+ νϑ(t) curlu · curlφ+ θ(t)u · ∇u · φ

]
dxdt =

∫
Ω
θ(0)u0 · φ dx (1.7)

(for all test functionsϑ ∈ C∞
(
[0, T ]

)
such thatϑ(T ) = 0 andφ ∈W 1,2

τ,σ(Ω)), and applying appropriately the
integration by parts.

If u0 ∈ L2
τ,σ(Ω) then, due to [23, Theorem 6.3], the problem (1.1)–(1.5) has at least one weak solution, that

satisfies the inequality
d
dt

1
2
‖u( . , t)‖22 + ν ‖curlu‖22 ≤ 0 (1.8)

in the sense of distributions in(0, T ).

1.3. Previous results on the interior regularity of velocity and pressure and aims of this paper. The
next lemma recalls the well known Serrin’s result on the interior regularity of weak solutions to the system
(1.1), (1.2). (See e.g. [16] or [9].) It concerns weak solutions inΩ′ × (t1, t2), whereΩ′ is a sub-domain ofΩ,
independently of boundary conditions satisfied on∂Ω× (0, T ).

Lemma 1. LetΩ′ be a sub-domain ofΩ, 0 ≤ t1 < t2 ≤ T and letu be a weak solution to the system (1.1), (1.2)
in Ω′×(t1, t2). (It means thatu satisfies (1.7) for all test functionsϑ ∈ C∞(t1, t2), such thatsuppϑ ⊂ (t1, t2),
andφ ∈ C∞0,σ(Ω), with the support inΩ′.) Letu ∈ Lr(t1, t2; Ls(Ω′)), wherer ∈ [2,∞), s ∈ (3,∞] and

2/r + 3/s = 1. Then, ifΩ′′ is a sub-domain ofΩ′ such thatΩ′′ ⊂ Ω′′ ⊂ Ω′ and0 < 2ε < t2 − t1, solutionu
has all spatial derivatives (of all orders) bounded inΩ′′ × (t1 + ε, t2 − ε).
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Note that it is not important whetherΩ andΩ′ are bounded or unbounded in the lemma, but it is important
thatΩ′′ is bounded. Also note that the same statement on the associated pressurep (see subsection 1.6) or the
time derivative∂tu is not known to hold. Ifu satisfies the no–slip boundary conditionu = 0 on∂Ω × (0, T )
thenp is only known to have any spatial derivative inLq(t1 + ε, t2 − ε; L∞(Ω′′)) for anyq ∈ (1, 2), see [13],
[15] or [18]. The analogous statement also holds on∂tu, because∇p and∂tu are interconnected through
the Navier–Stokes equation (1.1). IfΩ = R

3 then the statement on the regularity ofp can be improved so
that p has all spatial derivatives inL∞(t1 + ε, t2 − ε; L∞(Ω′′)), see [18]. These results confirm the well
known fact thatp is a global quantity, and its behavior in a sub-domainΩ′′ of Ω is influenced by the boundary
conditions, satisfied byu on ∂Ω, independently of the distance betweenΩ′′ and∂Ω. The aim of this paper
is to show that ifu satisfies the Navier–type boundary conditions (1.3), (1.4) then we can derive the same
estimates of spatial derivatives ofp and∂tu in Ω′′ × (t1 + ε, t2 − ε) as in the caseΩ = R

3. Our main result
is formulated in Theorem 1 in Section 2. We need a series of auxiliary results (on the uniqueness of weak
solutions, strong energy inequality, existence of an associated pressure, etc.), which are well known for weak
solutions with the no–slip boundary condition. We recall or reprove these results for weak solutions with the
boundary conditions (1.3), (1.4) in the next subsections. To illustrate an application of Theorem 1, we explain
the procedure of localization in Section 3 and show how Theorem 1 improves the regularity of the right hand
side of the localized Navier–Stokes equation.

1.4. Uniqueness of weak solutions.By analogy with [9, Theorem 4.2] or [20, Theorem V.1.5.1] (on the
uniqueness of weak solutions), which concern the Navier–Stokes problem with the no–slip boundary condition
u = 0 on∂Ω× (0, T ), one can also prove the same result for weak solutions to the problem with the Navier–
type boundary conditions (1.3), (1.4). We state this result without proof because the proof would be more or
less a straightforward copy of the procedures from [9] or [20]:

Lemma 2. Letu0 ∈ L2
τ,σ(Ω). Letu1 andu2 be two weak solutions to the problem (1.1)–(1.5). Suppose that

u1 satisfies the energy inequality

1
2
‖u1(t)‖22 + ν

∫ t

0
‖curlu1(s)‖22 ds ≤ 1

2
‖u0‖22 (1.9)

(for all t ∈ (0, T )) andu2 ∈ Lr(0, T ; Ls(Ω)) for somer, s ∈ R such thats > 3 and2/r + 3/s = 1. Then
u1 = u2.

1.5. The strong energy inequality.Letχ be an infinitely differentiable function on(−∞,∞) such thatχ = 0
on (−∞, 0], χ is nondecreasing on(0, 1) andχ = 1 on [1,∞). Let 0 ≤ t1 < t2 < T andm, n ∈ N be so large
thatt1 + 1/n < t2, t2 + 1/m < T . Then

χ1,m(t) := χ
(
m(t− t1)

) 
= 0 for t ≤ t1,
∈ (0, 1) for t1 < t < t1 + 1/m,
= 1 for t1 + 1/m ≤ t.

,

χ2,n(t) := χ
(
n(t2 − t) + 1

) 
= 1 for t ≤ t2,
∈ (0, 1) for t2 < t < t2 + 1/n,
= 0 for t2 + 1/n ≤ t.

Observe thatχ′1,m(t) = mχ′
(
m(t − t1)

)
≥ 0 andχ′2,n(t) = −nχ′

(
n(t2 − t) + 1

)
≤ 0. Testing inequality

(1.8) by the productχ1,m(t)χ2,n(t), we obtain

−1
2

∫ t2+1/n

t2

χ′2,n(t) ‖u( . , t)‖22 dt+ ν

∫ t2+1/n

t1

χ1,m(t)χ2,n(t) ‖curlu( . , t)‖22 dt

≤ 1
2

∫ t1+1/m

t1

χ′1,m(t) ‖u( . , t)‖22 dt.
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Considering the limit inferior forn → ∞ and using the weak continuity ofu from (0, T ) to L2(Ω) and the
classical property of weak limits, we obtain

1
2
‖u(t2)‖22 + ν

∫ t2

t1

χ1,m(t) ‖curlu(t)‖22 dt ≤ 1
2

∫ t1+1/m

t1

χ′1,m(t) ‖u(t)‖22 dt. (1.10)

One can deduce from inequality (1.8) that the norm‖u( . , t)‖2 is a.e. in(0, T ) a non-increasing function oft.
Hence1

2 ‖u(t1)‖22 is greater than or equal to the limit superior of the right hand side of (1.10) form → ∞ at
a.a. pointst1 in [0, t2). Consequently,u satisfies

1
2
‖u(t2)‖22 + ν

∫ t2

t1

‖curlu(t)‖22 dt ≤ 1
2
‖u(t1)‖22 dt (1.11)

for a.a.t1 ∈ [0, T ) and allt2 ∈ (t1, T ). Inequality (1.11) is called thestrong energy inequality,in contrast to
the energy inequality (1.9). Note that (1.11) is a direct consequence of (1.8). It is generally not known if every
weak solution of (1.1)–(1.5) satisfies (1.9) or (1.11).

1.6. An associated pressure. Let u be a weak solution to the problem (1.1)–(1.5). We say thatp is an
associated pressureif u andp satisfy equation (1.1) in the sense of distributions inQT . The purpose of this
subsection is to show that an associated pressure exists.

LetPσ be a linear mapping ofW−1,2
τ (Ω) toW−1,2

τ,σ (Ω), defined by the equation

〈Pσf ,φ〉σ := 〈f ,φ〉 for all φ ∈W 1,2
τ,σ(Ω).

By analogy with [17, Lemma 4], one can prove that mappingPσ is continuous, its range is the whole space
W 1,2

τ,σ(Ω) and it is not one–to–one. Moreover, iff ∈ L2(Ω) thenPσ coincides with the Helmholtz projection
in L2(Ω). Consequently,Pσf = f for f ∈ L2

τ,σ(Ω).
Let the operatorA fromW 1,2

τ (Ω) toW−1,2
τ (Ω) be defined by the equation

〈A v,φ〉 := (curlv, curlφ)2 + (div v,divφ)2

for all v, φ ∈W 1,2
τ (Ω). Then, obviously,Aσv = PσA v. Thus, equation (1.6) can also be written in the form

u′ + ν PσA u+ Pσ(u · ∇u) = 0.

Integrating this equation with respect to time from0 to t and using the identitiesu( . , t) = Pσu( . , t) and
u0 = Pσu0, we obtain

Pσu( . , t)− Pσu0 +
∫ t

0
Pσ
[
νA u+ u · ∇u

]
( . , s) ds = 0.

Hence the linear functionalF(u) onW 1,2
τ (Ω), defined by the equation

〈
F(u),φ

〉
:=
∫

Ω

[
u( . , t)− u0

]
· φ dx+

∫
Ω

∫ t

0

[
νA u+ u · ∇u

]
( . , s) ds · φ dx

vanishes on the subspaceW 1,2
τ,σ(Ω) of W 1,2

τ (Ω). FunctionalF(u) can also be considered to be a distribution
in Ω, that vanishes onC∞0,σ(Ω). By [22, Proposition I.1.1] (which originally comes from G. De Rham), there
exists a distributionP (t) in Ω such that

u( . , t)− u0 +
∫ t

0

[
νA u+ u · ∇u

]
( . , s) ds = −∇P (t), (1.12)

which is now the equation in the space of distributions inΩ. Observe that ifA is considered to be a distribution
in Ω then it coincides with−∆, where∆ is the distributional Laplace operator. Each term in equation (1.12)
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can also be considered to be a distribution inQT := Ω × (0, T ), i.e. a distribution acting on functions from
C∞0 (QT ). Differentiating equation (1.12) in the sense of distributions with respect tot, denotingp := ∂tP ,
and using the identityA = −∆, we obtain the Navier–Stokes equation (1.1), which is now satisfied byu and
p in the sense of distributions inQT . Thus,p is a pressure associated with the weak solutionv.

Note that we have not used any assumptions on domainΩ in this subsection. It means that the associated
pressure exists (as a distribution) to a weak solution to (1.1)–(1.5) in any domainΩ. On the other hand, ifΩ
is a smooth bounded domain inR3, u0 is in the domain of a certain fractional power of the Stokes operator
andu is a weak solution to the Navier–Stokes system (1.1), (1.2) with the initial condition (1.5) and with the
boundary conditionu = 0 on ∂Ω × (0, T ) then the associated pressure is known to be a function e.g. from
L5/3(QT ), see [19]. (Similar conclusions can also be found in paper [21].) To our knowledge, the same results
are not known for weak solutions with the boundary conditions (1.3), (1.4), and it is not our aim to prove them
in this paper. Here, we shall use another kind of “local” regularity ofp, obtained in subsections 1.7 and 1.8.

1.7. The local in time existence of a strong solution.By analogy with the case of the no–slip boundary
conditionu = 0 on ∂Ω, the local in time existence of a strong solution to the Navier–Stokes system (1.1),
(1.2) has also been proven in the case of the Navier–type boundary conditions (1.3), (1.4). We can cite e.g. the
works [1], [23], [6] and [3]. The least assumptions on the initial velocityu0 are imposed in paper [1], where
u0 is supposed to be inLqτ,σ(Ω) for someq ≥ 3 and the solution is obtained inC0

(
[0, T∗]; Lqτ,σ(Ω)

)
∩

Lr(0, T0; Lsτ,σ(Ω)) for r > q, s > q, 2/r + 3/s = 3/q and someT∗ > 0. In [23], the initial velocityu0 is
assumed to be inW 1,2

τ,σ(Ω) and the solution is inL2(0, T∗;W 2,2(Ω)) ∩ C0
(
[0, T∗]; W 1,2

τ,σ(Ω)
)
, with the time

derivative inL2(0, T∗; L2
τ,σ(Ω)). The authors of [6] assume thatu0 ∈W 1,2

τ,σ(Ω) ∩W 2,2(Ω)) and the solution
is shown to be inC1

(
[0, T∗); L2

τ,σ(Ω)
)
∩C0

(
[0, T∗); W 2,2(Ω)

)
). The pressure satisfies the Neumann problem

∆p = −(∇u) : (∇u)T in Ω,
∂p

∂n
= u · ∇u · n on∂Ω. (1.13)

In [3], the authors construct aν–continuous family of strong solutions of the Euler or Navier–Stokes equations
on the time interval(0, T∗), provided that the initial velocity is inW 1,2

τ,σ(Ω) ∩W 4,2(Ω).
The boundary∂Ω is assumed to be of the classC3,1 in [3]. Although the authors of [6] and [23] only

assume that the boundary ofΩ is “smooth”, a closer study of the proofs shows that the aforementioned results
from [6] and [23] are applicable to our case (i.e. a bounded domainΩ with the boundary of classC2+(h) for
someh > 0). Paper [23] also brings theorems that provide (locally in time) strong solutions with higher
regularity. Concretely, ifu0 ∈W 1,2

τ,σ(Ω) ∩W 2,2(Ω) thenu ∈ L2(0, T∗; W 3,2(Ω)) ∩C0
(
[0, T∗]; W 1,2

τ,σ(Ω) ∩
W 2,2(Ω)) and the time derivative is inL2(0, T∗; W 1,2

τ,σ(Ω)). If, moreover,u0 ∈ W 1,2
τ,σ(Ω) ∩W 2,3(Ω) then

u ∈ L2(0, T∗; W 4,2(Ω))∩C0
(
[0, T∗]; W 1,2

τ,σ(Ω)∩W 3,2(Ω)) and the time derivative is inL2(0, T∗; W 1,2
τ,σ(Ω)∩

W 2,2(Ω)). However, these results require a higher smoothness of∂Ω than we assume in this paper.

1.8. The structure of the weak solutionu. Let us denote byT0 the set of time instantst1 ∈ (0, T ) such that
u( . , t1) ∈W 1,2

τ,σ(Ω)) and the strong energy inequality (1.11) holds for allt2 ∈ (t1, T ). Since the weak solution
u is in L2(0, T ; W 1,2

τ,σ(Ω)) for a.a.t1 ∈ (0, T ) and inequality (1.11) holds for a.a.t1 ∈ (0, T ), the Lebesgue
measure of(0, T ) r T0 = 0. Consideringu( . , t1) (for t1 ∈ T0) to be an initial value for a new solution, we
obtain from [23] that there existsδ(t1) > 0 such thatt1 + δ(t1) ≤ T and the Navier–Stokes system (1.1), (1.2)
with the boundary conditions (1.3), (1.4) has a strong solutionũ ∈ L2(t1, t1 + δ(t1);W 2,2(Ω)) ∩ C

(
[t1, t1 +

δ(t1)]; W 1,2
τ,σ(Ω)

)
. Due to the regularity of̃u and the energy inequality (1.11) satisfied byu, the solutionũ

can be identified withu on the time interval(t1, t1 + δ(t1)). (See Lemma 2.) PutT1 := ∪t1∈T0(t1, t1 + δ(t1)).
ThenT1 has the formT1 = ∪γ∈Γ(aγ , bγ), where setΓ is at most countable. It follows from [23] that solutionu
is smooth on each of the intervals(aγ , bγ) in the sense thatu ∈ L2(t1, t2; W 2,2(Ω)) ∩C0

(
[t1, t2]; W 1,2

τ,σ(Ω))
and the time derivative is inL2(t1, t2; L2

τ,σ(Ω)) for all aγ < t1 < t2 < bγ . Applying [6], one can even state
thatu ∈ C1

(
[t1, t2]; L2

τ,σ(Ω)
)
∩C0

(
[t1, t2]; W 2,2(Ω)

)
. Consequently,∇p ∈ C0(t1, t2;L2(Ω)) andp satisfies

(1.13) for eacht ∈ [t1, t2].
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2 Estimates of the pressure

2.1. Assumptions on solutionu, our aims and technical preliminaries. We suppose thatu is a weak solution
to the problem (1.1)–(1.5), that satisfies Serrin’s conditionu ∈ Lr(t1, t2; Ls(Ω′)), whereΩ′ is a sub-domain
if Ω, 0 ≤ t1 < t2 ≤ T , r ∈ [2,∞), s ∈ (3,∞] and2/r + 3/s = 1.

Let Ω′′ ⊂ Ω′′ ⊂ Ω′. Let ε > 0 be so small thatt1 + ε < t2 − ε. Our first aim is to show that all spatial
derivatives of∇p are inL∞(Ω′′ × (t1 + ε, t2 − ε)).

Let Ω′∗ be a sub-domain ofΩ′ such thatΩ′′ ⊂ Ω′′ ⊂ Ω′∗ ⊂ Ω′∗ ⊂ Ω′. Let η be an infinitely–differentiable
cut–off function inR3 such that0 ≤ η ≤ 1 in R3, η = 0 in R3

rΩ′∗, η = 1 in Ω′′ anddist(supp∇η; ∂Ω′′) > 0.
Letx ∈ Ω′′ andt ∈ (t1 + ε, t2− ε)∩ (aγ , bγ) for someγ ∈ Γ. Sincet is fixed in the next considerations, we

write onlyp(x) instead ofp(x, t) andu(x) instead ofu(x, t) in the rest of this section. Although functionp is
defined only inΩ, we may naturally consider the productηp to be a function inR3, equal to zero inR3

r Ω′∗.
Let e be a unit vector inR3. Thene · ∇xp(x) satisfies the automatic formula

e · ∇xp(x) = η(x)
(
e · ∇xp(x)

)
= − 1

4π

∫
R3

1
|x− y|

∆y

[
η(y)

(
e · ∇yp(y)

)]
dy

= − 1
4π
[
P (1)(x) + 2P (2)(x) + P (3)(x)

]
,

where

P (1)(x) =
∫

Ω

1
|x− y|

∆yη(y)
(
e · ∇yp(y)

)
dy,

P (2)(x) =
∫

Ω

1
|x− y|

[
∇yη(y) · ∇y

(
e · ∇yp(y)

)]
dy,

P (3)(x) =
∫

Ω

1
|x− y|

η(y) ∆y

(
e · ∇yp(y)

)
dy.

Note that asp satisfies (1.13) and the right hand side of the first equation in (1.13) is of the classC∞ in Ω′

(due to Lemma 1), it follows from results on the interior regularity of solutions of elliptic equations (see e.g. [7,
paragraph II.3]) thatp is of the classC∞ in Ω′∗, where the integrands inP (1), P (2) andP (3) are supported.

We denote byDα the spatial derivative of order|α|, whereα = (α1, α2, α3) is a multi-index and|α| ≡
α1 +α2 +α3 = 0, 1, 2, 3, . . . . If we want to specify whether the differentiation is considered with respect tox
or y, we use the notationDα

x orDα
y .

2.2. Estimates ofDαP (3). The termDαP (3) satisfies

|Dα
xP

(3)(x)| =
∣∣∣∣Dα
x

∫
Ω

1
|x− y|

η(y)
(
e · ∇y∆yp(y)

)
dy
∣∣∣∣

=
∣∣∣∣∫

Ω′∗

1
|x− y|

Dα
y

{
η(y) e · ∇y

[
∇yu(y) :

(
∇yu(y)

)T ]} dy
∣∣∣∣

≤ c

∫
Ω′∗

dy
|x− y|

≤ c (2.1)

due to Lemma 1. Constantc on the right hand side of (2.1) is independent ofe, x andt.

2.3. Estimates ofDαP (2). In order to estimateDαP (2), we at first apply the integration by parts

Dα
xP

(2)(x) = −Dα
x

∫
Ω

divy
(∇yη(y)
|x− y|

) (
e · ∇yp(y)

)
dy

= −
∫

Ω
Dα
x divy

(∇yη(y)
|x− y|

)
e · ∇yp(y) dy
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and then use the Helmholtz decomposition

Dα
x divy

(∇yη(y)
|x− y|

)
e = ∇yϕx1 (y) +wx1 (y), (2.2)

where

∆yϕ
x
1 = divy

[
Dα
x divy

(∇yη(y)
|x− y|

)
e
]

in Ω,
∂ϕx1
∂n

= Dα
x divy

(∇yη(y)
|x− y|

)
e · n = 0 on∂Ω.

Note thatDα
x divy

(
∇yη(y)/|x − y|

)
e is, in dependence ony, an infinitely differentiable function with a

compact support inΩ, whose all derivatives are bounded inΩ independently ofe andx ∈ Ω′′. Since domain
Ω is bounded and the boundary∂Ω is of the classC2+(h), functionϕx1 satisfies the estimate

|∇2
yϕ

x
1 (y)|0+(h) ≤ c

∣∣∣divy
[
Dα
x divy

(∇yη(y)
|x− y|

)
e
]∣∣∣

0+(h)
≤ c, (2.3)

where| . |0+(h) is the norm in Ḧolder’s spaceC0+(h)(Ω), see [12]. The last constantc on the right hand side
is independent ofe and ofx for x ∈ Ω′′. Functionwx1 is divergence–free andwx1 · n = 0 on ∂Ω. The term
P (2)(x) now satisfies

Dα
xP

(2)(x) =
∫

Ω

[
∇yϕx1 +wx1

]
· ∇yp dy =

∫
Ω
∇yϕx1 · ∇yp dy

=
∫

Ω
∇yϕx1 ·

[
−∂tu− u · ∇yu+ ∆yu

]
dy = −

∫
Ω
∇yϕx1 · [u · ∇yu] dy

= −
∫
∂Ω

(
∇yϕx1 · u

)
(u · n) dy +

∫
Ω
∇2
yϕ

x
1 (y) : [u⊗ u] dy. (2.4)

We have used the boundary conditions (1.3), (1.4), which guarantee that∆u · n = 0 on∂Ω. (This property of
the Laplace operator, applied to functions that satisfy (1.2)–(1.4), is well known, see e.g. [2] or [6]. The reason
is simple: the boundary condition (1.4) implies thatcurlu is normal to∂Ω. Hencecurl2u ≡ −∆u is tangent
to ∂Ω, which means that∆u · n = 0 on ∂Ω.) The first integral on the right hand side of (2.4) equals zero
becauseu · n = 0 on∂Ω. The second integral satisfies∣∣∣∣∫

Ω
∇2
yϕ

x
1 (y) : [u⊗ u](y) dy

∣∣∣∣ ≤ c

∫
Ω
|u(y)|2 dy ≤ c.

Hence we have

|Dα
xP

(2)(x)| ≤ c, (2.5)

wherec is independent ofe, t andx.

2.4. Estimates ofDαP (1). It remains to estimateDα
xP

(1). We use the Helmholtz decomposition

Dα
x

( 1
|x− y|

)
∆yη(y) e = ∇yϕx2 (y) +wx2 (y),

where

∆yϕ
x
2 = divyDα

x

( 1
|x− y|

)
∆yη(y) e in Ω,

∂ϕx2
∂n

= Dα
x

( 1
|x− y|

)
∆yη(y) e · n = 0 on∂Ω.

By analogy with (2.3), functionϕx2 satisfies the inequalities

|∇2
yϕ

x
2 (y)|0+(h) ≤ c

∣∣∣Dα
x

( 1
|x− y|

)
∆yη(y) e

∣∣∣
0+(h)

≤ c, (2.6)
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where the last constantc is independent ofe andx for x ∈ Ω′′. Then

Dα
xP

(1)(x) =
∫

Ω

[
∇yϕx2 +wx2

]
· ∇yp dy =

∫
Ω
∇yϕx2 · ∇yp dy.

The last integral can be estimated in the same way as (2.4). Hence we obtain

|Dα
xP

(1)(x)| ≤ c, (2.7)

wherec is independent ofx andt.

2.5. A consequence of (2.1), (2.5), (2.7).The inequalities (2.1), (2.5) and (2.7) yield the estimate∣∣Dα
x

(
e · ∇xp(x)

)∣∣ ≤ c, (2.8)

wherec is independent ofe, x andt for x ∈ Ω′′ andt ∈ (t1 + ε, t2− ε)∩
[⋃

γ∈Γ(aγ , bγ)
]
. We have proven the

theorem:

Theorem 1. Letu be a weak solution to the problem (1.1)–(1.5) inΩ× (0, T ) that satisfies the strong energy
inequality (1.11), and letp be an associated pressure. Let0 ≤ t1 < t2 ≤ T , Ω′ be a sub-domain ofΩ and let
u satisfy Serrin’s integrability condition inΩ′ × (t1, t2), which means thatu ∈ Lr(t1, t2; Ls(Ω′)) for some
r ∈ [2,∞) and s ∈ (3,∞], such that2/r + 3/s = 1. Let 0 < 2ε < t2 − t1 and Ω′′ be a sub-domain
of Ω′ such thatΩ′′ ⊂ Ω′′ ⊂ Ω′. Then∇p has all spatial derivatives (of all orders) essentially bounded in
Ω′′× (t2− ε, t1 + ε). Consequently,∂tu has all spatial derivatives essentially bounded inΩ′′× (t2− ε, t1 + ε),
too.

Remark 2.1. According to Theorem 3.1 in [12], one can replace|∇2
yϕ

x
1 |0+(h) by the Ḧolder norm|ϕx1 |2+(h)

on the left hand side of (2.3), provided thatϕx1 is chosen so that
∫

Ω ϕ
x
1 (y) dy = 0. The same can also be said

on functionϕx2 in inequality (2.6). Theorem 3.1 in [12] requiresΩ to be a bounded domain with the boundary
of the classC2+(h). This is the main reason why we impose the same condition on domainΩ in this paper.
However, due to the personal communication of our colleague Dagmar Medková, the same inequalities as (2.3)
and (2.6) also hold ifΩ is an exterior domain with the boundary of the classC2+(h). (The proof follows from
the contents of a book, which Dagmar Medková is currently completing.) Consequently, Theorem 1 also holds
if Ω is a “smooth” exterior domain inR3. In this case, however, one must assume thatΩ′′ is bounded.

3 Application of Theorem 1 to the procedure of localization

In this section, we describe a situation, in which the application of Theorem 1 plays an important role.

3.1. A suitable weak solution and its partial regularity. The so called suitable weak solutions are usually
considered in literature in connection with the boundary conditionu = 0 on ∂Ω × (0, T ), see e.g. [5], [11]
or [10]. A weak solutionu is said to be asuitable weak solution,if there exists an associated pressurep ∈
L5/3(Ω× (0, T )) such that the pair(u, p) satisfies the localized energy inequality

2ν
∫ T

0

∫
Ω
|∇u|2 φ dxdt ≤

∫ T

0

∫
R3

[
|u|2

(
∂tφ+ ν∆φ

)
+
(
|u|2 + 2p

)
u · ∇φ

]
dxdt (3.1)

for every non–negative functionφ fromC∞0
(
Ω×(0, T )

)
. This definition can also be extended to weak solutions

of the problem (1.1)–(1.5), i.e. the problem with the Navier–type boundary conditions. The localized energy
inequality enables one to prove the “local regularity criterion”, which says that if the identity

lim sup
ρ→0+

1
ρ

∫ t0+ 1
8
ρ2

t0− 7
8
ρ2

∫
|x−x0|<ρ

|∇u|2 dxdt = 0 (3.2)
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holds for somex0 ∈ Ω andt0 ∈ (0, T ) then the space–time point(x0, t0) is a regular point of solutionu.
(See [5].) The point(x0, t0) is, by definition, said to be aregular pointof weak solutionu, if there exists a
neighborhoodU(x0, t0) in Ω × (0, T ), whereu is essentially bounded. Applying (3.2), one can deduce that
the set of hypotheticalsingular pointsof solutionu (i.e. points fromΩ × (0, T ) that are not regular) – let us
denote this set byS(u) – has the1–dimensional Hausdorff measure equal to zero. (See [5] for the details.) This
conclusion also holds for a suitable weak solution of the problem with the Navier–type boundary conditions,
because the boundary conditions play no role in the arguments used in [5].

3.2. The procedure of localization.A suitable weak solutionu is often assumed, in addition to the properties
that directly follow from its definition, to have some additional properties (like e.g. a “better” integrability) in
a sub-domainΩ′ of Ω in a time interval(t1, t2) ⊂ (0, T ). In order to exploit these properties, one usually
needs to localize all the equations toΩ′ × (t1, t2) and to formulate a “new” problem, whose solution is in
the spatial variable supported only inΩ′. The usual way one can do it is to assume thatΩ′′ ⊂ Ω′′ ⊂ Ω′ and
to multiply solutionu by a cut–off functionζ ∈ C∞(R3) such that0 ≤ ζ ≤ 1 in R3, ζ = 0 in R3

r Ω′,
ζ = 1 in Ω′′ and supp(∇ζ) is contained in a “smooth” domainD ⊂ Ω′ r Ω′′.The boundary ofD can be
split to two closed disjoint surfaces:∂D = (∂D)1 ∪ (∂D)2, whereζ = 0 on (∂D)1, ζ = 1 on (∂D)2 and
Ω′′ ⊂ Int (∂D)2 ⊂ Int (∂D)1 ⊂ Ω′.

It is shown in [14] that since the1–dimensional Hausdorff measure of the singular setS(u) is zero, and
setS(u) is closed inΩ × (0, T ), domainD which containssupp ζ can be chosen so thatD ∩ S(u) = ∅ and
solutionu is essentially bounded in some neighborhood ofD times(0, T ). Consequently, applying Lemma 1,
we deduce thatu has all spatial derivatives (of all orders) essentially bounded inD× (δ, T − δ) for anyδ > 0.

Since the productζu is not divergence–free, one putsv := ζu − U , where the “corrector”U satisfies
divU = ∇ζ · u. This equation implies thatdiv v = 0. The existence of an appropriate functionU follows
e.g. from [8, Theorem III.3.2] or [4, Theorem 2.4]). Due to these theorems, there exists a linear mappingB

fromWm,2
0 (D) (for eachm ∈ {0}∪N) toWm+1,2

0 (D) such that for allf ∈Wm,2
0 (D), satisfying

∫
D f dx = 0,

1. div Bf = f a.e. inD,

2. ‖∇m+1Bf‖2;D ≤ c ‖∇mf‖2;D .

MappingB is often called the Bogovskij operator. Now, since∫
D
∇ζ · u dx =

∫
(∂D)1

ζ u · n dS +
∫

(∂D)2

ζ u · n dS −
∫
D
ζ divu dx

=
∫

(∂D)2

u · n dS = −
∫

Int (∂D)2

divu dx = 0,

we may putU( . , t) := B
[
∇ζ ·u( . , t)

]
for t ∈ (δ, T−δ). Since∇ζ ·u( . , t) ∈Wm,2

0 (D) for anym ∈ {0}∪N,

we obtainU( . , t) ∈ Wm,2
0 (D) for anym ∈ {0} ∪ N. Since all spatial derivatives of∇ζ · u are essentially

bounded inD × (δ, T − δ), we deduce thatU ∈ L∞(δ, T − δ; Wm,2
0 (D)) for anym ∈ {0} ∪ N.

ExtendingU by zero outsideD, and extending alsoζu by zero outsideΩ, we observe that the function
v ≡ ζu − U is divergence–free inR3 × (δ, T − δ), it coincides withu in Ω′′ × (δ, T − δ), it equals zero in
(R3

rΩ′)× (δ, T − δ) and all spatial derivatives ofv are essentially bounded in(Ω′ rΩ′′)× (δ, T − δ). One
can deduce that ifϑ ∈ L5/3(0, T ) then the pairv, ζ(p + ϑ) is a suitable weak solution to the Navier–Stokes
system

∂tv + v · ∇v +∇[ζ (p+ ϑ)] = ν∆v + g, (3.3)

div v = 0 (3.4)

in R3 × (δ, T − δ), where

g = −∂tU −U · ∇(ζu)− (ζu) · ∇U +U · ∇U + (ζu · ∇ζ)u
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− ζ (1− ζ)u · ∇u− 2ν∇ζ · ∇u− νu∆ζ + ν∆U + (p+ ϑ)∇ζ. (3.5)

Of many articles, where the procedure of localization has also been described and applied, we mention e.g. [13].

3.3. Application of Theorem 1. When studying the properties of solutionv to the system (3.3), (3.4), it
is important to know as much as possible about the right hand sideg in equation (3.3). It follows from the
definition of the cut–off functionζ and the properties of functionU thatsupp g ⊂ D × (δ,T− δ).

SinceU = B[∇η · u], the time derivative∂tU equalsB[∇ζ · ∂tu] in D × (δ, T − δ). Moreover, as all
spatial derivatives ofu are inL∞(D × (δ, T − δ)), and due to Theorem 1 all spatial derivatives of∂tu are in
L∞(D × (δ, T − δ)) as well, we observe that all terms on the right hand side of (3.5), except for the last term
(p+ ϑ)∇ζ, have all spatial derivatives inL∞(R3 × (δ, T − δ)) (supported inD × [0, T ]).

Sincep ∈ L5/3(Ω × (0, T )) and∇p has all spatial derivatives inL∞(D × (δ, T − δ)) due to Theorem
1, there existsϑ ∈ L5/3(0, T ) such thatp + ϑ ∈ L∞(D × (δ, T − δ)), too. Then all spatial derivatives of
(p + ϑ)∇ζ are inL∞(R3 × (δ, T − δ)) (supported inD × [0, T ]) and the same statement now holds on the
whole functiong.

Theorem 2. Letu, p be a suitable weak solution to the problem (1.1)–(1.5) inΩ × (0, T ). Let Ω′ be a sub-
domain ofΩ andΩ′′ be a sub-domain ofΩ′ such thatΩ′′ ⊂ Ω′′ ⊂ Ω′. LetD, ζ andU be the set, respectively
functions, described in subsection 3.2, andv := ζu − U . Then functionv satisfiesv = u in Ω′′ × (0, T )
andv = 0 in R3

r Ω′. If ϑ ∈ L5/3(0, T ) then the pairv, ζ(p + ϑ) is a suitable weak solution to the system
(3.3), (3.4) inR3 × (0, T ). Functiong on the right hand side of (3.3) is supported inD × [0, T ] and function
ϑ ∈ L5/3(0, T ) can be chosen so thatg has all spatial derivatives inL∞(R3 × (δ, T − δ)) for anyδ > 0.

Remark 3.1. If the considered suitable weak solutionu is supposed to satisfy Dirichlet’s boundary condition
u = 0 on∂Ω× (0, T ) instead of the Navier–type boundary conditions (1.3), (1.4), then one can only state that
functiong has all spatial derivatives inLq(δ, T − δ; L∞(R3)) (supported inD × [0, T ]), for anyq ∈ (1, 2).
The reason is that one cannot apply Theorem 1, and instead of it, one has to rely on the results of [13], [15] or
[18], mentioned in subsection 1.3.
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