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Pod vodárenskou věž́ı 2, 182 07 Prague 8, Czech Republic
(Dated: July 9, 2017)

Experimentally observed networks of interacting dynamical systems are inferred from recorded
multivariate time series by evaluating a statistical measure of dependence, usually the cross-
correlation coefficient, or mutual information. These measures reflect dependence in static
probability distributions, generated by systems’ evolution, rather than coherence of systems’
dynamics. Moreover, these “static” measures of dependence can be biased due to properties
of dynamics underlying the analyzed time series. Consequently, properties of local dynamics
can be misinterpreted as properties of connectivity or long-range interactions. We propose the
mutual information rate as a measure reflecting coherence or synchronization of dynamics of two
systems and not suffering by the bias typical for the “static” measures. We demonstrate that
a computationally accessible estimation method, derived for Gaussian processes and adapted by
using the wavelet transform, can be effective for nonlinear, nonstationary and multiscale processes.
The discussed problem and the proposed method are illustrated using numerically generated data
of coupled dynamical systems as well as gridded reanalysis data of surface air temperature as the
source for the construction of climate networks. In particular, scale-specific climate networks are
introduced.
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I. INTRODUCTION

“More is different,” the simple sentence of the most cre-
ative [1] physicist P.W. Anderson [2] reflects the complex
reality in which the behavior of complex systems, consist-
ing of many interacting elements, cannot be explained by
a simple extrapolation of the laws describing the behavior
of a few elements. Studying systems of many interacting
elements as complex networks [3–6] is an intensively de-
veloping paradigm in which statistical physics embraced
the graph theory. In the graph-theoretical characteriza-
tion of complex networks, a network is considered as a
graph G = (V,E), where V is a set of nodes (or ver-
tices) and E is a set of edges (or links) where each edge
represents a connection between two nodes. In the case
of weighted graphs a weight wi,j is assigned to each edge
ei,j , connecting the vertices vi and vj , by the weight func-
tion W : E → R. The graph G = (V,E) is characterized
by the adjacency matrix A whose elements ai,j = wi,j ;
and ai,i = 0 by definition. We will consider undirected
graphs, i.e. ai,j = aj,i. A special case of graphs are un-
weighted graphs, also known as binary graphs, since ai,j
can attain either the value 1 if ei,j ∈ E, or the value 0
otherwise.
In this study we will consider networks of interacting,

possibly stochastic, dynamical systems. In the network
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paradigm, each system represents a node of the network.
Consider that the interactions among the nodes (dynam-
ical systems) are not known. However, we can observe
and record evolution of each dynamical system. A se-
ries of measurements done on such a system in consec-
utive instants of time t = 1, 2, . . . is usually called a
time series {x(t)}. In order to infer a network from a
multivariate time series {xi(t)} usually some measure of
statistical dependence between components {xi(t)} and
{xj(t)}, recorded from the nodes vi and vj , respectively,
is estimated. This measure, or a transformation thereof,
is considered as a weight wi,j assigned to the edge ei,j .
The networks of this type are known as interaction net-
works [7] or functional networks. The latter term have
been spread from neurophysiology where the statistical
association of neural activities in two distinct parts of
the brain is called the functional connectivity [8], as op-
posed to a structural, anatomical connectivity given by
an existence of a physical link [9]. Neurophysiology is
probably the most active and influential scientific field
where the functional networks are constructed and stud-
ied; making use of a huge amount of multivariate data
recording various modes of brain activity [9–11]. The
interaction networks, however, are studied also in differ-
ent areas such as climatology [12–18] or economy and
finance [19, 20]. Since the existence of a link in an in-
teraction network is inferred from an estimate of a sta-
tistical dependence measure, the strength and even the
existence of a link bear some level of uncertainty. Kramer
et al. [21] propose a systematic statistical procedure for
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the inference of functional connectivity networks from
multivariate time series yielding as the output both the
inferred network and a quantification of uncertainty of
the number of edges. Paluš et al. [22] present differ-
ences in the topology of interaction networks with edges
derived either from the largest absolute correlations or
from the statistically most significant absolute correla-
tions. Bialonski et al. [7] demonstrate that a spatial
sampling can lead to an occurrence of spurious struc-
tures in interaction networks constructed from time se-
ries sampled in spatially extended systems and propose
tailored random networks as a suitable null hypothesis
to be tested [23]. Hlinka et al. [24] observed that a spu-
rious small-world topology emerged in interaction net-
works constructed using correlations of time series gen-
erated by randomly connected dynamical systems. While
Bialonski et al. [7] attribute spurious topologies to sam-
pling problems and finite-precision, finite-length time se-
ries, Hlinka et al. [24] see the problem in partial transitiv-
ity – an inherent property of the correlation coefficient.
Also Zalesky et al. [25] observed that the networks in
which connectivity was measured using the correlation
coefficient were inherently more clustered than random
networks, while partial correlation networks were inher-
ently less clustered than random networks. Therefore, in
a similar line with Bialonski et al. [23], also Zalesky et
al. [25] propose to use a sort of null networks in order to
explicitly normalize for the inherent topological structure
found in the correlation networks.
In this study we will focus on the dynamics underlying

time series used for the construction of interaction net-
works. We will demonstrate how “dynamical memory”
influences the bias in estimations of “static” dependence
measures such as the absolute correlation coefficient or
the mutual information. We will propose the mutual
information rate as a measure reflecting dependence of
dynamics of two systems or processes. We will introduce
a computationally accessible algorithm that can be effec-
tive for quantification of the coherence or synchronization
of nonlinear, nonstationary and multiscale processes and
thus can be used for the construction of interaction net-
works from experimental time series recorded in natural
complex systems.

II. DEPENDENCE

Consider two discrete random variables X and Y with
sets of values Ξ and Υ, respectively. The probability
distribution function (PDF) pX(x) for the variable X,
for simplicity denoted as p(x), is p(x) = Pr{X = x},
x ∈ Ξ. The probability distribution function p(y) for
the variable Y is defined in the full analogy; and the
joint PDF p(x, y) is Pr{(X,Y ) = (x, y)}, x ∈ Ξ, y ∈ Υ.
Uncertainty in a random variable, say X, is characterized
by its entropy

H(X) = −
∑
x∈Ξ

p(x) log p(x). (1)

The joint entropy H(X,Y ) of X and Y is

H(X,Y ) = −
∑
x∈Ξ

∑
y∈Υ

p(x, y) log p(x, y). (2)

The two variablesX and Y are independent if and only
if p(x, y) = p(x)p(y), i.e.

log
p(x, y)

p(x)p(y)
= 0.

The average digression from independence, i.e., the aver-

aged value of log p(x,y)
p(x)p(y) is known as mutual information

I(X;Y ) =
∑
x∈Ξ

∑
y∈Υ

p(x, y) log
p(x, y)

p(x)p(y)
. (3)

The mutual information can be expressed using the
entropies (1), (2) as

I(X;Y ) = H(X) +H(Y )−H(X,Y ). (4)

Thus the mutual information I(X;Y ) quantifies the de-
crease of uncertainty in H(X,Y ) due to the dependence
between X and Y , i.e., it measures the average amount
of common information, contained in the variablesX and
Y . The mutual information is a measure of general sta-
tistical dependence for which the following statements
hold:

• I(X;Y ) ≥ 0,

• I(X;Y ) = 0 iff X and Y are independent.

In practice, however, the PDF’s are not known and we
only have a set of measurements {x1, x2, . . . , xN} for the
variable X and {y1, y2, . . . , yN} for the variable Y . Esti-
mation of the entropies (1), (2) and the mutual informa-
tion (3) can be done using some of suitable estimators,
for review see Ref. [26].

A common measure of linear dependence is the (Pear-
son’s) correlation coefficient. First, we compute the mean
of all measurements {x1, x2, . . . , xN} as

x̄ =
1

N

N∑
i=1

xi

and the variance

σ2 =
1

N − 1

N∑
i=1

(xi − x̄)2

and transform the measurements into a data with a zero
mean and a unit variance

x̃i =
xi − x̄

σ
. (5)

After the same procedure with the measurements of the
variable Y , the correlation coefficient of X and Y is

C(X,Y ) =
1

N

N∑
i=1

x̃iỹi. (6)
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Without loss of generality, in the following we will sup-
pose that considered data or time series have (or have
been transformed in order to have) a zero mean and a
unit variance.
Suppose that the variables X and Y have a bivariate

Gaussian distribution. Then their mutual information
I(X;Y ) can be expressed using their correlation coeffi-
cient C(X,Y ) (see, e.g. Ref. [27] and references therein)

I(X;Y ) = −1

2
log

(
1− C2(X,Y )

)
. (7)

The correlation coefficient (6) and the mutual infor-
mation (3) are the measures of dependence which re-
flect the digression of the “static” bivariate distribution
p(x, y) from the product p(x)p(y). We use the term
“static” in order to stress that both the correlation coeffi-
cient (6) and the bivariate PDF p(x, y) which determines
the mutual information (3) are given by the set of pairs
{(x1, y1), (x2, y2), . . . , (xN , yN )} irrespectively of the or-
der of the pairs. Any permutation of the pairs (xi, yi)
yields the same result.

III. DYNAMICS

Let us consider n discrete random variablesX1, . . . , Xn

with values (x1, . . . , xn) ∈ Ξ1 × · · · × Ξn. The PDF
for an individual Xi is p(xi) = Pr{Xi = xi}, xi ∈
Ξi, the joint PDF for the n variables X1, . . . , Xn is
p(x1, . . . , xn) = Pr{(X1, . . . , Xn) = (x1, . . . , xn)}. The
joint entropy of the n variables X1,. . . , Xn with the joint
PDF p(x1, . . . , xn) is

H(X1, . . . , Xn) =

−
∑

x1∈Ξ1

· · ·
∑

xn∈Ξn

p(x1, . . . , xn) log p(x1, . . . , xn). (8)

A stochastic process {Xi} is an indexed sequence of
random variables X1, . . . , Xn, characterized by the joint
PDF p(x1, . . . , xn). Uncertainty in a variable Xi is char-
acterized by its entropy H(Xi). The rate at which a
stochastic process “produces” uncertainty is measured by
its entropy rate

h = lim
n→∞

1

n
H(X1, . . . , Xn). (9)

In practice we will deal with a time series {x(t)},
t = 1, 2, . . . , N . While considering measurements
{x1, x2, . . . , xN} of a random variable X, its values xi
are typically considered mutually independent, i.e., ob-
tained by independent, random draws from a PDF p(x).
On the other hand, a time series {x(t)} reflects a tem-
poral evolution of a process or a system, and typically
the values x(t) and x(t + τ), where τ is a time lag, are
not independent. The level of dependence between x(t)
and x(t+ τ) reflects a “dynamical memory” of the tem-
poral evolution of an underlying process or system. The

decrease of the dependence between x(t) and x(t + τ),
with increasing τ , i.e., the rate at which a process “for-
gets” its history depends on complexity of the temporal
evolution of a process or a system and we will refer to
this complexity as “temporal dynamics,” or shortly as
“dynamics.”

Since a time series {x(t)} reflects the dynamics of an
underlying process or system, a stochastic process {Xi}
characterized by the joint PDF p(x1, x2 . . . , xn) which
typically differs from the product p(x1)p(x2) . . . p(xn), is
an appropriate theoretical concept for the study of time
series. Thus a time series is considered as a realization
of a stochastic process {Xi}, and should not be equated
with a set of measurements of a single variable X with a
PDF p(x). The entropy rate (9) is a useful characteriza-
tion of the dynamics of a system or a process underlying
the time series {x(t)}. In information theory the entropy
rate (9) is considered as a measure of production of in-
formation of an information source [28].

Alternatively, a time series {x(t)} can be considered
as a projection of a trajectory of a dynamical system,
evolving in a measurable state space. A. N. Kolmogorov,
who introduced the theoretical concept of classification
of dynamical systems by information rates, was inspired
by information theory and generalized the notion of the
entropy of an information source. The Kolmogorov-Sinai
entropy (KSE thereafter) or metric entropy [29] is a topo-
logical invariant, suitable for the classification of dynami-
cal systems or their states, and is related to the sum of the
system’s positive Lyapunov exponents [30]. The concept
of entropy rates is common to theories based on philo-
sophically opposite assumptions (randomness vs. deter-
minism) and is ideally applicable for the characterization
of complex processes, where possibly deterministic rules
are always accompanied by random influences.

As a potentially useful quantitative characterization of
the dynamics, the entropy rate has become a target of
many numerical algorithms using experimental time se-
ries as their input. Particularly intensive development,
focused on the estimation of the metric entropy, has
started with the advent of the methods for the recon-
struction of chaotic dynamics in the 1980’s. Grassberger
and Procaccia [31] used the concept of Rényi entropy
[28] to redefine the KSE in the terms of the Rényi en-
tropy of order two and proposed an estimator of the
metric entropyK2 using their celebrated correlation inte-
gral [32]. The method has been extended into numerous
version, e.g. by Cohen and Procaccia [33]. Schouten
et al. [34] treated the correlation integral as a prob-
ability distribution and derived a maximum-likelihood
estimator of the KSE. Pawelzik and Schuster [35] con-
sider the full spectrum of generalized metric entropies
Kq. Fraser [36] pointed to an interesting relation be-
tween an n-dimensional version of the mutual informa-
tion and the KSE of a dynamical system underlying stud-
ied time series. Paluš [37] studied this relation in detail
and confirmed its validity by comparing the KSE esti-
mates with the values of the positive Lyapunov exponents
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of the studied chaotic systems. Reliable KSE estimates,
however, require large amounts of data. Therefore Paluš
[38] proposed “coarse-grained entropy rates” which relate
the KSE to the rate of the decrease of a finite-precision
mutual information of a time series and its time-lagged
twins. Also bounded by a finite precision and a limited
amount of real data, Pincus [39] introduced an approx-
imate entropy based on a difference of the correlation
integrals.
The entropy rate reflects how quickly a system “for-

gets” its history. In the case of chaotic dynamical systems
the metric entropy is related to a time interval which a
dynamical system takes to return to a close vicinity of
some of its previous states. Baptista et al. [40] propose
two formulas to estimate the KSE and its lower bound
from the recurrence times of chaotic systems. The re-
currence plots [41] give a number of useful dynamical
quantities including the KSE.
A time series of measurements of a finite precision

can be conveniently converted into a sequence of sym-
bols from a finite set of values. Bandt and Pompe [42]
introduced the concept of permutation entropy for sym-
bolic sequences and demonstrate its relations to the KSE.
Lesne et al. [43] studied entropy rate estimators for short
symbolic sequences based on block entropies and Lempel-
Ziv complexity [44]. Kennel et al. [45] developed an algo-
rithm for estimating the entropy rate of Markov models
using weighted context trees. The entropy rates can also
be computed using the causal state machine based esti-
mator [46–48].
Let us return from symbolic sequences to continuous

stochastic processes. Let a stochastic process {Xi} is a
zero-mean, stationary, Gaussian process with power spec-
tral density Φ(ω), where ω is a normalized frequency.
Then its entropy rate hG, apart from a constant term, is
[49, 50]

hG =
1

2π

∫ 2π

0

log Φ(ω)dω. (10)

IV. DYNAMICS AND CONNECTIVITY

In order to understand the notion of temporal dynam-
ics of a process and its characterization using the entropy
rate, let us consider the autoregressive process (ARP)

x(t) = c

10∑
k=1

akx(t− k) + σe(t), (11)

where ak=1,..,10 = 0, 0, 0, 0, 0, .19, .2, .2, .2, .2, σ = 0.01
and e(t) is a Gaussian noise with a zero mean and a unit
variance. The parameter c modulates the proportion of
the deterministic part of the process which is a function
of the history of the process, to the noise part of the
process. The greater the coefficient c, the stronger the
memory, i.e., the dependence between x(t) and x(t+ τ).
This effect is demonstrated in Fig. 1, where the autocor-
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FIG. 1. (Color online) Autocorrelation function for the au-
toregressive process (11) for different values of the coefficient
c: c = 0.7 (the dotted black line), c = 0.8 (the dashed red
line), and c = 0.9 (the solid blue line). Time lags 1–400 sam-
ples (right panel), the detail for time lags 1–50 samples (left
panel).

0.5 0.6 0.7 0.8 0.9

4.35

4.40

4.45

4.50

0.5 0.6 0.7 0.8 0.9

0.010

0.015

0.020

(a)

E
N

TR
O

P
Y

  R
A

TE
 [N

A
T 

pe
r T

IM
E

 U
N

IT
]

PARAMETER c PARAMETER c

M
E

A
N

 A
B

S
O

LU
TE

 C
O

R
R

E
LA

TI
O

N

(b)

FIG. 2. (a) Entropy rate hG for the autoregressive process
(11) as a function of the parameter c. (b) Dependence of
the mean absolute cross-correlation between independent re-
alizations of the autoregressive process (11) on the parameter
c.

relation function C
(
x(t), x(t + τ)

)
as a function of the

time lag τ is plotted for different values of the coefficient
c. For c = 0.7 (the dotted black line) the autocorrela-
tion function (ACF) has the lowest values and vanishes
(fluctuates with values close to zero) for time lags around
100 samples; for c = 0.8 (the dashed red line) the ACF
has higher values and vanishes about the time lag equal
to 150 samples, while for c = 0.9 (the solid blue line)
the ACF has the largest values and requires more than
400 samples of the time lag to vanish. The ACF reflects
the fact that increasing c the dynamical memory of the
process (11) is stronger and longer lasting.

How these differences in the dynamical memory, or in
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FIG. 3. Histograms of cross-correlations between independent
realizations of the autoregressive process (11) for two different
values of the parameter c.

the dynamics are reflected in the entropy rate? We gen-
erate realizations of the ARP (11) with different c and
compute the entropy rates hG according to Eq. (10). Fig-
ure 2a presents the entropy rate hG for 100 realizations
of the ARP (11) with c increasing from 0.5 to 0.9. The
entropy rate of such ARP’s monotonically decreases with
increasing c. A higher entropy rate means that the pro-
cess generates uncertainty at a higher rate so that it for-
gets its history more quickly. Predictability of a process
with a higher entropy rate is worse and possible for a
shorter prediction horizon than predictability of a pro-
cess with a lower entropy rate.
Time series {xi(t)} recording temporal evolution of dif-

ferent systems or subsystems of a complex system might
reflect different dynamics yielding different entropy rates.
As we have noted in the Introduction, the connectivity in
complex networks constructed from multivariate time se-
ries, i.e., the existence and the strength of links between
nodes are inferred using dependence measures such as
the mutual information (3) and the correlation (6). The
absolute value of the latter is typically used, while the
mutual information is always non-negative. Applying the
definitions (3) and (6) to time series {x(t)} and {y(t)},
they are treated as sets {xi} and {yi} of measurements of
random variables X and Y . The computed C(X,Y ) or
I(X;Y ) do not reflect the dynamics of {x(t)} and {y(t)}.
Indeed, the pairs (x(t), y(t)) would yield the same values
of C(X,Y ) or I(X;Y ) independently of their temporal
order. The computed values of C(X,Y ) or I(X;Y ) are,
however, only estimates of the true dependence between
processes generating the datasets {x(t)} and {y(t)}. The
estimates have some bias, giving a mean digression from
the true value, and a variance giving the range of fluctu-
ations of the estimates around their mean value.
Using the above defined ARP (11) we can study the

behavior of the correlation estimates for time series with
different dynamics. In particular, we can generate real-

izations of the ARP (11) with different c’s and thus with
different entropy rates. Now, let us study the distribution
of the cross-correlations between independent realizations
of the process (11) for different values of the parameter c.
For each c we generate 8192 process realizations, each re-
alization consisting of 16,384 samples. Figure 3 presents
histograms of cross-correlations between independent re-
alizations of ARP (11) for two different c’s. The mean
value is always correctly equal to zero, however, the vari-
ance increases with increasing c, i.e., with decreasing the
entropy rate. As a consequence, when considering the
absolute correlations, or a non-negative dependence mea-
sure such as the mutual information, its mean value has
an increasing upward bias with the decreasing entropy
rate. This effect is illustrated in Fig. 2b. In this exam-
ple the bias in the absolute correlations reaches relatively
small values 0.01 – 0.02. These values, however, are ob-
tained for time series of 16,384 samples. In Sec. VIII we
will show that in real time series of 512 samples the bias
can reach such values as 0.4. For even shorter and/or
more regular (lower entropy rate) time series the bias
can be even higher [51].

V. MUTUAL INFORMATION RATE

Instead of treating time series {x(t)} and {y(t)} as
sets {xi} and {yi} of measurements of random vari-
ables X and Y , now let us consider the time series
{x(t)} and {y(t)} as realizations of stochastic processes
{Xi} and {Yi}, characterized by PDF’s p(x1, . . . , xn) and
p(y1, . . . , yn), respectively. In the analogy of generaliza-
tion of the entropy (1) to the entropy rate (9) in order
to characterize dynamics of a process, now we general-
ize the mutual information (3) to the mutual information
rate (MIR) [28] as

i(Xi;Yi) = lim
n→∞

1

n
I(X1, . . . , Xn;Y1, . . . , Yn). (12)

While the mutual information I(X;Y ) evaluates the
difference between the bivariate PDF p(x, y) and the
product of the univariate PDF’s p(x)p(y), the MIR
(12) is the limit value of the mutual information
I(X1, . . . , Xn;Y1, . . . , Yn) evaluating the difference be-
tween the 2n-variate PDF p(x1, . . . , xn, y1, . . . , yn)
and the product of the two n-variate PDF’s
p(x1, . . . , xn)p(y1, . . . , yn). The MIR quantifies the
dependence between the sequences of states X1, . . . , Xn

of the process {Xi} and states Y1, . . . , Yn of the process
{Yi}. In the case of dynamical systems the MIR reflects
coherent dynamics or a common evolution of two
systems whose trajectories are projected onto the time
series {x(t)} and {y(t)}.

For pairs of dynamical systems that are either mixing,
or exhibit fast decay of correlations, or have sensitivity to
initial conditions, Baptista et al. [52] have proposed a way
how to calculate MIR and its upper and lower bounds in



6

0.5 0.6 0.7 0.8 0.9

0.01

0.02

0.03

0.5 0.6 0.7 0.8 0.9

0.004

0.006

M
E

A
N

 A
B

S
O

LU
TE

 C
O

R
R

E
LA

TI
O

N

PARAMETER c

(a) (b)

M
U

TU
A

L 
IN

FO
R

M
A

TI
O

N
 R

A
TE

PARAMETER c

FIG. 4. (a) Mean (solid line) and variance (bars ±σ above
and below the mean value) of the absolute cross-correlation
between independent realizations of the autoregressive pro-
cess (11) as a function of the parameter c. (b) The same as
(a) but for the mutual information rate (13). Note that scales
in (a) and (b) are different.

terms of Lyapunov exponents, expansion rates, and ca-
pacity dimension. In general, estimators of MIR are well
elaborated for symbolic dynamics, extending the estima-
tors of the entropy rates. Shlens et al. [53] further develop
the estimator of Kennel et al. [45] and applied it in order
to estimate the information transfer between a stimulus
and neural spike trains. Blanc et al. [54] extended the
entropy rate estimator for symbolic sequences [43] and
compared several estimators adapted for the estimation
of the MIR between coupled dynamical systems in a sym-
bolic representation, including the Lempel-Ziv [44] and
the causal state machine based estimator [46–48].
Considering continuous stochastic processes, for zero-

mean, Gaussian stochastic processes {Xi}, {Yi}, charac-
terized by power spectral densities (PSD) ΦX(ω), ΦY (ω)
and cross-PSD ΦX,Y (ω), the MIR can be expressed (see
Ref. [49]) as

iG(Xi;Yi) = − 1

4π

∫ 2π

0

log(1− |ΓX,Y (ω)|2)dω, (13)

using the magnitude-squared coherence

|ΓX,Y (ω)|2 =
|ΦX,Y (ω)|2

ΦX(ω)ΦY (ω)
. (14)

Now we can return to the ARP (11) and use its in-
dependent realizations generated with different values of
the parameter c and thus characterized by different en-
tropy rates, in order to study the bias of dependence mea-
sures in relation to dynamics (entropy rate). In Fig. 4a
we study again the absolute cross-correlations of inde-
pendent realizations the ARP (11) as a function of the
parameter c. The mean values are the same as in Fig. 2b,
however, here we illustrate also the variance as the bars

mean±σ. We can see that with increasing c (decreas-
ing the entropy rate) both the mean and variance of the
absolute cross-correlations increase. Using the computa-
tionally feasible formula (13) for the mutual information
rate, in Fig. 4b we present means and variances for the
MIR estimates for independent realizations the ARP (11)
as a function of the parameter c. There is some positive
bias, represented by the mean MIR, which is low, ran-
domly fluctuating and independent of the dynamics of
the evaluated time series, i.e., independent of the param-
eter c. Also the variances of MIR are independent of c,
they are practically the same for all values of c – the
positions of bars ±σ in Fig. 4b are given by the fluctua-
tions in the mean value. The mutual information rate is
a measure of dependence between dynamics of systems
or processes, and unlike the static measures, its bias does
not depend on the complexity of dynamics.

VI. INFORMATION RATES OF GAUSSIAN
PROCESSES AND DYNAMICAL SYSTEMS

The formulas (10) for the entropy rate and (13) for the
mutual information rate of Gaussian processes can be effi-
ciently evaluated using the fast Fourier transform (FFT).
The question is, however, how applicable are these formu-
las for real-world time series recorded from complex, pos-
sibly nonlinear systems. Using a number of paradigmatic
chaotic dynamical systems, Paluš [50] inquired a relation
between the Kolmogorov-Sinai entropy of a dynamical
system and the entropy rate of a Gaussian process with
the same spectrum as the sample spectrum of the time
series generated by the dynamical system. An extensive
numerical study suggests that such a relation as a non-
linear one-to-one function exists when the Kolmogorov-
Sinai entropy varies smoothly with variations of system’s
parameters, but is broken near bifurcation points. Al-
though the formula (10) does not give values numerically
close to the true values of the Kolmogorov-Sinai entropy
of studied dynamical systems, it allows a relative quan-
tification and distinction of different states of nonlinear
systems. In a practical application, the formula (10) was
used in order to characterize changing complexity of dy-
namics of neuronal oscillations on route to an epileptic
seizure [55]. A strongly nonlinear character of the neu-
ronal activity of epileptogenic brain regions has been con-
firmed, e.g., by Casdagli et al. [56].

In order to demonstrate how the formula (13) for the
mutual information rate of Gaussian processes reflects
changes in the dependence of dynamics of two coupled
nonlinear dynamical systems on their route to synchro-
nization we will use two well-know dynamical systems
with chaotic behavior. As an example of a discrete-time
system let us borrow the symmetrically coupled logistic
maps from Blanc et al. [54] where the system {X} is rep-
resented by the time series {xn} and the system {Y } by
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FIG. 5. Top three panels: bifurcation diagrams of two cou-
pled logistic maps (from the top: x, y, and x − y), for the
control parameter value a = 4, corresponding to fully chaotic
maps when uncoupled, as a function of the coupling coefficient
γ. Bottom panel: the mutual information rate (13) between
{X} and {Y }, computed using the FFT, as a function of the
coupling coefficient γ.

the time series {yn}:

xn+1 = γfa(xn) + (1− γ)fa(yn)

yn+1 = (1− γ)fa(xn) + γfa(yn)
(15)

where γ is the coupling coefficient and varies between 0
and 1. The function fa(xn) ≡ axn(1 − xn). It is known
that, in the uncoupled case, a = 4 gives a chaotic be-
havior. The latter is demonstrated in the bifurcation
diagrams in Fig. 5 where for small γ both the system
{X} and {Y } are chaotic and not synchronized. For
0.13 < γ < 0.2 a zone of periodic behavior appears, fol-
lowed by the fully chaotic regime from γ approaching
0.2. The two systems become fully synchronized from
γ ≈ 0.25 – in the bifurcation diagram the difference x−y
stays on the zero value, i.e., the trajectories of the sys-
tems {X} and {Y } are identical. Then we observe a
quasi-symmetry about γ = 0.5, i.e., the synchronized be-
havior ends for γ > 0.75 and we observe the chaotic, pe-
riodic and again chaotic behavior of the unsynchronized
systems. This development is reflected in the mutual in-
formation rate (13), depicted in the bottom of Fig. 5.
With γ increasing from zero also the MIR gradually in-
creases, however, it falls down to zero for the interval of
periodic dynamics. Thus the MIR is not simply a mea-
sure of dependence of dynamics, it rather quantifies an
information transfer between systems or processes. In
the case of periodic systems with the zero entropy rate
(KSE), also the MIR is zero. In the subsequent chaotic
regimes the MIR quickly increases with γ approaching
the synchronization threshold. During the fully synchro-
nized regime the MIR stays on its maximum value. It
is interesting to compare Fig. 5 with Fig. 4 in Ref. [54]
where the authors present results of their four MIR es-
timators, stating that the Lempel-Ziv estimator [44] and
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FIG. 6. (Color online) (a) Two largest Lyapunov exponents
of the drive {X} (the constant lines) and the response {Y }
(the decreasing lines), (b) the entropy rates (10) for the drive
{X} (the dotted black line) and the response {Y } (the dashed
red line) and the mutual information rate (13) between {X}
and {Y } (the solid blue line) computed using the FFT; (c) the
same as in (b), but computed using the CCWT; for the unidi-
rectionally coupled Rössler systems (16),(17), as functions of
the coupling strength ϵ. The Lyapunov exponents are mea-
sured in nats per a time unit; the entropy and information
rates are measured in units of nats per sample.

the causal state machine based estimator [46–48] gave the
most faithful results. The latter are qualitatively equiv-
alent to the results obtained using the formula (13) for
the MIR of Gaussian processes, estimated using the FFT
(the bottom graph of Fig. 5). The qualitative equivalence
means that although the values of the MIR estimates are
different, the shapes of the MIR dependence on the cou-
pling parameter γ are very similar.

As an example of a continuous-time system we will con-
sider the unidirectionally coupled Rössler systems, stud-
ied also by Paluš and Vejmelka [57], given by the equa-
tions

ẋ1 = −ω1x2 − x3

ẋ2 = ω1x1 + a1 x2 (16)

ẋ3 = b1 + x3(x1 − c1)

for the autonomous system {X}, and

ẏ1 = −ω2y2 − y3 + ϵ(x1 − y1)

ẏ2 = ω2y1 + a2 y2 (17)

ẏ3 = b2 + y3(y1 − c2)

for the response system {Y }. We will use the parameters
a1 = a2 = 0.15, b1 = b2 = 0.2, c1 = c2 = 10.0, and
frequencies ω1 = 1.015 and ω2 = 0.985, i.e., the two
systems are similar, but not identical.

Figure 6a presents four Lyapunov exponents (LE) of
the coupled systems (the two negative LE’s are not
shown) as functions of the coupling strength ϵ. One pos-
itive and one zero LE of the driving system {X} are con-
stant, while the LE’s of the driven system {Y } which are
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positive and zero without a coupling or with a weak cou-
pling decrease with increasing ϵ. The two systems can
enter a synchronized regime when the originally positive
LE of the response system becomes negative. After a
transient negativity and a return to zero, the originally
positive LE of the driven system {Y } becomes decreasing
and negative for ϵ > 0.15 (Fig. 6a). The mutual informa-
tion rate (13) between {X} and {Y } computed using the
FFT (the solid blue line in Fig. 6b) gradually increases
with the increasing coupling strength 0 < ϵ < 0.15, how-
ever, shows a steep increase at or after the synchroniza-
tion threshold at ϵ ≈ 0.15. Then it again increases slowly
to its asymptotic value in the synchronized state. At the
coupling strength ϵ ≈ 0.15 also the entropy rate (10) of
the driven system {Y } (the dashed red line in Fig. 6b)
steeply increases and then continues in a gradual increase
and asymptotically approaches the entropy rate (10) of
the autonomous system {X} (the dotted black line in
Fig. 6b). Due to this behavior Paluš et al. [58] described
the route to synchronization as an adjustment of infor-
mation rates. It is important that even the mutual infor-
mation rate (13) of Gaussian processes, computed using
the FFT of time series generated by the studied systems,
reflects both the gradual increase of coupling as well as
the sudden transient into synchronization.

VII. MIR AND NETWORKS OF DYNAMICAL
SYSTEMS

In Sec. V we have introduced the mutual information
rate as a quantity measuring the dependence between
dynamics of two systems or processes. Unlike the static
measures such as the correlation coefficient or the mu-
tual information of random variables, the estimates of
the MIR do not suffer by a bias dependent on the char-
acter of dynamics underlying analyzed time series. Blanc
et al. [54] also show that the MIR is independent of time
lag between time evolutions of studied systems. Together
with Blanc et al. [54] and Baptista et al. [52] we propose
the MIR as an association measure suitable for inferring
interaction networks from multivariate time series gener-
ated by coupled dynamical systems. Specifically in this
paper we propose to use the formula (13) for the mu-
tual information rate of Gaussian processes. Although
Gaussian processes are inherently linear, in Sec. VI we
have demonstrated that the MIR (13) computed using
the FFT of time series generated by the studied non-
linear dynamical system was able to distinguish not only
synchronized from unsynchronized states, but also differ-
ent levels of dependence between dynamics of the stud-
ied systems due to different strengths of their coupling.
These observations, however, cannot assure a general ap-
plicability of the MIR (13) for natural nonlinear systems.
Before constructing networks from experimental multi-
variate time series it is necessary to test for a presence of
nonlinearity in studied time series and assess its actual
effect on the inference and quantification of dependence

relations present in the data. It is not surprising that
such studies have been done in the same areas where the
research based on the complex networks paradigm is very
active.

Functional brain networks are frequently constructed
using time series from sequences of functional magnetic
resonance imaging (fMRI) [9, 10]. Hlinka et al. [59]
demonstrate that the linear correlation coefficient is a
sufficient measure of functional connectivity in resting-
state fMRI data. Potential new information brought by
nonlinear measures such as the mutual information is rel-
atively minor and negligible in comparison with natural
intra- and inter-subject variability. Hartman et al. [60]
confirm this finding in specific computations of graph-
theoretical measures from fMRI brain networks. Also
spatio-temporal dependence structures in electrophysi-
ological data such as the electroencephalogram (EEG)
are characterized within the complex networks paradigm
[9, 11]. Nonlinear character of the EEG in epilepsy is
known [56], some level of nonlinearity can be detected
also in normal human EEG recordings [61]. Distinc-
tion of different physiological and/or pathological brain
states observed using nonlinear measures can success-
fully be reproduced by a proper application od stan-
dard tools derived from the theory of linear stochastic
processes [62]. While the latter findings characterized
single-channel EEG signals, the character of dependence
between EEG signals from different parts of the scalp are
relevant for the construction of the EEG brain networks.
Nonlinear measures have been applied in order to distin-
guish different consciousness states using so-called mul-
tichannel attractor embedding [63]. Changes in depen-
dence structures in multichannel EEG data which have
been described by a nonlinear measure such as the corre-
lation dimension from the multichannel embedding [63],
however, can be equivalently captured by a linear mea-
sure extracted from a correlation matrix [64].

Using an equivalent approach, climate networks [12–
18] are constructed using multivariate time series of long-
term records of meteorological variables such as the air
temperature or pressure. Already in the 1980’s a num-
ber of researches attempted to infer nonlinear dynamical
mechanisms from meteorological data and claimed detec-
tions of a weather or climate attractor of a low dimen-
sion [65–67]. Other authors pointed to a limited reliabil-
ity of chaos-identification algorithms and considered the
observed low-dimensional weather/climate attractors as
spurious [68, 69]. Paluš & Novotná [70] even found the
air temperature data well-explained by a linear stochas-
tic process, when the dependence between a temperature
time series {x(t)} and its lagged twin {x(t+τ)} was con-
sidered. Hlinka et al. [71] extended the later result to the
dependence between the monthly time series of the grid-
ded whole-Earth air temperature reanalysis data. These
results do not mean that the dynamics underlying records
of meteorological data is linear. For instance, a search
for repetitive patterns on specific temporal scales in the
air temperature and other meteorological data has led to
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an identification of oscillatory phenomena possibly pos-
sessing a nonlinear origin and exhibiting phase synchro-
nization between oscillatory modes extracted either from
different types of climate-related data or data recorded
at different locations on the Earth [72–76]. The studies
of Hlinka et al. [71, 77] merely state that for inferring
general dependence and causal relations, the approaches
derived for Gaussian processes perform very well and
nonlinear approaches do not bring substantial new in-
formation.
These arguments and the fact that the mutual infor-

mation rate estimator, computed using the FFT and the
formula (13) for the MIR of Gaussian processes is com-
putationally less demanding that estimators for general
nonlinear processes, form the basis for our recommenda-
tion of the MIR (13) as a measure suitable for inference
of networks from experimental multivariate time series
recorded from complex systems of various origins. There
is still a serious demand for the amount and stationary
character of the analyzed data, since the computation of
the magnitude-squared coherence (14) is based on divid-
ing the time series into a number of segments over which
the complex cross-spectrum (the numerator in the Eq.
(14) right-hand side) is averaged. In many cases time
series from natural complex systems are relatively short
and nonstationary. Nonstationarity in the sense of chang-
ing relationships between time series with time leads to
changes in the strength and even the existence of links
in interaction networks during some time intervals. The
complex network paradigm copes with this phenomenon
using the concept of temporal networks [78] or evolv-
ing networks. The latter approach assumes approximate
step-wise stationarity of the analyzed time series and a
standard “static” network is inferred in a relatively short
time window which is “sliding” over the whole time in-
terval spanned by the available experimental time series.
The time evolution of graph-theoretical characteristics is
then studied with respect to a time evolution and/or an
occurrence of marked events in the studied complex sys-
tem. This approach has been successfully applied in the
EEG brain networks [79–81], as well as in the climate
networks [82]. An alternative approach, applied in the
field of climate networks, is “picking-up” a number of
unequal-length subsets of the whole time series, tight to
an occurrence of some phenomenon (e.g. El Niño) and
performing the summation in the formula (6) for the cor-
relation coefficient only using the selected subsets of the
data [83]. Neither the latter approach, nor the evolving
network strategy can be applied when using the standard
FFT-based evaluation of the MIR (13).
In order to cope with nonstationarity we propose to

use a wavelet transform instead of the Fourier transform.
In particular, the complex continuous wavelet transform
(CCWT) is applied in order to convert a time series x(t)
into a set of complex wavelet coefficients W (t, f):

W (t, f) =

∫ ∞

−∞
ψ(t′)x(t− t′)dt′ (18)

using the complex Morlet wavelet [84]:

ψ(t) =
1√
2πσ2

t

exp(− t2

2σ2
t

) exp(2πif0), (19)

where σt is the bandwidth parameter, and f0 is the cen-
tral frequency of the wavelet. σt determines the rate
of the decay of the Gauss function, its reciprocal value
σf = 1/πσt determines the spectral bandwidth. In or-
der to keep the wavelet representation close to the orig-
inal MIR (13) evaluation based on the FFT, we use a
set of equidistantly spaced central wavelet frequencies
in the relevant frequency range given by the time se-
ries length and its sampling frequency, instead of the
power-law pyramidal scheme, usually used in the wavelet
context. Then the product of the complex wavelet coeffi-
cientsWX(t, f)W ∗

Y (t, f), as well as the norms |WX(t, f)|,
|WY (t, f)| are averaged over time t. Finally, the wavelet
magnitude-squared coherence

|ΓW
X,Y (f)|2 =

|WX,Y (f)|2

|WX(f)||WY (f)|
(20)

is used in the summation over the set of the central
wavelet frequencies according to Eq. (13). HereWX,Y (f),
|WX(f)|, and |WY (f)| stand for the time averages of
WX(t, f)W ∗

Y (t, f), |WX(t, f)|, and |WY (t, f)|, respec-
tively.

Let us return to the unidirectionally coupled Rössler
systems (16), (17). Using the wavelet representation we
can recompute both the mutual information rate (13)
and the entropy rate (10) as functions of the coupling
strength ϵ (Fig. 6c) . While the CCWT-based estimators
give different values than the FFT-based estimators, they
agree in the qualitative sense that the curves of the ϵ-
dependence of the MIR in Figs. 6b and 6c (solid/blue
curves) are the same. The two estimators also give a
good agreement in the ϵ-dependence of the entropy rates
(dashed/red curves in Figs. 6b and 6c), there is just a
small difference in the entropy rates of the driven system
for very small values of ϵ.

It is important that the wavelet-based estimator of the
MIR (13) gives a relative distinction of coupling regimes
with different coupling strengths. This is a property
which we expect from an association measure suitable
for the inference of interaction networks from multivari-
ate time series. It will assign proper weights to net-
work edges, an edge of two more strongly coupled nodes
(dynamical systems) will obtain a greater weight than
edges connecting nodes with a weaker coupling. For the
construction of the binary networks, a greater value of
MIR for strongly coupled nodes assure an existence of an
edge by exceeding a chosen threshold or a critical value
given by a statistical test. For establishing statistically
significant links we propose to use the surrogate data
strategy as described in Refs. [51, 57]. The temporal
averaging of the product of the complex wavelet coef-
ficients WX(t, f)W ∗

Y (t, f) might evoke a temptation to
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randomize the phases φ of the complex wavelet coeffi-
cients W (t, f) ≡ A(t, f) exp

(
iφ(t, f)

)
. Generating the

FFT-based surrogate data [85], the set of the original
phases of the Fourier coefficient is substituted by a set
of independent, identically distributed (IID) phases ran-
domly sampled from a uniform distribution on the inter-
val (0, 2π). However, the phase differences of the wavelet
coefficients of two signals are not IID, even if the un-
derlying processes are independent. Using random IID
phases in the summation of WX(t, f)W ∗

Y (t, f) would un-
derestimate the critical values in the test for indepen-
dence and false edges would be inferred. The character
of the (long-range) dependence of the phase differences
in WX(t, f)W ∗

Y (t, f) of independent processes depends
on the central wavelet frequency. Therefore, it is more
convenient to generate surrogate data and estimate the
MIR from them as in the usual surrogate data test strat-
egy [51, 57].
Unlike in the FFT-based MIR estimation, we ap-

ply the CCWT on the whole time interval of available
data. Then we either average the product of the com-
plex wavelet coefficients WX(t, f)W ∗

Y (t, f), as well as the
norms |WX(t, f)|, |WY (t, f)|, over the whole time interval
or apply the sliding-window strategy of the evolving net-
works [82] or the strategy of Tsonis and Swanson [83] of
the averaging over time intervals selected according to an
occurrence of a specific phenomenon. Using the strate-
gies that cope with nonstationarity, however, one should
consider a smoothing effect of the wavelet coefficients for
low frequencies (large time scales). Since time series from
natural complex systems frequently reflect processes with
a 1/f spectrum, the wavelet coefficients for low frequen-
cies have much greater weights than the coefficients for
high frequencies and effects of short-living phenomena
can be masked in the resulted MIR estimates. Therefore
we recommend to limit the final summation in the MIR
formula (13) to higher frequencies or shorter time scales
in which the effect of short-living phenomena is not at-
tenuated. The latter idea can be generalized and even
for stationary time series one can restrict the MIR eval-
uation to a specific range of time scales, i.e. to a specific
spectral band. Then a scale-specific or frequency-specific
connectivity is evaluated and scale-specific or frequency-
specific interaction networks can be studied.
Until now we have considered the MIR i(Xi;Yi) of

two stochastic processes {Xi}, {Yi}. Constructing a net-
work of n nodes, i.e., n dynamical systems, we will con-
sider n time series as realizations of n stochastic pro-
cesses {Xk

i }, k = 1, . . . , n. (For simplicity we consider
n univariate time series/stochastic processes, an equiva-
lent of a multivariate stochastic process with n compo-
nents. The considerations here can be generalized to n
multivariate stochastic processes with various numbers
ni of components.) Then we can evaluate the stan-
dard bivariate MIR i(Xk

i ;X
l
i) for each pair of compo-

nents. In order to distinguish direct from indirect inter-
actions we can also consider conditional (partial) MIR

i(Xk
i ;X

l
i |X

j
i ; j = 1, . . . , n, j ̸= k, j ̸= l) which quantifies

the “net” dependence between the two processes without
an influence of the remaining n− 2 processes.

For the evaluation of the conditional MIR, in the
framework of Gaussian processes, we will follow the work
of Schelter et al. [86] who extended the notion of partial
correlations to the partial mean phase coherence.

For each pair of processes {Xk
i }, {X l

i} and each central
wavelet frequency f ∈ {f1, f2, . . . , fNf

} we evaluate the
time-averaged complex wavelet coherence

ΓW
k,l(f) =

Wk,l(f)√
|Wk(f)||Wl(f)|

. (21)

Thus for each f we obtain a complex n×n matrix ΓW (f).
This complex matrix is inverted, Ω(f) = (ΓW (f))−1. Us-
ing the entries of the inverted complex matrix Ω(f) we
evaluate the conditional wavelet coherence as

Υk,l(f) =
Ωk,l(f)√

|Ωk,k(f)||Ωl,l(f)|
. (22)

Finally, the magnitude-squared conditional wavelet co-
herence is used in the summation according to Eq. (13)
in order to obtain the conditional MIR

iG(X
k
i ;X

l
i |X

j
i ; j = 1, . . . , n, j ̸= k, j ̸= l) =

− 1

2Nf

fNf∑
f=f1

log(1− |Υk,l(f)|2). (23)

VIII. CLIMATE NETWORKS

Understanding the complex dynamics of the Earth at-
mosphere and climate is a great scientific challenge with a
potentially high societal impact. In their seminal paper,
Tsonis and Roebber [12] have proposed to study the cli-
mate system as a complex network. Since then the field
of climate networks is rapidly developing and expand-
ing in the scope of methodology as well as applications.
The spatio-temporal dynamics of the atmosphere is cap-
tured by multivariate time series of long-term recordings
of meteorological variables. Typically, such instrumen-
tal data are preprocessed and interpolated in order to
assign a time series of a variable to each node of a reg-
ular angular grid covering the Earth surface, as well as
slices of the atmosphere at various altitude or air pres-
sure levels. Such gridded time series of meteorological
variables, available due to, e.g., the NCEP/NCAR re-
analysis project [87] are usually, although not exclusively,
used for the construction of climate networks. Monthly
[16, 83] or daily [14, 88] surface air temperature data are
frequently used, however, equipotential heights [89, 90],
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sea surface temperature, humidity, precipitation and re-
lated data [18, 91] and other meteorological data are
also analysed. Individual grid-points, characterized by
time series of a chosen meteorological variable, are con-
sidered as nodes (vertices) of a climate network, while
links (edges) are inferred from some, mostly statistical
association between the time series related to the two
nodes at the edge’s end-points. The most common as-
sociation measure is the Pearson’s correlation coefficient
[12, 83], however, also the Spearman’s rank correlation
coefficient is used [92], and more general, nonlinear mea-
sures are tested, e.g., the bivariate mutual information
[16, 17], and the mutual information of ordinal time se-
ries [93, 94] or measures from the phase synchronization
analysis [95] and the event synchronization analysis [91].
In the following study we use monthly mean values

of the near-Surface Air Temperature (SAT) from the
NCEP/NCAR reanalysis [87]. We include the data up
to the latitudes 87.5◦ in the grid of 2.5◦x2.5◦ which leads
to 10,224 grid points or network nodes. The temporal
interval of 624 months starting in January 1958 and end-
ing in December 2009 is used for the inference of the
network using the correlation coefficient and the CCWT-
based MIR estimator. For the FFT-based estimator the
temporal interval is extended backward by 16 months
(starting in September 1956) in order to have 5 segments
of 128 monthly samples.
In order to avoid trivial correlations due to seasonal

temperature variability, the annual cycle has been re-
moved from each SAT time series. The SAT anomalies
(SATA thereafter) have been computed by subtracting
the averages for each month from related samples, e.g.,
the average January temperature was subtracted from all
January samples, etc.
As the first step of the network analysis we compute

the correlation coefficients ci,j for each pair of nodes i, j =
1, . . . , NN = 10224. We use the matrix of the absolute
correlations Ci,j = |ci,j | in order to obtain the adjacency
matrix Ai,j of the binary network, defined as: Ai,j = 1
iff Ci,j > cT , otherwise Ai,j = 0. Ai,i = 0 by definition.
The total number of existing edges divided by the number
of all possible edges in known as the network density (or
edge density) ϱ. Following Donges et al. [16, 17] we
choose the threshold cT such that the resulting network
density is ϱ = 0.005.
The basic characterization of connectivity of a node i

is its degree, or degree centrality ki

ki =

NN∑
j=1

Ai,j , (24)

giving the number of nodes to which the node i is con-
nected. Since the reanalysis data are defined on a grid
which is regular in the angular coordinates, the geo-
graphic distances of the grid points depend on the lati-
tude λi. In order to correct for this dependence, for the
climate networks defined on the regular angular grid the

area weighted connectivity [13] is defined as

AWCi =

∑NN

j=1Ai,j cos(λj)∑NN

j=1 cos(λj)
. (25)

The AWC can be interpreted as the fraction of the
Earth’s surface area a vertex is connected to.

The AWC computed for each node of the SATA net-
work based on the absolute correlations with ϱ = 0.005
(AC-network in the following) is mapped in Fig. 7a.
According to this analysis the most connected nodes
(“hubs”) of the climate network lie in the tropical ar-
eas of the Pacific and Indian Oceans. The hub in the
tropical Pacific include so-called El Niño areas. The El
Niño/Southern Oscillation (ENSO) is a dominant mode
of the global atmospheric circulation variability which
quasiperiodically causes shift in winds and ocean cur-
rents centered in the Tropical Pacific region and is linked
to anomalous weather/climate patterns worldwide [96].
The global influence of the El Niño phenomenon is used
to explain the observation that the El Niño area consti-
tutes the principal hub of the climate network.

Let us characterize the dynamics of the SATA time
series using the entropy rate (10). The FFT-based es-
timator assign an entropy rate value to each grid-point,
i.e. to each node of the network, so they can be mapped
in the same way as the AWC. The entropy rate map is
presented in Fig. 7b. The correspondence between the
lowest entropy rates and the highest AWC of the AC-
network is indisputable. In order to assess a bias in the
correlation estimator we need time series which are inde-
pendent, but have the same dynamics (the same entropy
rate) as the original SATA time series. Such time series
can be generated using the FFT-based surrogate data al-
gorithm [51, 85]. The fast Fourier transform is applied
to a time series, the magnitudes of the complex Fourier
coefficients are preserved, but their phases are random-
ized. Using different sets of random phases the inverse
FFT generates a number of independent realizations of a
Gaussian process with the same spectrum (and thus with
the same entropy rate (10)) as that of the original time
series. A potential digression from the Gaussian distri-
bution is solved by a histogram transformation known as
the amplitude adjustment. We use both the FT surrogate
data and the amplitude-adjusted FT (AAFT) surrogate
data, however, they give equivalent results. Generating a
large number of realizations of the FT (AAFT) surrogate
data for the SATA time series we can estimate distribu-
tions of the correlations of independent surrogates of the
SATA series from various grid-points. Figure 8 compares
such histogram for SATA-surrogates for a pair of grid-
points from a low entropy rate area (the El Niño area)
and from a high entropy rate area (an Euro-Asian area on
60◦N). While in the Northern hemisphere high entropy
rate area the correlation bias (the cross-correlation of re-
alizations of independent processes) scarcely reaches over
±0.1, in the tropical Pacific areas the cross-correlation
bias can reach values close to ±0.4.
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FIG. 7. (a) Area weighted connectivity for the SATA climate network with the density ϱ = 0.005 obtained by the uniform
thresholding of the absolute correlations. (b) Complexity of each node SATA time series measured by the Gaussian process
entropy rate hG. Note the reversed grey scales, the black color corresponds to the largest AWC in (a), while in (b) it corresponds
to the lowest entropy rates.

-0.4 -0.2 0.0 0.2 0.4

0.00

0.01

0.02

-0.4 -0.2 0.0 0.2 0.4

0.00

0.01

0.02

-0.4 -0.2 0.0 0.2 0.4

0.00

0.01

0.02

-0.4 -0.2 0.0 0.2 0.4

0.00

0.01

0.02

S
U

R
R

O
G

A
TE

 H
IS

TO
G

R
A

M

CORRELATION

FIG. 8. Histograms of cross-correlations of independent FT
(solid lines) and amplitude-adjusted FT (dotted lines) surro-
gate data for the SATA of a pair of nodes from the low entropy
rate area (the thin lines, the nodes with the latitude 0◦, the
longitude 90◦W and 10◦S, 120◦W) and a pair from the high
entropy rate area (the thick lines, the nodes 60◦N, 25◦E and
60◦N, 75◦E).

As an alternative we construct a climate network using
the MIR (13) and again we threshold the MIR values in
order to obtain the network density ϱ = 0.005. The area
weighted connectivity for the MIR-networks is mapped

in Fig. 9, where we can compare the results for both the
FFT- and CCWT-based estimators. The results are quite
similar. A few small differences can be caused by the fact
that the FFT-based estimator used segments of 128 sam-
ples and thus cannot include the connectivity on large
time scales as the CCWT estimator which utilizes 624
samples in one whole segment. The differences between
the MIR-network (Fig. 9) and the AC-network (Fig. 7a)
are much larger and more important. In the comparison
with the AC-network, the very connected hub in the In-
dian Ocean almost disappears in the MIR network. The
hub in the El Niño area survives, however, it is weaker
and confined to a smaller area. The connectivity in the
continental areas of the Northern hemisphere increases
in the MIR-network. This comparison, however, cannot
give an answer which network representation is closer to
the physical reality.

In the analogy with degree distributions, studied in
the complex network theory, in Fig. 10 we present his-
tograms estimating the distributions of the area weighted
connectivity. The AWC distribution for the AC-network
(the solid black line) shows a heavy irregular tail of ex-
treme AWC values, while the AWC distribution for the
MIR-network (the dashed red line) shows a distribution
bounded by a fast probability decay for large AWC val-
ues, well captured by a Poisson distribution. Scholz [97]
obtained such distributions using a node-similarity net-
work model. Each node has a set of features, quanti-
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FIG. 9. (a) Area weighted connectivity for the SATA climate network with the density ϱ = 0.005 obtained by the uniform
thresholding of the mutual information rate (13) estimated using the Fourier transform (a) and the continuous complex wavelet
transform (b). Note that the scale is different from that in Fig. 7a.
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fied as coordinates in an Euclidean space. Based on a
random data set, two nodes are defined as connected
(similar) when their Euclidean distance is below a cer-
tain threshold. Using a small threshold only very similar
(close) nodes are connected. This represents a sparsely
connected network showing typically scale-free power-law
like distributions. Increasing the threshold, more densely
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FIG. 11. (a) Grey-coded bivariate histograms (32x32 bins)
reflecting the joint probability distribution of the SATA en-
tropy rate (10), cf. Fig. 7b, and the area weighted connec-
tivity (AWC*100) for the SATA climate network with the
density ϱ = 0.005 obtained by the uniform thresholding of
the absolute correlations, cf. Fig. 7a. (b) The same as in (a),
but considering the area weighted connectivity for the SATA
climate network with the density ϱ = 0.005 obtained by the
uniform thresholding of the mutual information rate (13), cf.
Fig. 9b.

connected networks are modelled with node degree dis-
tributions very similar to that of the MIR-network (the
dashed red line in Fig. 10).

Bivariate histograms estimating the joint probability
distribution of the SATA entropy rate and the AWC for
the studied climate networks are presented in Fig. 11. In
the AC-network the extremely high AWC values are tight
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FIG. 12. (a) Area weighted connectivity for the scale-specific SATA climate network with the density ϱ = 0.005 obtained by the
uniform thresholding of the mutual information rate (13) estimated using the continuous complex wavelet transform within the
scales related to the periods 4–6 years. (b) Dependence of the SATA time series on the Southern Oscillation index measured
by MIR (13) estimated using the CCWT within the scales related to the periods 4–6 years.

to the nodes with the low entropy rate of the SATA time
series (Fig. 11a). Together with the histograms in Fig. 10
this picture supports the conclusion that the very high
AWC values of the nodes characterized by low entropy
rates are probably consequences of the bias in the ab-
solute correlation estimations. The MIR-network lacks
extreme AWC values, however, some tendency for the
preference of higher AWC values in the nodes with low
entropy rates remains (Fig. 11b). Since the MIR should
not be biased upward by the low entropy rate, this de-
pendence reflects the physical reality: The nodes in the
El Niño area are the hub of the climate networks. Their
increased connectivity reflects distant influences of the
ENSO phenomenon. On the other hand, the quasiperi-
odic ENSO behavior in certain frequency ranges increases
the dynamical memory/decreases the entropy rate of the
SATA time series in the El Niño area. We will demon-
strate these phenomena using the scale-specific connec-
tivity in the next Section.

IX. SCALE-SPECIFIC CLIMATE NETWORKS

Using the idea of the scale-specific connectivity re-
flected by the CCWT-based MIR estimates in which the
summation over the wavelet scales (central wavelet fre-
quencies) is restricted to a chosen scale range (Sec. VII)
we will study scale-specific SATA climate networks.

Starting with the MIR estimate restricted to the wavelet
time scales corresponding to the periods 4–6 years, in
Fig. 12a we map the AWC for the scale-specific SATA
climate network for the time scales 4–6 years (SSCN(4–
6yr) thereafter). As in the previous cases we consider
the binary network with ϱ = 0.005. The hub of this net-
work, i.e., the highest scale-specific connectivity in the
time scales 4–6 years is located in the tropical Pacific
area. It is not surprising since the oscillatory modes in
the range of quasi-biennial oscillations (QBO, periods 2–
3 years) and quasi-quadrennial oscillations (QQO, the
periods fluctuating between 3 and 7 years) have been
detected in the quasi-periodic ENSO dynamics [98, 99].
The scale-specific MIR-network for the QBO scale 2–3
years (not presented) has practically the same AWC ge-
ographical distribution as the MIR-network for the used
QQO range 4–6 years (Fig. 12a). It is interesting to
note that the SATA oscillatory mode with the periods
2–3 years is not simply a higher harmonic [100] of the
mode with the periods 4–6 years, since the test for the
1:2 phase coherence between these modes did not reject
the null hypothesis of phase-independence of these oscil-
latory modes.

The ENSO is characterized by several in-
dices derived from the sea surface temperature
and the Southern Oscillation index (SOI, see
http://www.cru.uea.ac.uk/cru/data/soi/ for the data
and their description) which is defined as the normalized
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FIG. 13. (a) Area weighted connectivity for the scale-specific SATA climate network with the density ϱ = 0.005 obtained by
the uniform thresholding of the MIR (13) estimated using the CCWT within the scales related to the periods 7–8 years. (b)
Dependence of the SATA time series on the North Atlantic Oscillation index measured by MIR (13) estimated using the CCWT
within the scales related to the periods 7–8 years.

air pressure difference between Tahiti and Darwin. The
MIR quantifying the dependence within the time scales
4–6 years between the SOI and the SATA time series
in each grid-point is illustrated in Fig. 12b. The hubs
of the SSCN(4–6yr) in the tropical Pacific and Indian
Oceans (Fig. 12a) are parts of the areas connected to the
ENSO within this time scale (Fig. 12b). However, the
areas connected to the ENSO are quite more extended
in the Pacific Ocean, tropical Atlantic Ocean and in the
Indian and Southern Ocean. Also large continental areas
in the Central and Southern America, areas in Africa
and some areas in Asia and Northern America have the
SATA variability in the time scale 4–6 years connected
to the ENSO. This extended ENSO scale-specific con-
nectivity is apparently reflected also in the broad-band
connectivity and confirms the role of the hub of the
global climate networks for the ENSO tropical Pacific
area, as we have observed in the previous Section. The
quasi-periodic dynamics plays an important role in the
ENSO area temperature variability, e.g. the QQO mode
explains almost 40% of the variability of the sea surface
temperature anomalies [98]. This fact explains the low
entropy rate of the SATA time series in this area and
the dependence between the AWC and the entropy rate
in Fig. 11b.
Oscillatory phenomena with the period around 7–

8 years have been observed in the air temperature
and other meteorological data by many authors (see

Ref. [74, 76] and references therein). Therefore, in the
following we will focus on the scale-specific climate net-
work with the connectivity given by the CCWT-based
MIR estimate with the wavelet coherence summation re-
stricted to the wavelet scales corresponding to the periods
7–8 years (SSCN(7–8yr) thereafter). Again we consider
the binary network with ϱ = 0.005. The AWC of the
SSCN(7–8yr) is mapped in Fig. 13a. Consistently with
the observation of the 7–8yr cycle in a number of Euro-
pean locations [72, 101], the SSCN(7–8yr) has a hub in a
large area in Europe, but also in Western Asia and Green-
land. A strong hub of the SSCN(7–8yr) lies in the trop-
ical Atlantic and also in the Pacific areas different from
the ENSO area. The 7–8yr cycle in the European SAT
is connected with the North Atlantic Oscillation [74, 76].

The North Atlantic Oscillation (NAO) is a dominant
pattern of the atmospheric circulation variability in the
extratropical Northern Hemisphere. On the global scale,
the NAO has a climate significance that rivals the Pa-
cific ENSO [102] since it influences the air temperature,
precipitation, occurrence of storms, wind strength and di-
rection in the Atlantic sector and surrounding continents.
The NAO is characterized by the NAO index (NAOI, see
http://www.cru.uea.ac.uk/cru/data/nao/ for the data
and their description). While the quasi-periodic dynam-
ics of the ENSO is apparent in the SOI, the NAOI has
rather a red-noise-like character [103]. However, sensitive
detection methods such as the Monte-Carlo singular sys-
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FIG. 14. (a) Dependence of the SATA time series from each node with the SATA time series in the node with the longitude
150◦W and the latitude 5◦N, measured by MIR (13) estimated using the CCWT within the scales related to periods 7–8 years.
(b) The same as in (a), but for the node 50◦W, 7.5◦N. The reference node can be seen as a white pixel in the black background.
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FIG. 15. (a) Dependence of the SATA time series from each node with the SATA time series in the node 22.5◦E, 60◦N, measured
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conditional scale-specific SATA climate network with the density ϱ = 0.005 obtained by the uniform thresholding of the MIR
(13) estimated using the CCWT within the scales related to the periods 7–8 years. The MIR between each two nodes is taken
conditionally on the NAO index.
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tem analysis [72] uncovered in the NAO dynamics several
oscillatory components from which the cycle with the pe-
riod around 7–8 years is the most prominent [74–76, 101].
The NAO 7–8yr oscillatory mode is phase-synchronized
with related modes in the SAT in large areas of Europe
[76] as well as with other weather and climate-related
variables in various areas through the Earth [75, 104].
The MIR quantifying the dependence within the time

scales 7–8 years between the NAOI and the SATA time
series in each grid-point is illustrated in Fig. 13b. We
can see that all the hubs in Fig. 13a lie in the areas
where the SATA time series are dependent on the NAOI
in this scale, with the exception of the Pacific tropical
area between 125◦ – 180◦W (Fig. 13b). For the better
understanding of the topology of the SSCN(7–8yr) we
quantify the dependence between the SATA time series
in the node 150◦W, 5◦N, using the MIR estimated within
the wavelet scales related to the periods 7–8 years, see
Fig. 14a. Apparently this hub (the Pacific tropical area
between 125◦ – 180◦W) is connected just with other ar-
eas in the Pacific Ocean and disconnected from the rest
of the SSCN(7–8yr).
Using the same scale-specific connectivity, we can see

that the node at 50◦W, 7.5◦N in the tropical Atlantic hub
is connected to other hubs of the SSCN(7–8yr), but not
to the hub in Europe, see Fig. 14b. (And, of course, the
Pacific tropical hub is not connected to any other hub.)
The map of the scale-specific connectivity of a node in
the European hub (the node 22.5◦E, 60◦N lying close
to the SW Finland Baltic coast, see Fig. 15a) confirms
the disconnection between the tropical Atlantic and the
European hubs, however, the latter is connected to many
areas all over the world.
The above-mentioned phase synchrony between the 7–

8yr oscillatory mode in the NAO and in the European
SAT time series evokes the hypothesis that, at least a
part of, the connectivity in the SSCN(7–8yr) is induced
by the NAO and its world-wide influence. In order to test
this hypothesis we construct a version of the scale-specific
SSCN(7–8yr) in which, however, the connectivity is given
by the scale-specific MIR conditioned on the NAO index.
In particular, for each pair of nodes the two SATA time
series and the NAOI time series are used to construct
the 3× 3 wavelet coherence matrix ΓW (f) which is then
inverted and the MIR conditioned on the NAOI is eval-
uated according to Eqs. (22) and (23). This measure
quantifies the scale-specific dependence between the two
SATA series without a possible influence of the NAO 7–
8yr oscillatory mode. The AWC map for this conditional
SSCN(7–8yr) in Fig. 15b shows that the hub in Europe
and W Asia disappears. It means that the scale 7–8yr-
specific mutual connectivity of the SATA time series in
the areas in Europe and W Asia and their connections
to other areas in the world (see Fig. 15a) is induced by
the NAO. It is interesting that the hub in the tropical
Atlantic survived the conditioning on the NAO, since Fe-
liks et al. [75, 104] track the NAO 7–8yr oscillatory mode
to an oscillation of a similar period in the position and

strength of the Gulf Stream’s sea surface temperature
front in the North Atlantic. The position of the tropical
Atlantic hub coincides with the sink region and a warm
loop of the Gulf stream. So it seems that the tropical At-
lantic area plays a role in the the emergence of the 7–8yr
oscillations in nonlinear atmosphere-ocean interactions
in the Northern Atlantic, in particular in the dynam-
ics of the NAO. Then the NAO induces this oscillatory
mode in temperature variability in large areas in Europe,
Asia as well as in other regions in the world (Fig. 13b).
These observations concur with some findings of Feliks
et al. [104] and need further study and understanding.
Detailed insight into the related atmospheric circulation
phenomena is, however, out of the scope of this paper.
Here we wanted to demonstrate the potential of the MIR
estimated using the CCWT which gives the possibility to
study either the total, or scale-specific or conditional con-
nectivity in networks of interacting dynamical systems or
spatio-temporal phenomena in a discrete approximation
within the complex networks paradigm.

X. CONCLUSION

Using a simple example of the autoregressive process
we have demonstrated how increasing dynamical mem-
ory, reflected, e.g., in stronger autocorrelations, leads to
increasing bias in estimating dependence measures such
as the absolute value of the correlation coefficient. Simi-
lar behavior can be observed also in estimates of the mu-
tual information [57], or the mean phase coherence [105].
We have observed how this phenomenon can bias the con-
nectivity in climate networks since the time evolution of
the air temperature anomalies, recorded in different ge-
ographical areas, have different dynamics. Also in other
research fields where interaction/functional networks are
inferred from experimental time series this problem can
influence the results and skew their interpretation. For
instance, many studies of EEG functional networks re-
ported a changed network connectivity in different con-
scious states, however, changed EEG dynamics had been
reported earlier in similar experimental conditions. The
mutual information rate can be the dependence measure
which can help to distinguish changes in connectivity and
long-range synchrony from changes in the dynamics of
network nodes. Also other authors [52, 54] propose the
MIR as an association measure suitable for inferring in-
teraction networks from multivariate time series gener-
ated by coupled dynamical systems. Blanc et al. [54]
stress the independence of the MIR of the time lag which
can occur between the time evolutions of two interacting
systems of processes. This property might be particu-
larly important considering the observation of Martin et
al. [106] regarding the construction of the climate net-
works from daily air temperature and geopotential height
data. Inference of time lags in which the maximum cross-
correlation occurs in unreliable and can lead to physically
unrealistic large lags and even to the inclusion of non-



18

existing links to the network.
In this paper we have proposed a computationally ac-

cessible algorithm based on the MIR of Gaussian pro-
cesses, adapted by using the wavelet transform. We have
demonstrated that this algorithm can be effective for
nonlinear, nonstationary and multiscale processes. Using
the examples of the climate networks we have presented
the ability of the scale-specific and conditional MIR to
attribute different hubs of the climate network to differ-
ent atmospheric circulation phenomena. We believe that
the introduced approach can help in further understand-
ing of complex systems and their dynamics which can be
observed and recorded in the form of multivariate time

series.
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[50] M. Paluš, Phys. Lett. A 227, 301 (1997).
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