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Abstract

The goal of this lecture series is to show examples of “synergy” effect between mathe-
matical analysis and numerics in fluid dynamics. We show how certain purely theoretical
results may shed some light on convergence of some numerical schemes. Then we undertake a
short excursion in the mathematical theory, highlighting some recent rather negative results
obtained via the method of convex integration.
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1 Prologue - lack of compactness in families of integrable
functions

The minimal requirement imposed on generalized solutions to systems of nonlinear partial dif-
ferential equations is that they are, at least locally, Lebesgue integrable functions. Dealing with
families (sequences) of solutions {U,}2,, that may arise, for instance, from various numerical
approximations, we need uniform bounds on their integral norm and also on the norm of all other
non-linearities F'(U,,) arising in the equations:

/ U, (y)] dY + / F(U,()| dY < C (L1)
Q Q

uniformly for n — oo. This kind of information is usually obtained adapting the available a priori
bounds - the bounds imposed on a (hypothetical) family of regular solutions by the constraints
due to the data and the system of equations. Unfortunately, these restrictions are not strong
enough to enforce relative compactness of the sequence {U,}7°,, not even in a weak sense as
shown by the following simple examples. Some of the arguments below are illustrative and may be
not completely rigorous, in the sense that certain hypotheses are omitted to keep the presentation
clear and concise.



1.1 Oscillations

Consider an a-periodic continuous function g : R — R,
g(x +a) =g(x) for all z € R, / g(x)dx =0,
0

and a sequence

gn(z) = g(nx), n=1,2,...
Our goal is to describe the limit lim,_,~, g,. Apparently, the sequence g(nz) does not converge
pointwise, not even a.a. pointwise. To capture its asymptotic behavior, we have to consider its
averaged values,

/Rgn(x)gp(x) dz, where ¢ € C°(R).

Introducing the primite function G,

we easily observe that G is also continuous and periodic. Consequently, by means of the by—parts—
integration formula,
1
/ gn(2)p(z) dz = / g(nz)p(z) do = ——/ G(nx)oyp(z) de — 0
R R nJr
as n — oo for any smooth function ¢. We say that the sequence {g,}°°; converges weakly to 0,
gn — 0. As a straightforward consequence we deduce that a sequence

hn(z) = h(nz), where h is a — periodic,
converges weakly to the integral average / h(z) dz, h, — / h(z) dx.
0 0

Thus the weak convergence does not, in general, commute with non-linear compositions, specif-
ically
gn — g does not imply H(g,) — H(g) if H is not linear.

Convex compositions are weakly lower semi—continuous,

gn — g implies / H(g)pdr < liminf/ H(gn)p dz for any ¢ >0
R n—oo R

whenever H is convex. This can be easily seen from the Taylor decomposition,

Hg) = H(9) + H'(9)(gn — 9) + 3 H(€) (90— 9)" (1.2

Formula (1.2) also reveals the difference between the weak limit of H(g,) and H(g) due to the
quadratic term. Indeed one can deduce that g, converges strongly to g only if there exists a strictly
convez function H such that H(g,) — H(g).



1.2 Concentrations

Consider a sequence

gn(z) = ng(nx), where g € C*(—-1,1), g(—z) = g(x), g >0, /Rg(x) dz = 1.

It is easy to check that

®
gn(z) = 0 as n — oo for any x # 0, in particular g, — 0 a.a. in R;

||gn||L1(R):/Rgn(:v) dx:/Rg(x) de =1foranyn=1,2,....

Next, we observe that g, does not converge weakly to 0. Indeed

1/n
/R gn()p(z) do = /_ gn(T)ip(T) d»’vé{ min  (r), max @(r)| = ¢(0)

1/n z€[—1/n,1/n] z€[—1/n,1/n]

as soon as ¢ is continuous. As a matter of fact, the limit object cannot be identified with any
integral average, it is a measure - the Dirac mass dy concentrated at 0.

2 Analysis can be useful
Consider the following problem that appears in modeling of compressible viscous fluid:
o + div,(pu) = 0, (2.1)

O¢(ou) + div,(ou ® u) + V,p(o) = pAu + AV, div,u. (2.2)

Here o = o(t, ) is the mass density and u = u(t, z) the macroscopic (bulk) velocity of the fluid
expressed as numerical functions of the time ¢ € (0,7) and the spatial coordinate z € Q C RV,
N =1,2,3. Equation (2.1) is the mathematical formulation of the mass conservation, while (2.2)
corresponds to Newton’s second law. Both are written in the Fulerian reference frame, where x
denotes coordinates of points in the physical domain §2. The fluid in question is both compressible
and viscous, the symbol p = p(g) denotes the (barotropic) pressure, the expression on the right—
hand side of (2.2) represents viscous forces. The effect of external forces has been deliberately
omitted for the sake of simplicity. The system of equations (2.1), (2.2) is supplemented by the
no-slip boundary condition,

u’aQ = O, (23)

and the initial conditions
0(0,-) = 0o, ou(0,-) = (ou)o. (2.4)
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2.1 Numerical methods

Suppose we want to find an approximate solution to (2.1-2.4) via a numerical method. For the
sake of simplicity, we set A = 0.

2.1.1 Weak formulation

We start with the so-called weak formulation of problem (2.1-2.4). Multiplying equation (2.1) on
a smooth test function ¢ = ¢(x) and integrating the resulting expression yields

to to
{/ 0P dx] :/ /gu-Vzgo dz dt. (2.5)
Q t1 t1 Q
Applying a similar treatment to (2.2) we obtain
t2
[ / ou- @ dx]
Q t1

to to
= / / (Qu @u: Ve +p(g)divxcp> dx dt — / /,uvxu : Ve dzdt.
t1 Q t1 Q

The integral identities (2.5), (2.6) should hold for any sufficiently smooth test function ¢, ¢,
respectively, where, in addition, ¢ should comply with the no-slip boundary condition (2.3).

(2.6)

2.1.2 Finite volume numerical scheme

Rather unexpectedly, it is the weak formulation (2.5), (2.6) rather than the classical one (2.1~
2.4) that is at heart of a numerical method based on finite volume approximation. To begin, we
discretize the time variable,

to == O, tn+1 - tn + At

Denoting by p,, u,, the value of the solution at the time level ¢,, we get

/ (Qn - Qn_1>g0 dr ~ At/ on, - Vo dx, (2.7)
Q Q

/ <Qnun - anlunfl> - P dz
Q

(2.8)
~~ At/ (Qnun ®Ru, : V,p —|—p(gn)divx<p) do dt — At/ uVau, - Vo do.
Q Q

To perform the space discretization, we suppose that the spatial domain €2 is a polygon that
can be written as a union of small control volumes - polygonal compact sets of a common diameter
h:

O =~ Qh = UKGKhK-

5



Typical examples of the sets K are cubes or tetrahedra; it is also assumed that if Ky N K, is either
void, or a common face (N = 3), or a common edge (N = 2,3), or a common vertex (N = 1,2, 3)
for any couple K, Ky € K.

We look for approximate solutions ¢, u” that are constant on each element K € Kj; similarly,
the family of test functions is no longer smooth but piecewise constant. Denote Qp,(€2;,) the space
of functions that are constant on each K € Kj. Formally, V¢ for ¢ € @)}, is a distribution vector
“sitting” on the faces o € ¥, its direction coincides with the normal vector n to the face o, its
amplitude proportional to the jump

[[¢]]lc = lim ¢(x + sn) — lim ¢(xz — sn).

s—0+ s—0+
Note carefully that
Voo = [[¢]]on
is independent of the choice of the direction of the normal n.
Consequently, denoting
limg o4 7(z + sn) + limg o4 7(z — sn)
2
the average of r € @5, on the face o, we may rewrite the system (2.7), (2.8) as

/Qh A ¢ dz = Z/ o - nl[0]],dS,, (2.9)

7=

[ EmEgat am Y [ (e ene (el + @ [ol)as
TESY (2.10)
=3 2 [l [l

Equations (2.9), (2.10) are to be satisfied for any piecewise constant test functions ¢ € @y,
¢ € Qon(Q; RY) and therefore represent a finite system of nonlinear algebraic equations.

To obtain the final finite volume numerical scheme, a “numerical viscosity” is usually added to
(2.9), (2.10), specifically,

/ h Bt o - > / gl ~ ulle' o [lell. ) as, (2.11)
[ g, S [ (S n el + i el a5,
_%z / ulfl oS, (2.12)
= > [ [ulichudl, - liell Jasi



Keeping in mind our convention concerning representation of the gradient, the extra terms added,

> [ Ml le),)as, ~ —haiv, (Vo). 3

oEX) g

Mnllonunllo[lelledSh & —hdive (A Va (o)),

correspond indeed to artificial viscosity.
The approximate problem (2.11), (2.12) can be seen as a numerical scheme for solving the
original system (2.1-2.4).

2.2 Convergence of the approximate solutions

A fundamental question is to which extent the solutions ¢/, u” resulting form the numerical scheme

(2.11), (2.12) approximate solutions to the original problem (2.1-2.4). We claim the following result
that can be rigorously justified:

Claim:
Suppose the following:

e The initial data gy, (pu)y are smooth gy > 0, and (pu)y satisfies relevant compatibility
conditions.

e The domains €2, approximate a domain €2, where the latter has smooth boundary.

e The sequence of family of approximate densities {0"}1~0n>1, is bounded uniformly for
At,h — 0.

Conclusion:

o — o, 0 —uin L'((0,T) x Q),

where p, u is a smooth solution of the problem (2.1-2.4).

In the remaining part of this section, we outline the proof of Claim. We point out that the
existence of the smooth solution to the limit problem is not a priori assumed; whence the proof
of Claim shows a rather nice synthesis of purely analytical and numerical methods.

2.2.1 Step 1 - generating measure—valued solutions

The approximate scheme generates a dissipative measure—valued solution to the limit system (2.1
2.4). Such a result has been shown in [13]. Dissipative measure valued solutions represent a rather
large class of objects that accommodates asymptotic limits of various approximate problems. The
convergence to a dissipative measure—valued solution is a relatively easy task. At the level of
numerical analysis, it requires only stability and consistency properties of the scheme. The dissi-
pative measure—valued solutions to problems in fluid mechanics will be introduced and discussed
in Section 4 below.



2.2.2 Step 2 - weak—strong uniqueness principle

The weak—strong uniqueness principle asserts that any dissipative measure valued solution coin-
cides with the strong solution emenating from the same initial data as long as the latter solution
exists. This property for the problem (2.1-2.4) was shown in [11].

2.2.3 Step 3 - local existence of smooth solutions for the limit problem

The data gy, (ou)o as well as the spatial domain €2 being smooth, the problem (2.1-2.4) admits a
smooth solution g, u defined on a maximal time interval (0, Tax). This is nowadays a standard
result, the relevant references concerning (2.1-2.4) are e.g. [16], [15], [20], [19], [21].

2.2.4 Step 4 - a blow up criterion for smooth solutions

A remarkable result of Sun, Wang, and Zhang [18] asserts that the local smooth solution remains
smooth as long as the density ¢ remains bounded. In other words,

limsup [|o(t, )| L= (@) = 0o whenever Tpax > 0.
t—Tmax—

2.2.5 Step 5 - synthesis

The approximate solution generate a dissipative measure—valued solution. The latter coincides with
the smooth solution at least on compact subintervals of [0, Tj,ay). Thus the approximate solutions
converge to the smooth solution on compact subintervals of [0, Tiyax). As the approximate densities
are uniformly bounded and convergence takes place in the strong topology of L!, the density o
remains bounded up to Tj,.c. By the blow-up criterion, we get Ty, > T, which yields the desired
conclusion.

3 Analysis can be awful

In this section, we review certain rather negative results concerning well-posedness of the inviscid
variant of the problem (2.1-2.4). Specifically, we consider the barotropic Fuler system:

o + div,(pu) = 0,
O(ou) + div,(ou ® u) + V,p(e) = 0.

Introducing the absolute temperature ¢, we may even consider the physically more relevant

complete Fuler system:
0o + div,(pu) =0, (3.1)

O¢(ou) + div,(ou ® u) + V,p(o,9) =0, (3.2)



with the total energy balance,

O (%QluP + oe(o, 0)) + div, K%g\u\z + oe(o, 19)) u} + div,(pu) = 0, (3.3)

where e is the specific internal energy. The system can be supplemented by the impermeability
condition
u-nlsgg =0 (3.4)
and the initial conditions
0(0,-) = 00, (eu)(0,-) = (eu)o, ee(o,9)(0,-) = (ee)o- (3.5)

The iconic example of the state equation is the Boyle-Marriot law for the pressure,

p = oV, supplemented with e = ¢,¥, ¢, > 0 a positive constant.

3.1 Entropy
The constitutive relations imposed on the pressure p = p(p,?) and the internal energy e = e(p, )
are not completely arbitrary. They should comply with the Gibbs equation
1
vDs = De + pD (—> : (3.6)
0

The new quantity s = s(o,9) is the specific entropy. Thanks to (3.6), (smooth) solutions of the
Euler system (3.1-3.3) satisfy the entropy balance equation,

O¢(0s) + div,(osu) = 0. (3.7)

Unfortunately, smooth solutions to the Euler system (3.1-3.3) do not, in general, exist globally in
time for a fairly general class of initial data, see e.g. the monographs by Dafermos [6], Smoller [17].
Discontinuities may appear in a finite time no matter how smooth the initial data are. If one still
believes in physical relevance of the Euler system, a new concept of solutions must be developed,
where smoothness of solutions is relaxed. These are the so—called weak (distributional) solutions
introduced in the following section. At this moment, we just point out that for the weak solutions,
the entropy balance (3.7) is replaced by inequality,

0i(0s) + div,(psu) > 0. (3.8)

3.2 Weak solutions

The weak formulation of the Euler system (3.1-3.3) reads

UQ op(t, ) dﬂfI:ZZ/OT/Q[Q(‘?Wr@u-VI@] drdt (3.9)
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for any test function ¢ € C1([0, 7] x Q);

t=71 T
{/ ou-p(t,-) dx} = / / [ou- Oip + ou®@u: Vi + pdiv,ep] drdt (3.10)
Q t=0 0 Q

for any test function ¢ € C*([0,7] x Q; RN), ¢ - nlsq = 0,

[ (3o + ot Yot 0]

T 1 1
= / / {<§Q|u|2 + oe(o, 19)) Oy + <§Q|u|2 + oe(p,v) —|—p) uvx@:| dx dt
o Ja

for any test function o € C([0,7] x Q). It is customary to append the system (3.9-3.11) by the
weak formulation of the entropy inequality (3.8),

t—7— T
[/ 0sp(t, ) dx} 2/ /[gsatg0+gsu~vm<p] dz (3.12)
Q t=0 0 Q

for any p € C1([0,T] x Q), ¢ > 0.

Note that (3.9-3.11) is slightly different from the weak formulation introduced in (2.5), (2.6),
however both forms are equivalent. Having time dependent test functions as in (3.9-3.11) is rather
convenient and will be used in the future.

(3.11)

3.3 Well posedness

It is known that the system (3.9-3.11) is not well-posed in the class of weak solutions. There
are examples of infinitely many weak solutions emanating from the same initial data, see e.g.
Dafermos [7]. There has been a common believe that imposing the entropy inequality (3.12) as an
admissibility criterion will rule out the unphysical solutions. Unfortunately, this is not the case at
least in the physically relevant multidimensional case N = 2, 3.

Let Q € RN, N = 2,3 be a bounded Lipschitz domain. We consider piece-wise constant initial
distribution of the density and the temperature. A function r is piecewise constant if 2 admits a
decomposition

QO = UM K,;, K; Lipschitz domains, K; N K;=0fori#j
such that r|g, = r-a constant for each ¢ = 1,..., M. We report the following result proved in [12,
Theorem 2.6].

Theorem 3.1. Let Q C RN be a bounded Lipschitz domain. Let the initial data oy > 0, 99 > 0 be
piece-wise constant functions.

Then there exists a vector field ug € L>®(Q; RN) such that the problem (3.9-3.12) admits
infinitely many solutions starting from oo, Jo, wg. In addition, the entropy balance (3.12) holds as
an equality, meaning for all test functions p € C*([0,T] x Q) (not necessarily non-negative).

The proof of this rather striking result is based on the method of convex integration, recently
adapted to problems in fluid mechanics by De Lellis and Székelyhidi et al [10], [9], [8].
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3.3.1 Convex integration for incompressible fluid flows

We show that Theorem 3.1 follows from rather innocently looking statement related to the incom-
pressible Euler system. Consider the following problem:

v(0,-) = vq, div,v =0, (3.13)

1
Opv + div, <V ®V— N|V|2H) =0 (3.14)

supplemented with the “no—flux” boundary conditions specified below. We consider the weak
solutions of (3.13), (3.14) satisfying

t=1
i 1
{/ V- dx} = / / {v O+ veV:Vup— —|V|2divwcp} dz dt (3.15)
Q t=0 0 JQ N

for any ¢ € C1([0,T] x RN; RY),

//V~Vx<p dedt =0 (3.16)
0o Jo

for any ¢ € C1([0,T] x RY). The fact that ¢, ¢ behave arbitrarily on 9 enforces the no—flux
boundary conditions mentioned above.

Despite the fact that problem (3.15)—(3.16) is apparently overdetermined, we report the fol-
lowing result proved by De Lellis and Székelyhidi [9].

Theorem 3.2. Let N = 2,3 and let

1
E=—|v]?
2

be the kinetic energy associated to the field v. There exists Ay > 0 such that for any A > Ay, there
is vo € L>®(; RY) such that the problem (3.15), (3.16) admits infinitely many solutions v in the
class

v € Cyear([0, T]; L*(; RY)) N L>°((0,T) x ; RY)
such that
L o 1 2
E= §]v| =A= §|Vo\ for any t € [0,T].

In the remaining part of this section we show how Theorem 3.1 follows from Theorem 3.2. Let
Q=Ui K;
be the decomposition of 2 associated to the piecewise constant initial data, meaning

o0=p0; >0, 9=1; >0 on each K;.
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Applying Theorem 3.2 on each K; and performing a simple rescaling ¢t = p; in the time variable,
we obtain the existence of the initial data v ; and the associated solutions v; satisfying

t=71 T 2
. , 1 v
U Vi dx} :/ / [vi.atwrv’@“ Voo — Vil o] drar (3.17)
K; t=0 0 JK; Oi N o

for any ¢ € C1([0,T] x RN; RN),

/ / v; - Ve dedt =0 (3.18)
o JK;

’ 2

for any ¢ € C1([0,T] x RY),

1 |V7; N

= =A——p(o;,0; 3.19

— T plon ) (319)
for some A > 0 that may be taken the same on all K;. Consequently, introducing the velocity field
u;,

1
u; = —vj,
i

we easily deduce from (3.19) the weak formulation of the continuity equation (3.9), namely

t=1 T
{/ 0ip dx} = / / [0i0vp + 0iv; - V| dedt (3.20)
K; t=0 0 JK;

for any » € C'([0,T] x RY). Similarly, equation (3.17) together with relation (3.19), give rise to

t=T1 T
[/ o, - dx} = / / loiu; - Opp + 0iu; @ u; : Vo + p(o;, V;)divee — 2Adiv,p]| dzdt

(3.21)
for any ¢ € C1([0,T] x RN; RN).
Finally, as the total energy as well as the pressure are constant on K;, we deduce from (3.16)
that

1 t=1
{/ (591'!111"2 + oie(0i, 19@)) @dx]
K; t=0

T 1 1
= / / |:<§Qi|ui|2 + oie(o;, 191)) O + <§Qi|ui|2 + o0ie(0i, V;) +p(Qz’>?9i)> u; - Vx90:| dz dt
0o JK;
(3.22)

and

t=1 T
{/ 0i5(0i, V)@ dﬂ?] = / / [QiS(Qi; V:)0wp + 0is(0i, Vi), - V:AP] dx dt (3.23)
K; t=0 0 JK;

K3
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for any o € C1([0,T] x RN; RN).
Now, relations (3.21-3.22) can be summed up over ¢ = 1,..., M to yield the desired conclusion.
Note carefully this is possible thanks to our choice of the boundary conditions. Finally, the

M
> / 2Adiv, do = / 2Adiv, dz
i=1 K; Q

in (3.21) drops out provided ¢ - n vanishes on the boundary 092. Thus we have shown Theorem
3.1.

3.4 Conclusion

Theorem 3.1 shows that the complete Euler system in the dimension two and higher is #/l-posed in
the class of L™ weak solutions even if the entropy inequality (3.12) is appended as an admissibility
criterion. This is in sharp contrast with the simplified monodimensional case, where the entropy
criterion is believed to pick up the (unique) physically relevant solution. This fact is related to
possible oscillations in the families of weak solutions that may develop at any time. To the present
state of the art, it is a challenging open problem if those can be ruled out by more sophisticated
but still physically relevant admissibility criteria. In what follows, we introduce a more general
class of solutions to the Euler and similar systems in fluid dynamics, where oscillatory behavior is
anticipated.

4 Analysis can be beautiful

We introduce a rather general class of objects - dissipative measure valued (DMV) solutions - that
may be associated to evolutionary equations in fluid mechanics. For the sake of simplicity, we
focus on the barotropic Euler system:

0o + div,(pu) = 0, (4.1)
O(ou) + div, (ou ® u) + V,p(o) = 0, (4.2)
u - 1’1‘89 = 0. (43)

In addition, the energy of the system,

B geP+ P, Pl =0 [ 22 a:

1

satisfies
O E + div,(Eu) + div,(pu) = 0. (4.4)
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4.1 A priori estimates or stability

A priori estimates are natural bounds imposed on the family of solutions to a given system through
the data. In the case (4.1-4.3), the date are given by the initial condition

Q(Ov ) = Oo, u(()? ) = Up. (45>

They can deduced formally assuming all quantities in (4.1-4.3) are sufficiently smooth. A natural
counterpart of a priori bounds are stability estimates for numerical methods. It turns out that
the available a priori bounds for the system (4.1-4.3) are rather poor. Rewriting the equation of
continuity as

Oio+u- V0= —odiv,u

we deduce, integrating along characteristics, that
0 > 0 provided gy > 0.

Unfortunately, a stronger bound

o(7,-) > inf gy exp (—/ HdiVIuHLoo(Q))
e 0

seems out of reach due to the lack of estimates on div,u. Similar problem occurs even for the
“more regular” Navier—Stokes system.

Next, we may integrate (4.1) over €2 and use the boundary condition (4.3) to see that the total
mass of the fluid is a conserved quantity,

M = / o(t,-) dx = / 09 dx for all t > 0. (4.6)
Q )

Furthermore, we may integrate the total energy balance (4.4) to obtain

/Q BQ|U|2+P(Q)] dx :/Q BQO|UO|2 + P(00)| dz. (4.7)

Seeing that

/
P"(0) = % for any o > 0

we deduce that P is a (strictly) convex function of ¢ as soon as the pressure p is a (strictly)
increasing function of 9. We shall therefore suppose that

p'(0) > 0 whenever g > 0, (4.8)

in other words, compressibility of the fluid is always positive. Such a stipulation is sometimes
called hypothesis of thermodynamic stability.

14



Keeping in mind the total mass conservation (4.6) we choose p,

MZ/dez/@dIZKZI@,
Q Q

tacitly assuming that 2 is a bounded domain. Consequently,
1 1
[ 3ok + @] o= [ Lok + o) - P@Ie-2)] @
) Q
1
= [ |3t + Plo) - P@e -2~ Pl dos PO

where the rightmost integral is non—negative. This yields
/ olul®(t,-) dz +/ |P(0)(t,-)| dz ~ 1 uniformly for ¢ > 0. (4.9)

Unfortunately, the energy bound (4.9) seems to be the best one available for the Euler system
(4.1-4.3), at least if N > 1. Note that this is, in general, not enough to render the pressure p(o)
integrable and, in addition, we have basically no bounds on the velocity u due to the hypothetical
possibility of vacuum regions, where o may vanish.

To control the pressure, we make another hypothesis, namely,

Ip(0)] ~ 1+ P(p) for all o > 0. (4.10)
Note that (4.10) holds for the iconic example of the isentropic EOS:

p(o) =ap”, v > 1.

To overcome the problem with velocity, we introduce a new variable, the momentum m = pu, and
replace systematically u by m/p.

4.2 Weak formulation

With the new state variable m, we may write the weak formulation of the Euler system (4.1-4.3)

in the form —
U o dx] =/ /[@@Wrm-vw] da dt (4.11)

for any ¢ € C1([0,T] x Q),

foa] - [ [ e

for any ¢ € C*([0,T] x RY; RY), ¢ - nlsq = 0. Flnally, we append (4.11), (4.12) by the energy

inequality
[ L |m/” . 1 jmof* }
/0 8t¢/ﬂ [2 . —l—P(g)} (t,-) d:cdtg/QL 2 + P(oo)| dz (4.13)

for any ¢ € C0,T), ¢ > 0, ¥(0) =

: Ve + p(g)divxcp} dz dt (4.12)
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4.3 Weak sequential compactness

We assume that [0, m,] is a sequence of (weak) solutions satisfying (4.11-4.13) with the initial data
[00.n, Mg ,]. Our goal is to study the limit problem for the accummulation points of {g,, m,}3%,;
as n — oo in suitable topologies.

4.3.1 Weak topology

Under the hypothesis (4.10), we control all terms in (4.11-4.13) at least in the L' topology. More
precisely, seeing that

m 1 1|m]?
m=,/0—— < g0+
\/_\/E 2 2 o
we deduce from the bounds (4.6), (4.9) that
On, My, m, ® mn, p(0,) are bounded in L>(0,T; L")
On

uniformly for n — oo.

We pause at this stage to briefly discuss possible behaviour of sequences of functions that are
bounded only in the L'—norm. The first problem that may occur are oscillations. A typical
examples is the sequence

vn(y) = v(ny), where v is periodic on R.

Apparently, {v,}5°, does not converge pointwise to any function but rather oscillates around its
integral mean. Thus the only possibility how to study convergence of {v,}5°, is to consider its

integral averages,
/ Un (y) dy7
B

where B is a Borel set. It turns out that the integral averages do converge, at least for a suitable
subsequence we do not relabel. Specifically, there is a periodic function v such that

/an(y) dy—>/Bv(y> dy (4.14)

for any Borel set B, or, equivalently,

/ va(y)d(y) dy — / v(y)d(y) dy (4.15)
for any ¢ € C°(R).

Convergence in integral averages is called weak-L' convergence. It requires equi-integrability of
the sequence and does not commute with the non-linear compositions. Specifically,

if v, — v weakly in L' and F(v,) — F(v) weakly in L', then, in general, F(v) # F(v).
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Another type of singularity that may occur for an L'— bounded sequence is concentration. An
iconic example is

vn(y) = nop(ny), / lv(y)| dy < oo, v compactly supported in R.
R

It is easy to see that
vn(y) — 0 whenever y # 0,

and

/ v, (y) dy = const.
R

Apparently, the asymptotic limit cannot be characterized by integral averages but rather by a
measure supported at the origin y = 0.

4.4 Measure—valued solutions

Suppose there is a sequence {U,, }22 ; of vector-valued functions defined on a domain ¢ C R" and
ranging in a closed set P C R™. In addition, suppose that

/ |U,,| dy ~ 1 uniformly in n.
Q
Finally let F': P — R be a continuous function,

/ |F(U,)| dy ~ 1 uniformly in n.
Q

We can interpret F(U,) as a family of (signed) measures on the physical space Q, therefore,
at least for a suitable subsequence,

—

F(U,) — F(U) weakly-(*) in M(Q).

On the other hand, we can extract a subsequence such that

B(U,,) — B(U) for any B € C.(P).

Accordingly, the mapping

B~ B(U)(y), B € C(P)
can be seen as a probability measure on the phase space P for a.a. y € @), see e.g. the standard
reference by Ball [1]. This is the Young measure associated to the sequence {U,}2°,. We denote
it by {V,}yeq. It can be checked that F' is integrable with respect to a.a. measures V, and the
function

y — (Vy; F(U)) is integrable in @, / |(Vy; F(U))| dy < 0.
Q

17



The signed measure
po = F(U) = (Vy; F(U)) dy

is called concentration defect for F. The function y — (V,; F'(U)) is the biting limit of the sequence
{F(U,)}>,, cf. Ball and Murat [2].

We are ready to introduce the concept of dissipative measure—valued (DMV) solution for the
FEuler system (4.1-4.3). We denote by

Qr = (0,T7) x Q
the associated physical space, and by
P:{[Q,m] ‘ 0>0, mERN}
the phase space.

Definition 4.1. A parametrized family of probability measures {Vt,x}(t,x)eQT is dissipative measure—
valued (DMV)-solution of the problem (4.1-4.3), with the initial conditions {Vo 4 }zeq, if:

(t,2) = Vg € Lo (Qr; P(F)); (4.16)

T
/ /[<vt,x;g>atgo+<vt,x;m>-vxso] dxdtz—/ “Vouio> (0 dx+/ /vxso duk
0 Q Q

(4.17)
for any o € C1([0, T)xQ), where ul, € M([0,T]xQ; RY) is a (signed) vector-valued measure;

= /<V0x,m> (0 d:v—i—/ / o - dp
Q

for any ¢ € C1([0,T) x Q; RN), ¢ -n|sq = 0, where p2, € M([0,T] x Q; RVN*V) is a (signed)
tensor-valued measure;

1 2 1 2
/ <Vm; Lm| + P(g)> dr +D(1) < / <Vo,x; L]m| + P(Q)> dx (4.19)
for a.a. 7 €[0,T), where D € L>(0,7), D > 0;

(4.18)
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e there exists a constant d > 0 such that

/OTw[zd\ué|+/oTw[2d\ué|Sd/OTwat (4.20)

for any ¢ € C10,T), v > 0.

Some comments are in order. Although we try to avoid postulating the existence of a “gener-
ating sequence”, the measures V; , are clearly associated to a Young measure generated by some
family of approximate solutions that may result from a numerical scheme. The measures i}, uZ
are the corresponding concentration measures. Note that there is a priori nothing known con-
cerning the size of u}, pé, the only required and crucial restriction is (4.20). The quantity D is
the dissipation defect of the total energy. Accordingly, a measure—valued solution is dissipative if
(4.20) holds, specifically, if the concentration measures are controlled by the dissipation of the total
energy. It is exactly the condition (4.20) that plays a crucial role in the proof of the weak—strong
uniqueness principle discussed below.

It follows from (4.17), (4.18), and (4.20) that the quantities

tr—>/ Vi 0)¢ dz, ¢ € CH(Q t'—>/ Vie;m) - dz, ¢ € C1(; RM), ¢ -n|gg =0

are continuous, at least on compact subintervals of [0,7"). Accordingly, we may rewrite (4.17),
(4.1) in a more suitable form:

t=1 T T
/ <Vig;0> ¢ dx} =/ /[<Vt,x§g> Orp + Viz;m) - V] dxdt—/ /Vw-dulc (4.21)
Q +=0 0 Q 0 Q

for any 0 <7 < T, ¢ € C*([0,T] x Q);

t=1
{/ < Vipym > - dx}
t=0

/ / {v ) Oup + <vt,x; mf“‘> Vg <vt,m;p<@>>divx4 drdt (422)

0 Q

for any ¢ € C1([0,T] x ; RY), ¢ - n|gq = 0.

4.5 Relative energy inequality

The relative energy functional is a crucial tool for comparing the measure-valued solutions with
calssical once. More precisely, to evaluate the momentum of the corresponding deviatoric measure.

We consider )
- 1 'm m
E(Q,m ‘@,m> =so0|l———

225 3 + P(o) — P'(0)(0 — 0) — P(0).
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As the function P is strictly convex, it is easy to check that & > 0, and that p = 0, m = m
whenever E (g, m ‘g, ) =0, 0 > 0. We define the relative energy for a (DMV) solution as

¢ (o.m [3,10) (7)
2|m_ T pg) P’<~<7,x>><g—@<m>>—P<@<m>>> dz, 720

= VTCE;___ -
/Q< T2l o(r)

Note carefully that
& (o.m a,m) (7)
1 |m/? T
mf® > dx— Tx7m>-I?<T’x) Qe
o(r, )

_ / <vm,—
L |m(7, z) 2—P’( 5(r, :1:))) dx+/gp(é(m>) da.

- f o (2 a7,

In particular, the time evolution of all the above integrals can be expressed by means of the weak

formulation (4.17-4.19) as long as
o (Viz}iweor is a (DMV) solution of the Euler system

oS (te)eQr 1
e 0, m are continuously differentiable, and ¢ is bounded below away from zero on Qr;

e m- nyag =0.
Introducing u = % we therefore obtain:

& (g,m ‘@,rﬁ) (1)+D(1) <& (g,m ’@,m) 0
m)> Vi dedt

//Vm,gu ) - 0 dxdt+/ /<Vm,m®(u——
0o Ja 0
0o Ja

/ ' / (Via; 0) 0P () + Viwim) - V. P'(3) — 60,P'(9)] da dt

0o Ja
o[ [rvaad i+ [ vl
0o Jo 0o Ja
Although (4.23) might seem a bit mysterious at the first glance, it can be derived by direct
manipulation, the reader may consult [11] for details. It is worth noting that the “test” functions

0, 1 are quite arbitrary required only to satisfy the obvious restrictions
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4.6 Weak strong uniqueness

Our ultimate goal is to show that a (DMV) solution to the Euler system coincides with the strong
solution emanating from the same initial data as long as the latter exists. Here “emanating from
the same initial data” means that the initial measure V , is given as

VO,m - (Sgo(a:),mo(xﬁ

where gy, mg are the initial data of the strong solution. With the relative energy inequality (4.23)
at hand, the plan is to plug in the strong solution g, m = gu as test functions in (4.23).

4.6.1 Step 1 - concentration measures

As the initial data coincide, the relative energy inequality (4.23) gives rise to

& (g, m |0, rh) (1) +D(71)

S/ /(Vtvx;gﬁ—my@tﬁ dxdt+/ /<Vt7$;m®(ﬁ—m)>:vmﬁ dz dt
0 JQ 0
//Vm, ) div,a dzdt

- / / (Vi 0) P (3) + Viwsm) - Vo P(3) — 50,P(3)] dardt

4 / / V] b + / / V] dyid)
0 Q 0 Q

Our goal is to show that all integrals on the right-hand side of the above inequality are bounded
above (modulo a multiplication constant) by

/OT [5 <g,m 0, Ih) (1) +D(7’)] dt

and to use the Gronwall lemma. The first observation is the the this is true for the last two
integrals containing the concentration measures as a direct consequence of (4.20). We therefore
deduce

5<Q,m

<
K
/0 / (Viws 0) 0P'(8) + (Viwi m) - V. P'(0) — 60,P'(9)] da dt

+/0[5

6.1m) (7) +D(7)

/(vt,m;gﬁ—m»atﬁ dxdt+/ /<vt,m;m® (a—ﬂ)>:vza de dt
0 JQ 0

(Vi 2;p(0)) divet dadt

‘Q

6,@) (7) +D(7)] at
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4.6.2 Step 2 - convective term

Next, we write

0o Ja 0 0 JQ 0
+/ /(Vt,z;(gﬁ—m))-ﬁ-vxﬁ dz.
o Ja

Moreover, we use the equation
du+u-V,a=—-=V,p(0)

concluding

£

0, m

/N

@~)<>+D<>

//Vt’“ B ;VmPUdedt //Vmp 0)) div, @ dz dt
s

Vet 0 0P + Vesim) - V. P(9) — 80.P()] dadt
+ &
| le(om

4.6.3 Step 3 - pressure terms and conclusion

A

6,) (7) +D(7)] a.

Finally, seeing that

Py =~ ;@; whence =V.p(2) = V.P'(2),
and
¢ (o.m |5,m) () + D()
< OT/Qozmp( ) divedt dzdt
[ P 29000 + W) 20| awaes [ [ an() avar
n / e (om |om) () + D]
Next,

Op(0) = —dive(p(2)n) + (p(2) — p'(2)0) div,u, (4.24)
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and therefore
5(@,m ]@,m) (7) + D(r)
S [ [ 0into) - 1@ ) - (@) dive dect
//[Vm’ u —pr() + (Vias >%3tp(§)+(Vt,z;mp'(é)divxﬁ dz dt

+/0 [E(Q,m‘g, ) )+ D(r )} dt.

Thus using (4.24) again, we conclude
& <Q,m ‘@, ﬁ’l) (1) +D(7)

S - Viaip(e) —p'(0)(e — 0) — p(0)) div,t drdt
A

—i—/o [8(@,111‘@, ) )+D<T>:| dt.

It remains to impose an extra hypothesis on the pressure function p so that

p(e) = 1'(8)(e = &) = p(8)| ~ P(o) = P'(0)(e — ) — P(d). (4.25)
Note that (4.25) is not automatically satisfied if the pressure p is merely strictly monotone, however,
it holds for the iconic examples of the isentropic and barotropic pressure law:

p(o) =ag’, v 21,
and, in the more general case
p € C*0,00), p'(0) >0 for o0 >0, p(o) N (1+ P(p)) for all p. (4.26)

It is also easy to see that the above discussion extends easily to the class of Lipschitz continuous
strong solutions (instead of C'). We have shown the following rather remarkable result, cf. also
Gwiazda, Swierczewska—Gwiazda, Wiedemann [14].

Theorem 4.2. Let the pressure p = p(o) comply with the hypothesis (4.26). Let 2 C RN, N =
1,2,3 be a bounded Lipschitz domain. Suppose that [9, /] is a strong Lipschitz (in Qp) solution
of the Euler system (4.1-4.3) starting from the initial data

0(0,-) = g0, m(0,-) =mg, gy >0 >0 in Q.
Let {(Viz}aeor be a (DMV) solution of the same problem such that
Voo = Ogo(2)mo(z) Jor a.a. x € (L
Then
Viz = O5e)m(ta) for a.a. (t,x) € Qr.
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Similar results hold for the complete Euler system including the thermal effect, [3], [4] as well
as the compressible Navier-Stokes system [11] and the Navier—Stokes—Fourier system [5].
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