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Mathematical modeling of irreversible processes
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Introduction

This is an accompanying text to a series of lectures given at the Faculty of Mathematics of
the Technical University in Munich in the summer semester 2010. It is intended to illus-
trate some particular mathematical aspects of irreversible behavior of materials. Section 1
is devoted to an elementary model of fatigue accumulation and to general rate independent
mappings. Analytical properties of simple models of plasticity are investigated in Section 2.
The Preisach operators and its variational interpretation form the subject of Section 3. In
Section 4 we construct a local solution to a formally reversible problem of wave propagation
in nonlinear media, and show that in finite time, reversibility is violated when a singular-
ity due to the intersection of characteristics occur. Thermodynamic admissibility of weak
solutions to the wave propagation problem is discussed in Section 5 and 6 on the example
of the Riemann problem. In Section 7 we show that shocks do not occur if the constitutive
relation has the property of counterclockwise convexity. The system is still hyperbolic in
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the sense that the speed of propagation is bounded by the speed of the associated linearized
system, but, using the language of the Riemann problem, rarefaction waves propagate along
the convex/concave branches of the constitutive relation in all directions. Mathematically,
this is translated into a second order energy inequality. In Section 8, we show another ex-
ample, where the counterclockwise convexity of the Preisach operator is used for solving a
degenerate parabolic problem motivated by the theory of porous media flow. To conclude,
we briefly discuss in Section 9 some questions related to temperature dependent hysteresis
and thermodynamic consistency of the corresponding balance laws.

1 Simple models for irreversible behavior and rate in-
dependent mappings

1.1 An elementary model of fatigue

One-dimensional mechanics offers a large variety of examples of material behavior that are
in agreement with the common sense and with the everyday experience without any special
knowledge in the domain of materials sciences. We start with such examples in order to
illustrate the underlying ideas in irreversibility modeling.

Imagine first a solid rod with constant cross section S and referential length L, subject
to longitudinal loading and unloading. Let ¢(t) be a given time-dependent load, the time
interval being e.g. t € [0,7], and let u(t) be the elongation response to loading. We
introduce the quantities o(t) = £(t)/S (the stress), and &(t) = u(t)/L (the strain).,

We say that the material is elastic, if there exists a constant F > 0 called the elasticity

modulus such that

o(t) = Ee(t) (1.1)
for all ¢ € [0, T]. This behavior is indeed reversible: the rod returns to the original position
whenever o reaches the initial state.

The most common example of irreversibility is brittleness. We assume that the rod remains
rigid as long as the stress stays below the so-called fracture limit h > 0; at the moment that
lo(t)| = h, the material breaks, the stress drops to 0 and we lose control on . Using the
notation

ola = sup{lo(t)] : t € A}

for an arbitrary set A C [0,7], we describe brittle behavior as follows. Let the damage
function d(t) be defined by the formula

d(t)=1—H (h— |o—\[07t]), (1.2)

where H is the Heaviside function H(z) = 0 for x < 0, H(z) = 1 for x > 0 The
constitutive equations can be written in the form

(I1—d(t)e(t) = 0, }

dit)o(t) = 0. (13)
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Imagine now a parallel composition of two rods: one elastic and one brittle. The strain e(t)
is the same on both rods, the stress is decomposed into the sum o(t) = o¢(t) + 0%(t) of one
elastic component ¢ = Fe carried by the elastic rod, and o¢ carried by the brittle rod. We

now have
(1—d®)=(t) = 0, } ",

d(t)(o(t) — Es(t)) = 0, '
where

d(t) = 1—H(h— |0d‘[o’t]), (1.5)
hence

ol(t) = (1—dt)a(t), (16)

Ee(t) = d(t)o(t). '

Lemma 1.1. Let 0 € C[0,T], |o(0)] < h. Then in (1.4)~(1.5), we have for all t € [0,T]

that
# (h=|o",,) = H (h=lolgy) (1.7)

The assumption |o(0)| < h is necessary. Assume that for instance o(0) > h. If now d(0) =
0, then, by (1.6), 0¢(0) = &(0) > h, hence, by (1.5), d(0) = 1, which is a contradiction.
Similarly, if d(0) = 1, then, (1.6) yields 0?(0) = 0, hence d(0) = 1, which is again a
contradiction. Below, we propose a way to overcome this paradox.
Proof of Lemma 1.1. Set t* = sup{t € [0,T] : |o(t)] < h}. For t € [0,t*) we have |o%(t)|
lo(t)| < h, hence d(t) = 0 and o%(t) = o(t). If t* < T, we thus have =
and d(t) =1 for t € [t*,T].

<
I [0,t%] |0‘ [0,¢%] h,
|

By virtue of Lemma 1.1, the constitutive equation can be written as

(1) = % (1= (h—lolgy) ) o(0) (1.8)

Consider now an arrangement in series of such elastobrittle constructions, parameterized by
the fracture limits A > 0, and assume o(0) = 0. For each h > 0 we have the constitutive
equation

enlt) = % (11 (h—lolyy)) o0 (1.9)

the case h = 0 corresponds to perfect elasticity, ¢(t) = ﬁa(t). The elongation is now

up = L(h)ey, where L(h) is the reference length of the h-th element. We define the total
elongation u by the integral

oo L(0 ‘C"on L(h)
t) = uop(t t)dh = — dh 1.10
) = walt) + [ wn(t)ah = ol (EO B (1.10)
The total reference length is L* = )+ fo (h) dh. Putting

g@ﬁﬂ#/ﬁ%dh%
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we can define constitutive operator G' by the formula

e(t) = Glo](t) == g(lolg )0 (). (1.11)

The function g is nondecreasing and positive, g(0) > 0, ¢’(0) > 0. Its reciprocal 1/g(|o]y ;)
represents the instantaneous elasticity modulus at time ¢, which thus decreases in time in
agreement with observations. The explanation that the model (1.9)—(1.10) offers is that the
individual rigid connections with larger and larger fracture limits successively break and the
material thus becomes softer as a result of material fatigue.

The assumption o(0) = 0 that we have made in the derivation of the model is quite re-
strictive. To remove this condition, we can choose any ¢ € C[0,7], and imagine a sequence
{0,,} for n € N of functions o, € C[0,T + (1/n)] defined as

(1) = { no(0)t for t € [0,1/n),
") e(t=(1/n))  for te[l/n, T+ (1/n)].

Let
e(t) = g(lolpq)o(t) for t €[0,T], en(t) = g(lonl)on(t) for t €[0,T+ (1/n)].

Then ¢,(t) =e(t—(1/n))for t € [1/n, T+ (1/n)] and for all n € N. Hence, the constitutive
equation (1.11) for inputs with an arbitrary initial condition can be interpreted as a result
of an infinitely fast process from zero to the actual initial input value ¢(0).

We see that the mapping G : C[0,7] — C[0,T] : 0 + ¢ given by (1.11) is continuous. We
conclude this subsection with the following statement about the Lipschitz continuity of its
inverse.

Proposition 1.2. Let g : [0,00) — (0,00) be a nondecreasing function. Then the mapping
G given by (1.11) is invertible, and the inverse G=' : C[0,T] — C[0,T] to the mapping G
satisfies for all e1,e9 € C[0,T] and all t € [0,T], the inequality

‘G—l[gl] — G_l[SQH[OJ} S m |€1 — 82|[0,t] .

Proof. Let ¢,0 € C[0,T] be related by Eq. (1.11). Then for all ¢ € [0,7] we have

el = 90 lo) o0, (1.12)

Furthermore, - (zg(z)) = g(z) + zg'(z) > g(0) > 0 for all > 0, hence the inverse ¢ to
the function = +— xg(x) exists and is Lipschitz continuous in [0,00). This enables us to
rewrite (1.12) as

|€|[o,t]

loli0,9 = #elog) s 9olpy) = = (1.13)
[0,¢] [0,¢] [0,¢] <P( ‘ €| 0. )
for all ¢ € [0,7]. Hence, (1.11) can be written in inverse form
o(|e
o(t) = Mg(t). (1.14)

€] 0,4
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To check that the o — ¢ mapping thus defined is Lipschitz, consider two inputs &1,e5 and
the corresponding outputs oy, 0. For an arbitrary ¢ € [0,7] we have by triangle inequality

ple ple plle
0 el < D0y gy (Do) 2By
le1lj0,9 le1l0,4 l€2[0.4 ’
90(|€1’[0,t})
Teiloy (lex(t) = e2(t)[ + [ lerlio g — lezlpg D) + leller]pg) — lle2loq)l
0.t
< —le-a
>~ TN (el Te2 )
g(0) (0,¢]
which is the desired inequality. [ |

Let us derive the energy balance for processes involving the fatigue constitutive relation
e = Go] described by (1.11). The work supplied to the system in a time interval [to,?;] is

given by the integral t

1

/ E(t)o(t)dt,

to
where dot denotes the derivative with respect to time. Part of the work is used for an
increase of potential energy e(t;) —e(to), another part is possibly dissipated. For isothermal
processes, the dissipation must be nonnegative in agreement with the second principle of
thermodynamics. In other words, we look for a potential energy mapping e(t) = Wo|(¢)

such that q q
o(t)7;Glol(t) = Wlol(t) 2 0 (1.15)

in an appropriate sense, say, almost everywhere. The most natural choice is to define W as
the integrated potential energies of all elastic components, that is,

Wiolt) = 21708 g2

The energy balance (1.15) then reads

()2 6ol - Swlol( = L0002 Lo (1.16)

which is obviously nonnegative. We also see that dissipation occurs only when fracture takes
place, that is, if [o(t)| = |oj -

1.2 Rate independent mappings

We start with a definition, which slightly differs from the ones in [1] or [10], but which is
more suitable for our purposes.

Definition 1.3. A mapping F : C[0,T] — C[0,T] is said to be rate independent, if for
every u € C[0,T] and every nondecreasing mapping « of [0,T] onto [0,T] we have

Fluoal(t) = Flul(alt) Vte[0,T].
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Superposition (Nemytskii) operators w(t) = f(u(t)) generated by a continuous function f
are typical examples of rate independent mappings. As slightly less trivial examples of rate
independent mappings, we may mention the operators G, G~!, W introduced in Subsection
1.1.

One characteristic feature of rate independent mappings is that they can be locally repre-

sented by Nemytskii operators. More precisely, we have the following representation theorem.
By conv {a,b} we mean the closed interval [min{a, b}, max{a,b}].

Theorem 1.4. Let F': C[0,T] — C[0,T] be a rate independent mapping, and let u € C[0, T
be monotone (nonincreasing or nondecreasing) in an interval [to,t1]. Then there exists a
function f:conv{u(ty),u(t;)} — R such that for every t € [to,t1] we have

We call the function f a trajectory of F' along w. Different input functions v may generate
different trajectories, indeed. The trajectories of F' along time periodic inputs constitute
the branches of the hysteresis loops.

Proof of Theorem 1.4. 1t is easy to see that if u is constant in an interval [to, 1], then F[u]
is constant as well. We can therefore assume that wu(to) # u(t1). Set

| )_{ u(s) for s € [0,t0) U (t1,T],
TN wlte) + 2 (ulty) — ulty))  for s € [to, 1],

t1—to

and w*(s) = F[u*](s). We now define the time transformation « by the formula

t for ¢t € [0,t9) U (t1, 1],
at) = {

to + %(tl —to)  for t € [to. 1]

We now claim that the trajectory f is given by the equation

v — u(ty)

f(v) =w" <t0 + m(tl - to)) :

Indeed, we have v = u* o v, and Definition 1.3 yields F[u)(t) = w* o a(t) = f(u(t)), which
we wanted to prove. [ ]

Definition 1.5. We say that a rate independent mapping F : C[0,T] — C[0,T] is

(i) locally monotone, if every trajectory f of F along every monotone input u € C[0, T
1s nondecreasing;

(ii) strictly locally monotone, if there exists a constant v > 0 such that if the derivatives
u(t) and w(t) ezist for both functions u and w = Flu| at some point t € (0,T), then

a(t)(t) > i (t).
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(iii) counterclockwise convex, if every trajectory of F' along every nondecreasing input u €
C[0,T] is convex, and every trajectory along every nonincreasing input is concave;

(iv) locally counterclockwise convex with convezity bound b > 0, if the convexity property
from (ii) holds for every w € C[0,T] such that |ufgp <b.

We might define (local) clockwise convexity in a similar way. Note just that if F' is invertible
and counterclockwise convex, then the inverse F'~! is clockwise convex.

The constitutive operator G : o +— ¢ defined by (1.11) has very simple trajectories. Let o
be nondecreasing in [y, ¢1]. Then either o(t1) < [o]y,,, or o(t1) > [0y, In the latter
case there exists ¢* € [to,¢1) such that o(t*) = [o],,, and

qg(lo o(t for t € [tg,t*],

I (0 0,1
g(o(t))o(t) for t € (t*,t1].

The trajectory f along nondecreasing inputs thus always has the form

f(v) = g(max{vy, v})v (1.17)

for some vy > 0 and v € [vy,v5]. If we extend formula (1.17) to R, then f'(v) = g(wvo)
in (—o0,v), and f'(v) = g(v) + vg'(v) for v € (vy,+00). Hence, f'(vo—) < f'(vo+),
and f"(v) = 2¢'(v) + vg"(v) in (vg,+00). Assuming e.g. that ¢ is twice continuously
differentiable and

2¢'(v) +vg"(v) >0 Yu>0, (1.18)
we obtain the property that all trajectories along all nondecreasing inputs are convex. Sim-
ilarly, if ¢ is nonincreasing in [to, #1], then either o(t1) > — o]y, and [0, = |0y, for
all t € [to, t1], or o(t1) < — o), . and there exists ¢* € [to,¢1) such that o(t*) = —|o],
and

Glo](t) = 9(|olg,)o(t)  for t € [to, 1],
) g(=o®))o(t)  for te (t*,t].

Along nonincreasing inputs, the equation of each trajectories reads

f(v) = g(max{vy, —v})v (1.19)

for some vy > 0. We have f'(v) = g(vg) for v > —vy, f'(v) = g(—v)—vg'(—v) for v < —vy.
Here, we see that f'(—vo—) > f'(—vo+) and f"(v) = —2¢'(—v)+vg"(v) for v < —vy, hence
f is concave provided (1.18) holds. This is equivalent to say that the function v%¢’(v) is
nondecreasing for v > 0. If g is a C?-function, then the property is always fulfilled in a
neighborhood of 0. We have thus proved

Proposition 1.6. Let g : [0,00) — (0,00) be a nondecreasing C?-function. Then the
fatigue constitutive operator G defined by (1.11) is strictly locally monotone and locally
counterclockwise convex. If moreover condition (1.18) holds, then G is counterclockwise
convez.
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Eq. (1.18) is certainly satisfied if ¢ itself is convex. There exist also concave bounded
functions g with this property, e.g. g(v) =v/(v+1).

The counterclockwise convexity of rate independent operators is a very important property.
Theorem 1.7 below states that counterclockwise convex operators admit a higher order energy
inequality (1.21). In the next sections, we show how this inequality can be used for deriving
higher order a priori estimates for balance equations in hysteretic media, which are in turn
necessary for constructing the solution.

Theorem 1.7. Let F : C[0,T] — C[0,T] be a rate independent, strictly locally monotone,
and locally counterclockwise convex operator with convexity bound b. Assume that there exists
K >0 such that every trajectory f along every input u € C[0,T] such that [u|, < b has

the property
f'(u1) — f'(uz)
Uy — U2

Assume that u € W(0,T) is such that |ul,, < b and w := Flu] € W>(0,T). Then the
inequality

> K Yup,uy: —b<uy<u <b. (1.20)

d /1 K
() - 5 (o)) = Glicop (121
holds in the sense of distributions on [0,T].

We call (1.21) the second order energy inequality in order to emphasize the formal analogy
with (1.15) or (1.16). Note that the “potential” it (t)u(t) as well as the “dissipation”
Ela(t)|* are nonnegative.

The fact that (1.21) holds in the sense of distributions can be equivalently stated in the
form:

1 YK
The function t* +— §w(t*)u(t*) + / <—|u(t)|3 — u(t)w(t)> dt is nonincreasing in (0,7) .
0

2
(1.22)

We see in particular that under the hypotheses of Theorem 1.7, the “potential” %wu is a
function of bounded variation, hence it admits the right limit at each point ¢ € [0,7T"), and

the left limit at each point ¢ € (0, 7.

In order to illustrate the motivation for (1.21) to hold, assume first that a trajectory f along
u is twice continuously differentiable in an interval. Then the chain rule yields

d? d /1d 1.5, 5

G - — (2= 1) = =1 > —|u 1.23

il = 3 (5 i) = 370 = P (123
where we have used the fact that u and f”(u) always have the same sign by hypothesis of
counterclockwise convexity.

We cannot expect that the trajectories f be twice continuously differentiable. This is obvious
even in the simple case (1.17). A rigorous proof of Theorem 1.7 thus has to be carried out
in a different way. We start with an auxiliary result.

Lemma 1.8. Let u,v € WH(0,T) be given, v(t) > 0 a.e. Let u be monotone (nonin-
creasing or nondecreasing) in an interval [s,T], let f be the trajectory along u of a strictly
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locally monotone, locally counterclockwise convex operator with bound b satisfying (1.20),
b > |ulg, - Then we have

o(t) ot) 17 [T u®)li()
L () Lﬂ( <>>] +K/s (ut)

where we set [w(t)|]l = w(r—) —w(s+) for an arbitrary function with bounded variation on
[s,7].

Proof of Lemma 1.8. We have f’(z) >~ > 0 a.e. by strict local monotonicity. Let us
approximate f' by C'-functions f,,, n € N, such that f,(u(7)) = (f'ou)(7—), fu(u(s)) =
(f'ou)(s+), fu(2) =, |f1(2)] > K, and such that f,(z) / f'(z) for all z in the open
interval bounded by u(s) and u(7). We have for every n € N and a.e. t € (s,7) that

At ) @)
<fn(U(t))> ‘ (1:24)

u(u(t)) (fn(u(t)))?

Condition (1.20) and counterclockwise convexity yield that f) (u(t))a(t) > K|u(t)| a.e.,
hence
IO Y Ry SOOI
{fn(u(t))LS - ety ™ K/S (a2 4 (1.25)

Passing to the limit as n — oo and using the Lebesgue monotone convergence theorem, we
obtain the assertion. [ |

Proof of Theorem 1.7. Let [s,7] C [0,T] be any monotonicity interval of u, and let
f : conv{u(s),u(r)} — R be the corresponding trajectory. If u(s) = w(r), then both u
and w are constant in [s, 7] and the statement is trivial. So, assume that wu(s) # u(7). Set
w(t) = Flu)(t) = f(u(t)) for t € [s,7]. Since f is convex or concave, the chain rule

w(t) = f(u(t))a(t) (1.26)

holds almost everywhere. We now use Lemma 1.8 with v(t) := %w2( ) and obtain that

Bw(t)u(t)]: / a(t)d dt——/ la(t)[® dt . (1.27)

Let now [t1,ts] C [0,7] be an arbitrary interval. The function w is absolutely continuous
by hypothesis, there exist therefore at most countably many intervals (s;,7;) indexed by
elements j of an index set J C N, such that

N = {t € (t,tz) 1 () # 0} = | J(s5. 7). (1.28)

jeJ

By Definition 1.5 (ii) of strict local monotonicity, each [s;, 7;] is a monotonicity interval of
u, and for a.e. t € (t1,t2) \ N, we have u(t) = 0. Hence,

S [jotnio] < [Cawitwa - [Claopar (1.29)
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Furthermore, since w is continuous, we have w(s;) = w(7;) = 0 for all j € J but perhaps
sj =1t or 7; = ty. We conclude that

1 t2 to K to
Z [—w(t)u(t)] < / w(t)w(t)dt — — [a(t)]? dt, (1.30)
jeJ 2 t1 t1 2 t1
which is precisely (1.22). |

2 Prandtl’s plasticity model

Let us imagine that a real elastoplastic material is composed of grains as on Figure 1, each
of which exhibits both elastic response to external loading and friction. We denote by ¢(¢)
a given load depending on time ¢, and by u(t) the elongation at time ¢. If L > 0 is a
referential length and S > 0 is a referential cross section, the strain e(t) and stress o(t)
are defined as the ratios e(t) = (L +u(t))/L, o(t) = £(t)/S.

““““m

Figure 1: Prandtl’s model

We assume that the stress admits the decomposition o(t) = o(t) + o®(t) into an elastic
stress component ¢¢(t) and a backstress o°(t). The backstress is the stress carried by the
friction element and cannot exceed in absolute value a threshold r > 0 called the yield point.
As long as the value of the backstress stays away of the limits —r and r, the system does
not move. Motion occurs when o®(¢) reaches the threshold, and the motion takes place in
the stress direction. Formally, the constitutive relations can be written as follows:

o(t) = o°(t) + o’(t), (2.1)
oc(t) = Fe(t), (2.2)
0" (t)] <, (2.3)
%) <7 = £(t) =0, (2.4)
oty =r = £(t) >0, (2.5)
o’(t) = —r = £(t) <0, (2.6)

together with an initial condition of € [—r,r].
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A straightforward computation shows that (2.3)-(2.6) can be expressed in closed form as
the variational inequality

lo(t) —o®(t)| <r Vtel0,T], (2.7)
o°(t)(o(t) —o(t) —x) >0 V]z|<r ae., (2.8)
a(0) — o¢(0) = a}. (2.9)

We state the existence and uniqueness result for solutions to system (2.7)—(2.9) in a more
general setting, where the yield point » may additionally depend also on .

Theorem 2.1. Let o,r € WH0,T) be given, r(t) > 0 for all t € [0,T], and let 2° €
[—7(0),7(0)] be a given initial condition. Then there exists a unique & € WH1(0,T) such
that

lo(t) — @) <r(t) Vtelo,T], (2.10)
EW)(o(t) =€) —r(t)z) >0 V|z| <1 ae., (2.11)
a(0) — £(0) = 2°. (2.12)

Proof. Assume first that o,r € W1°°(0,T). We construct the solution by time discretiza-
tion. For a fixed integer n € N we define the equidistant partition ¢, = %T, and set
o, =0(tg), re =7(ty), k=0,1,...,n. Let P,: R — R with a parameter ¢ > 0 be the
piecewise affine function

P,(xz) = max{z — o, min{0, z + o} } . (2.13)
The relation z = P,(z) is equivalent to the variational inequality
[ —zl<o, 2z—z2-y)=20 V[yl<o. (2.14)

Note also the following elementary properties of P, that hold for all g;, 02 > 0 and z € R:

Pgl(PQQ(x)) = PQ1+92(x) ’ (215)
’Pm (x) - P91+92 (Q?)‘ <02, (2‘16)
Py (2) =0 = |Pp(x)] < o1 — 0o - (2.17)

We now define a sequence &, by the recurrent formula

So=00—12°, & — &1 =P (01— &-1). (2.18)
By virtue of (2.14), this is equivalent to
loe =&kl < iy (& —&—1)(0n =& —yr) 20 V|ye| <7y (2.19)

for all £ =1,...,n. We may choose for example y, = (I — P,,)(0k—1 — &x—1), where [ is
the identity function, and obtain

&k — &e—1)((ok — &) — (on—1 — &=1)) = — (& — Ek—1) Pry, (k=1 — &i—1), (2.20)
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or in other terms,
€k — &r1l? < (& — &-1)(0k — 03-1) + (€ — &e-1) Pry (001 — &1)- (2.21)
This yields, by (2.17), that
& — Eoct| <ok — opa| + e — o] VE=1,...,n. (2.22)

We now define piecewise linear and piecewise affine interpolates

n

U(n)<t) = Ok-1 + T(t - tk—l)<0—k - O'k_l) 5 (223)
rOE) = e+ %(t i) — Tan) s (2.24)
() = G+ %(t —tr1)(§k — k1) (2.25)
™) = o, (2.26)
FE) = (2.27)
V() = &. (2.28)

for ¢t € [ty_1,1x), continuously extended to t = T. As n — oo, the functions ¢™ converge
uniformly to o, 7™ converge uniformly to r, ¢ converge to ¢ and 7™ converge to 7
strongly in LP(0,T) for p < oo and weakly star in L°>°(0,7"). Furthermore, for every n € N
and t € [0,7], we have

o™ (t) = a™(1)] <

slQ

;) = ()] <

slQ

with a constant independent of n, hence also o™ converge uniformly to o, and 7™ converge
uniformly to 7.

From (2.22) it follows that £ are uniformly bounded in L>(0,T) and, by (2.18), £ (0) =
o(0) — 20 for all n. Hence, there exists a subsequence, that we still label with index 7, and
& € W°(0,T) such that €™ — ¢ in sup-norm (by Arzela-Ascoli Theorem), £ — ¢ in
sup-norm, and £™ — & weakly star in L°(0,7). By (2.19), we have for all n € N that

6™ () — EM @) < 7™ (@) Vtelo,T], (2.29)
MW (EM(H) — €M) —F™()2) >0 V]jz| <1 ae., (2.30)
a™(0) — £(0) = 2°. (2.31)

The above convergences enable us to pass to the limit and check that ¢ is the desired
solution.

To extend the problem to W1(0,7T), we derive a Lipschitz bound in W'(0,7T) for two
solutions &1, &, corresponding to two inputs oy, 71,20, 02,79, 29 as in Theorem 2.1, with
the W1 _regularity.
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Set x;(t) = o;(t) — &(t) for i =1,2. We have
fl(t) <x1_(t) — x2—(t)) >0, éz(t) (xQ(t) — xl(t)) >0 ae.,

(&} (t) T (t)

hence also

a@<m@_mw>2m &@(w@_%@)ZOaﬁ

T1 (t) T2 (t) T2 (t

Summing up the two inequalities, we obtain

L0 &0\ (m)_mO\ .,
( )( ())20 e. (2.32)

On the other hand,

(g@_@@>+cmw_@@):m@_®@ e, (2.33)

T1 (t) T2 (t)

and

d (xl(t) - xg(t)) _ (551(25) - :irg(t)) - (xl(t)h(t) B :v2<t>fz(t)) s (234)

At \ri(t)  ra(t)

We now claim that

&()  &()

Tl(t) TQ('[Z)

a4
dt

z1(t)  @a(l) ‘
1 (t) T2 (t)

(2.35)
We define the set

For a.e. t € A we have

hence, by (2.33)—(2.34),

(é@_&w):(mm_dwg_(m@M®_@@@®), (2.36)

ri(t) () r(t) () ri(t) r3(t)

and (2.35) follows. For ¢ ¢ A, we simply test (2.33) by sign(fll((:)) — fj((:))) , and obtain (2.35)
from (2.32) and (2.34).

Let now o,r be in W1(0,T). We find sequences o;,r; in WH>(0,T), j € N, converging
strongly as j — oo in WH(0,T) to o,r, respectively. It follows from (2.35) that the
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solutions {&;} form a Cauchy sequence in W1(0,7). Therefore, the sequence {¢;} admits
a strong limit € € W1(0,T), which is thus a solution to Problem (2.10)—(2.12). Uniqueness
follows also from (2.35) and from Gronwall’s lemma. [

Theorem 2.1 enables us to define an operator P which with every element (o, 7, z°) of the
domain

DV .= {(o,7r,2°) € WH(0,T) x WH(0,T) x R:r(t) > 0 for all ¢t € [0,T]; |2°] < r(0)}

associates the solution & € W'1(0,T) of Problem (2.10)—(2.12), and we denote &(t) =
Plo,r,2°](t). As an immediate consequence of inequality (2.35), we have

Corollary 2.2. The mapping P : DV — WLY0,T) : (o,r,2°) — & is locally Lipschitz
continuous.

The operator P admits an extension to a Lipschitz continuous operator P : D¢ — C[0,T7,
where

D .= {(o,r,2°) € C[0,T] x C[0,T] x R:7(t) >0 for all t € [0,7];]2°| < r(0)}.

We see that in this setting, the yield point r(¢) is allowed to vanish on an arbitrarily large
set.

The result can be stated as follows.

Theorem 2.3. Let (0;,75,2%) € DV be given, and let & = Ploy,ri, 2], i = 1,2. Then for
every t* € [0,T] we have

[60(t7) — &(t7)] < max{|&1(0) = &(0)], |1 — o2l ey + |71 = 72lfg e} (2.37)
where we set |wl, ;= maxrepy [w(T)| for w € C[0,T] and t € [0,T].
Proof. For a fixed t* € [0,7] and for any t € [0,¢*] put
V(1) = max{(&(t) — &(t))*, (|o1 — 02l oy + 11— 12l )°}
and assume that the set
B = {t € (0,27 : [&2(t) = &(t)] > |01 = 0afg o + [r1 = T2l 41} (2.38)

is nonempty. In the variational inequality (2.10) for & we set r1(t)x = (I — Pr 1)) (02(t) —
(t)) (cf. the passage from (2.19) to (2.20)), and obtain for a.e. t € (0,7 the inequality

S()(E& (1) = &) < 1aW(jo1 = alg ) + |1 = r2lig})- (2.39)
Interchanging the indices 1 and 2, we have similarly
E()(&(t) = &(1) < (|01 = o2l + 11— 72l }): (2.40)

For t € B, this implies in particular that él(t)(fl (t) — &(t)) < 0,.52(25)({2(15) —&(t) <0,
hence V(t) < 0. For a.e. t € (0,t*) \ B we necessarily have V(t) = 0, hence V is a
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nonincreasing function, and the estimate (2.37) is proved. The assertion now follows from
the density of D" in D¢ . [ |

In the case that r(t) stays bounded away from zero, the operator P : D¢ — C[0,T] admits
a Stieltjes integral representation based on a uniform bound for the total output variation.
We state the result in the following form.

Theorem 2.4. Let (o,r,2°) € DY, and let r(t) > ro > 0 for all t € [0,T]. Then &(t) =
Plo,r,2°(t) if and only if £ € BV(0,T)NC[0,T] and

lo(t) — @) <r(t)  Vtelo,T], (2.41)
/0 (o(t) = &@) —r(t)p(t) dE(t) =0 Yo e C0,T]: |p|pny <1 (2.42)
a(0) — £(0) = 2°. (2.43)

Proof. Let o; € WHY(0,T), r; € WH(0,T) converge uniformly to o and 7, respectively,
as j — oo, and let & = Ploj,r;,z°] for j € N. Assume that there exist points té < t{ <

- < t}, in (0,T) such that (—=1)%;(ty) > 0. Set z; := 0; — &. By (2.11), we have
z;(t1) = (=1)*r(t]) for all j and k. In particular, |z;(¢1) — 2;(t_,)| > 2ry. Choosing in
Theorem 2.3 0y = 0}, 0o(t) = o;(t) for t € [0,t,_,], oa(t) = o;(t]_,) for t € (t,_,,t1], and
similarly for r{,ry, we obtain

1€(t) = &)l < o() = s BDl oy + 10 =Dl (2.44)
hence

(1) = 2G| < 2005() = 3By + 11 C) = i)l (2.45)

Since o, r; converge uniformly to continuous limits, the number of such intervals is uniformly
bounded, say,

m; <M VjeN.
Hence, the functions &; have at most M monotonicity intervals, and their uniform limit &
has total variation bounded for instance by 2M [¢|, 7. Inequality (2.42) holds for every j,
letting j — oo we check that it is preserved in the limit.

Conversely, let (2.42) hold, and let t* € (0,T], ¢ € C[0,¢"] be arbitrary, [¢[g,q < 1. We
fix some small positive ¢, and define

b(t) for t € [0,t* — ],

ps(t) = () + BT (o) = €(t)  for t € (t —6,17),
L (o(t) — £(1)) for t € [t*,T).
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We have

0 < / (o(t) — €(t) — r(t)oa(t)) dE(t)

= [ et —e ~ i - [ FEE w0 - - roun) st
< [ (o) =€) = rwe) de) + 2l Var €. (240

Letting 6 — 0+, we obtain

/ (ot) — €(8) — r(t0(1) A (1) = 0 (2.47)

for every ¢* € (0,7] and every ¢ € C[0,t"], [¢[;,) < 1. Assume that there exist two
functions &;,& satisfying (2.41)—(2.43). Then, choosing ¢ = o — &_; in (2.47) for &,
1 = 1,2, and summing up the two inequalities, we obtain

/ C(6(t) — &) d(& — &)1 <0 (2.48)

for every t* € (0,T], hence & = &. We have already shown that & = P[o,r, 2°] satisfies
(2.41)—(2.43). Hence, it is the unique solution of (2.41)—(2.43). [

The original problem (2.7)—(2.9) represents an important special case. The variational in-
equality

lo(t) —&.(t)| <r Vtel0,T)] (2.49)
LMot —&M -1 >0 Yy <r ac (2.50)
o(0) — &(0) = 2° (2.51)

for a fixed constant r > 0, given input ¢ € W(0,T), and given initial condition z° €
[—r, 7], defines the so-called play operator &.(t) = p,[o,2°](t) with threshold r. We now
briefly derive some useful properties of the play.

Proposition 2.5. Let 0 € C[0,T] be monotone (nondecreasing or nonincreasing) in an
interval [to,t1] C [0,T], and let & = p,[o,2°] for some r and z°. Then

&(t) = max{&.(to),o(t) —r}  for t € [to,t1] if o is nondecreasing in [to, t1], (2.52)
&(t) = min{&(to),o(t) +r}  for t € [to,t1] if o is nonincreasing in [to,t1]. (2.53)

Proof. Let o € WY(0,T), and let ¢ be nondecreasing in [ty,t,]. Let &(¢) be the right
hand side of (2.52). It is straightforward to check that the function

s [ &1 for t€0,t],
(1) = { Et) for t € (ty, 1]
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is a solution of (2.49)—(2.51). Since the solution is unique, the statement follows. |

It is perhaps interesting to note that (2.52)—(2.53) were originally used in [2] to introduce for
the first time the play operator. In this setting, it was first defined on piecewise monotone
inputs, see Figure 2, and it was then extended by continuity to the whole space C[0,T].

& A

/{
it

0 r

Y

QY

Figure 2: A diagram of the play operator.
Proposition 2.6 (Hilpert inequality). Let o1,09 € W0, T) and 29,2 € [—r,r] be given,
and let & = plo;, Y], i =1,2. Then we have

% (&a(t) = &))" < (&) = &) H(ow(t) — oa(t)  ace., (2.54)

where (-)T denotes the positive part and H is the Heaviside function H(z) =1 for z >0,
H(z)=0 for z<0.

Proof. Choosing y = 03_1 — &3_; in inequality (2.50) for &;, we obtain for a.e. ¢ that

&()((o1(t) = oa(t)) — (&a(t) — &(t))) = 0, } (2.55)
&(1)((oa(t) — o1 (1) — (&a(t) — &(1))) > 0,
hence
(&(t) = &) (01(t) — 02(t)) — (€2(1) — &(1)) =0 ae.
Then necessarily
(& (t) = &) (H(o1(t) — 02(1) — H(&(t) — &(1) 20 ae.
and the assertion follows. [ |

We immediately see the following ordering properties as consequences of the Hilpert inequal-
ity:

(o1(t) < 02(t) VE € 0. T, &(0) < &(0)) = &(t) < &(t) Ve € 0,71, (2.56)
(a(t) =lolgz, £0) <o(t*) —r) = &(t) <o(t*) —r vt e[0,T). (2.57)

The following relationship between play operators with different thresholds will be used in
the sequel.
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Proposition 2.7 (Brokate identity). For every o € C[0,T], every r,s > 0, and every
2% <7, |yl < s, we have

pslprlo, 2%, 4°1(8) = porrlo, a” +3°)(t) V€ [0,T]. (2.58)

Proof. Tt suffices to consider ¢ € WHH(0,T). Set & = p.[o,2%, n = ps[&, v0], w(t) =
psirlo, 20+ y°]. We have for a.e. t € (0,7) and each y;,ys,y3 € [—1,1] the inequalities

E(t)(a(t) =€) — 1) = 0,
N(e)EE) =n(t) —sy2) = 0,
w(t)(o(t) —w(t) = (s +r)ys) = 0.

If 7(t) # 0, then necessarily n(t) = £(t) — r, and n(t) = £(t). Hence,

nt)(o(t) — &) —ry1) >0 aee.,

which entails in turn
n(t)(o(t) —n(t) —rys — sy2) >0 a.e.

We now choose y1,¥2,ys 8o as to obtain 7y, + sys = o(t) — w(t), (s +r)ys = o(t) — n(t),
which yields

(n(t) —w(®)(n(t) —w(t)) <0 ae.
By the choice of initial conditions, we have 7n(0) = w(0), hence n(t) = w(t) for all ¢, and
the proof is complete. [ ]

To conclude this section, we show two examples illustrating the fact that the spaces C10, T
and W1H1(0,T) are somehow canonical for the play as a typical representative of a rate
independent operator. Note that the sup-norm in C[0,7] and the norm

T
el oy = [u(0)] + / ()] dt
0

in WH1(0,T) are invariant with respect to increasing homeomorphisms of the interval [0, 77,
so that they are suitable for characterizing rate independent operators. Partial results on
extensions of the play operator to larger spaces than C[0,T] exist, see e.g. [4], but the only
framework where the play still behaves in a good way are the so-called requlated functions,
that is, functions which at each point admit both one-sided limits. The integral represen-
tation as in Theorem 2.4 still works with a small modification, provided we interpret the
integral in the Kurzweil sense, see [7].

Example 2.8. We have seen in the proof of Theorem 2.1 that the play maps W1°°(0,T) into
W12(0,T). We now show that the mapping is discontinuous. Set o(t) = rt, o.(t) = (r+e)t
for ¢t € [0,1]. Then, by Proposition 2.5, £(t) = p,[o,0](t) = 0, and

f T
E) :{ 0 or t e [0,2],

(r+e)t—r forte (#5’1}'

We see that o. converge strongly to o in Wh*(0,T) as ¢ — 0+, while [|&—¢&|lwrecor) > 7.
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Example 2.9. Formula (2.35) for ri(t) = ra(t) = r with constant r shows that the play
is Lipschitz continuous in W11(0,T") with Lipschitz constant 1. For 1 < p < oo, the play
operator is still continuous in W'?(0,T'). This follows from the fact that |£(2)| < |6 ()] a.e.,
which in turn follows e.g. from Proposition 2.5, from the Lipschitz continuity in W11(0,T),
and from the Lebesgue dominated convergence theorem. We now show that it is not even
uniformly continuous in W1?(0,T) for p > 1. For n € N set

1 »
Op =mnr=t, Tp=mn rt,
and o\ (t) = r+ g, min{t, 7.}, i = ain)—% for t € [0,1]. We choose the initial conditions

&7(0) = &”(0) = 0, and define &(t) = p,[o”, 0" (0)](t) for i = 1,2 and ¢ € [0,1]. By

Proposition 2.5 we have £ (t) = g, min{t, 7,}, & = 0. With the norm in W?(0,1)

1 1/p
lllwroon — [u(0)] + ( / a(t)? dt) ,

we have

o o8l = & 167 o =16 o = ([0 @Pa) =1

We see that the play is not even uniformly continuous in W*P(0,T).

3 The Preisach model

Consider a relay o,, with input h(t) and parameters v € R and r > 0, which can take
only one of the values +1 or —1. Switching from +1 to —1 occurs only if h(t) decreases
across v — r and switching from —1 to +1 occurs only if h(t) increases across v + 7, see
Figure 3.

+1

=y

—1

Figure 3: A diagram of the relay with thresholds v + 7, v —r.

A rigorous definition can be stated as follows, see[10]. Let an initial condition oY, € {—1,+1}
and a function h € C[0,T] be given. For each ¢ € [0,7] we define the set

M, ,h)|(t) = {7 €[0,t] : |h(T) —v| > r}. (3.1)
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If M,,[h](t) # 0, then we put t,., = max M, ,[h](t), and
Qg,v lf MT‘,U [h} (t) = wa
orn(t) =< +1 if h(t,,) >v+71, (3.2)
-1 if h(t,) <v—r.
We introduce the Preisach state space A as
A={AeW'®0,00): IN(r)| <1 ae.}, (3.3)

fix an element A € A, and choose the initial condition

0 { +1  for v < A(r),
Qr,v =

-1 for v > A(r). (3:4)

It is easy to see that the function p,, belongs to the space BVp(0,T") of right continuous
functions of bounded variation for every v € R, r > 0, and h € C[0,T].

Definition 3.1. The mapping R,, : C[0,T] x A — BVg(0,T) which with each h € C[0,T]
and A\ € A associates the function g, defined by (3.1), (3.2), (3.4), is called the relay
operator with thresholds v —r, v+ r, and we write o,,(t) = R.,[h, A|(t) for t € [0,T].

3.1 Relay and play operators

With A € A, we now associate the play operator as in Section 2. More specifically, for
a given input function h € W11(0,7), we define & € Wh(0,T) as the solution of the
variational inequality

|h(t) = &) <r  Vte|0,T] (3.5)
ET(t)(h(t) —&(t)—x) >0 Vx| <r ae. (3.6)
£(0) = X(r) + P.(h(0) = A(r)). (3.7)

We denote &, (t) = p,[h, \|(t) and hope that it will not create any confusion with the previous
notation.

Theorem 3.2. Let h € C[0,T] and X € A be arbitrary, and let o,,, & be asin (3.1)~(3.7).
Then for every t € [0,T] we have

{+1 if v<&(t),
Qrvt -

—1 Zf v > fr(t) ) (38)

and the function A : (0,00) — R: 7+ &.(t) belongs to A.

In other words, the position at time t of the interface between the +1 and the —1 region
in the (r,v)-plane is given by the distribution of all play operators at time ¢, which thus
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hA

Figure 4: The memory curve v = p,[h, A](t*).

represent the memory state of the system as an element of the Preisach state space A, see
Figure 4.

Proof. Tt is sufficient to consider h € Wh(0,T). We choose arbitrarily ¢ € [0,7] and
r > 0, and assume that
v>&(t), o0ru(t) =+1. (3.9)

Assume further that M, ,[h](t) = 0. Then o,,(t) = o}, = +1, hence v < A(r). Moreover,
v—r<h(r)<v+r (3.10)

for all 7 € [0,1]. Set
V() = min{v,&(7)}. (3.11)

For a.e. 7 € (0,t) we have by (3.7) that V(7)(h(1) — V() + ) > 0. Using (3.10), we have
h(t) =V (r)+7r >v—V(r) >0, hence V is nondecreasing in [0,¢]. By hypothesis (3.9),
we conclude that

&(0) = A(r) + P.(h(0) = A(r)) < v < A(r). (3.12)
This implies that P.(h(0)—A(r)) = h(0)—A(r)+r < 0, which yields in turn that h(0) < v—r,
which contradicts (3.10).
So, we see that M, ,[h](t) # 0. Since h(t) < &.(t) +r <v+r, M,,[h](t) does not contain
the point ¢ and ¢y := max M, ,[h|(t) < t, h(to) > v+ 7, &(to) > h(ty) —r > v. For all
T € [to, t], inequalities (3.10) hold, and we easily check again that the function V' defined by

(3.11) is nondecreasing in [to,t]. On the other hand, we have V(ty) = v, V(t) < v, which
is a contradiction.

The argument in the case

v < gr(t)a Qr,v(t) =-1 (313)
is similar.
It remains to prove that the function r +— &.(t) belongs to A for every t € [0,7]. This is
obvious for ¢ = 0 by virtue of (3.7), and we set Ao(r) := A(r) + P.(h(0) — A(r), Ao € A.
For all » > 0 and t € [0,T], we have &.(t) = p,[h, \o](t). We now refer to Proposition 2.7,
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which states that p, [k, Ao](t) = ps[&r, Mo](t) with Ao(s) = Ao(r + s) — Xo(r) for all s > 0.
Hence, by (3.5),

[&rrs(t) = &) = psl&r, Mol () = &(1)] < s,
[

which implies that the curve r — p,[h, \|(t) representing the interface in the Preisach plane
belongs to A for all A€ A, h € C[0,7], and ¢ € [0,7]. This completes the proof. |

3.2 Preisach operator

Preisach’s idea is to represent a ferromagnetic body as a collection of dipoles that behave,
under a given external time dependent magnetic field h(t), like relays with all possible
parameters 7,v. The value o, ,(t) represents the magnetization of each elementary dipole
at time t. The bulk magnetization m(t) is then obtained by averaging over all dipoles with
a given nonnegative density function p € L'((0,00) x R) N L>((0,00) x R), that is,

= %/OOO /_Z Orw(t)p(r,v)dodr. (3.14)

The reason for writing the factor 1/2 in (3.14) will be clear below. We denote

1 [eS) 0 1 00 [e§)
= —/ / p(r,v)dvdr — —/ / p(r,v)dvdr, (3.15)
2Jo Jox 2Jo Jo

g(r,v) = /Ov p(r,v")ydo"  for (r,v) € (0,00) x R. (3.16)

and

It follows from Theorem 3.2 that (3.15) can equivalently be written as

m(t) = mg +/ g(r,&.(t)) dr. (3.17)
0
We thus can introduce the Preisach operator F': C[0,7] x A — C[0,T] by the formula
Flh,\](t) = / g(r,p.lh, A|(t))dr  for h e C[0,T], A€ A, and t € [0,T]. (3.18)
0

By virtue of the Lipschitz continuity of the play operator and of the function g with respect
to v, we easily obtain

Corollary 3.3. The Preisach operator F : C[0,T] x A — C[0,T] is Lipschitz continuous in
the sense that

|F[ha, AdJ(t) = Flhe, Ao] ()] < [|pl| oo max{[[A1 = Azl o, |1 — halj 4} (3.19)

for all (hy, A1), (he, A2) € C[0,T] x A and all t € [0,T].
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It is interesting to note that an infinite combination of discontinuous relay operators in (3.14)
leads here to a Lipschitz continuous mapping in the space of continuous functions.

The “play” formalism in (3.18) has another advantage: the energy balance can easily be
derived. Indeed, if we denote by

my(t) = g(r,&(t)), &) = p.[h, Al(t)

the contribution to the magnetization at memory level r, we obtain, as a consequence of
(3.7), that

m,(t)(h(t) — & (t) —2) >0 V]z|<r ae., (3.20)

or, equivalently, _
i (Oh(t) — p(r, &) ()6 (1) = rm.(t)] ae. (3.21)

Set ;
G(r,v) = / p(r,v" )" dv”  for (r,v) € (0,00) x R. (3.22)
0

Then (3.21) can be written as the energy equality

i (1h(1) — 2 Gr, & (1)) = rling ()] e (3.23)

where 1,.(t)h(t) is the power supplied to the system, one part of which is stored as potential
energy increment 2G(r,&(t)), and another (always positive) part r|r,(t)| is dissipated.
The energy equality for the bulk magnetization reads

d d

m(t)h(t) = —Ulh, \|(t) = 7 | = Dlh, )\](t)‘ ae., (3.24)

where the potential operator U and the dissipation operator D associated with F' have the
form

Ulh, N() = /0 T Gl N () dr. D) = /0 T g ) dr . (3.25)

Notice that in the passage from (3.23) to (3.24), we have interchanged on the right hand
side the absolute value and the derivative. This is legal, as all nonzero derivatives of &, (t)
corresponding to one input h(t) have the same sign, namely the sign of h(t).

In the section on general rate independent operators, we have shown the importance of
convexity of trajectories for rate independent operators. We have the following local result.

Theorem 3.4. Let o > 0 be given, and let D, be the triangle D, = {(r,v) € (0,00) x R :
r+|v| < o}. Assume that there exist positive numbers A, C, K such that for a.e. (r,v) € D,
we have

p(r,v) > A, (3.26)
o
‘%(r,v) < C (3.27)
é—g(] - K. (3.28)
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Let A € A be such that X(r) =0 for r > o, and let F be the operator (3.18). Let the input
h € C[0,T] be monotone (nondecreasing or nonincreasing) in an interval [to,t;], and let

|h|[07T] < 0. Then the trajectory f corresponding to F[h, /\H[t0 nl is increasing and convez if

h is nondecreasing, increasing and concave if h is nonincreasing in [tg,t].

Proof. We carry out the proof only for h nondecreasing in [to, t1], the other case is analogous.
put A(r) = p.[h,A](to) for » > 0. Then A € A, and by Proposition 2.5 we have for all
t € [to,t] that

Flh (1) = / g(r, max{A(r), h(t) — r}) dr. (3.29)
0
The function (I 4+ A) : 7+ 7+ A(r) is a nondecreasing mapping of (0,00) onto (h(tg), 00),
(

as A € A and A(0+) = h(ty) by (3.5). There exists therefore a unique left continuous inverse
S = (I+ )™, and we have

S(hl) — S(hg) > (hl — hg) Vhl > ]’LQ .

| —

Hence,

S(h(t))
FIh A(t) = Flh,A](to) + / (9(r, h(t) — ) — glr, A(r))) dr

S(h(t)) ph(t)—r
= F[h,\(to) + / / p(r,v)dodr. (3.30)
0 X(r)

The trajectory f is thus given by the formula

S(h)  ph—r S(h) rh
f(h) = f(h(to)) +/0 /,'\(r) pu(r,v)dvdr = f(h(to)) + /0 /(1+X)(r) wu(r,v' —r) dv(dr , |
3.31

or, by Fubini’s theorem,

h S(v')
f(h) = f(h(to)) + /h(t )/o p(r, v —r)drdo’. (3.32)

It follows from Hilpert’s inequality that A(r) =0 for r > g, hence S(h) < g for h < p. The

integration domain 0 < r < S(h), A(r) < v < h —r is thus contained in D,. Furthermore,
f is absolutely continuous, and

S(h)
f'(h) = / p(ryh —r)dr >0 ae. (3.33)
0

For h(ty) < hy < hgy < h(t;) we have

S(h2)

S(h1)
f'(ha) — f'(hy) = / po — ) dr + /o (u(r,hy — 1) — p(r,hy — 7)) dr. (3.34)

S(h1)
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By hypotheses (3.26), (3.27), we have

SIS

/s(hg) pu(r, hy —r)dr > A(S(hy) — S(hy)) > =(hy — hy)

(h1)

S(h1)
/0 (u(ryhy — 1) — p(ryhy — 7)) dr| < CS(hy)(he — hy) < Co(hy — hy),

which yields

['(he) = f'(ha) _ A
>——0oC=K>0
he—hy 2 ¢ ’
hence f is strictly convex. The case that h is nonincreasing is similar. [ |

A locally convex Preisach operator can be extended to a globally convex one by the following
construction.

Corollary 3.5. Let v and \ satisfy the hypotheses of Theorem 3.4. Put

w(r,v) for (r,v) € D,,
p(r, 0 =) forr<ov>o0—r,
1o(r,0) = (3.35)
p(r,—o+r)  forr<ov<—o+r,
1(e,0) forr>o,

/

and g,(r,v) = fov po(r,v")ydv'. Then the Preisach operator

Folh, \] = / " galrypolh, X)) dr

Then the convezity/concavity property of the trajectories is fulfilled for all inputs h € C[0,T]
without any restriction of the amplitude.

We conclude this section by a variant of the Hilpert inequality, cf. (2.54).

Proposition 3.6 (Hilpert inequality for the Preisach operator). Let the functions hy, hy €
W0, T) and A\, Ay € A be given, let & = p,[hi, Ni], @ = 1,2, let pu € L*((0,00) x R) N
L>((0,00) xR) be a given nonnegative density function, and let F' be the associated Preisach
operator as in (3.16), (3.18). Then the inequality

% OOO (g(r.61(t) — g(r, (1)) " dr < %(F[hl, M)(t) = Flho, M) (£)) H(hy (£) — haft)),
(3.36)

where H is again the Heaviside function, holds almost everywhere in (0,T).

Proof. We multiply the first inequality in (2.55) by u(r,&!), the second one by u(r,£?),
and obtain
d

0 & (0) = g(r, G@0) (H (M) = ha() = H(E (1) = €(1) 20 ace.
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We have indeed

%(g(h & (1) = g(r. G W)H(E (1) — &(1))
= %(9(7’, & (1) —g(r, &) H(g(r, (1)) — g(r, €2(1)))
= LW0E®) ~ o) ac,
and it suffices to integrate over r to obtain the assertion. [ ]

4 The method of characteristics

We recall here a classical method for the construction of local solutions to the system
Vg = 02(6)5:6’ (41)
& = Vg
for (x,t) € R x (0,00), with initial conditions
0(@,0) = wole), (4.3)
e(z,0) = eo(z), (4.4)
for x € R, under the following hypotheses.

Hypothesis 4.1. The data of Problem (4.1)~(4.4) have the following properties.

(i) The function c is Lipschitz continuous in R with constant L. > 0, and there exist
constants c1,ca such that 0 < ¢; < c(e) < ¢y for all e € R;

(ii) The functions vy, g9 are Lipschitz continuous in R with Lipschitz constant Ly .

For a given function ¢ : R x (0,00) — R and a given point (z,t) € R x (0,00), consider for
7 € (0,t) the ODEs

E(r) = e(e(é(r), 7)), &(t) ==, (4.5)
(7)) =—cle(n(r), 7)), nlt)=z, (4.6)
where the dot denotes derivative with respect to 7. The “initial condition” is given at

time t and 7 goes backwards from ¢ to 0. The trajectories of ¢ and 7 are called the
characteristics.

For ¢ € R we set C(e) = [;c(z) dz, and define the functions (the so-called Riemann
invariants)
p(v,e) = v=0Cle), (4.7)
P(v,e) = v+C(e) (4.8)
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for (v,e) € R%.
If v,e are smooth solutions to (4.1)—(4.2) and if &, n satisfy (4.5)—(4.6), then (for simplicity,
we omit the arguments on the right hand side)

d%w(v(é(ﬂ? 7),e(6(r),7)) = v+ vt e(e)(ef +e) =0, (4.9)
C%f/}(v(n(ﬂ, 7),e((7),7)) = van+ v —c(e)(exn) + 1) = 0. (4.10)

We see that each of the Riemann invariants is constant along the corresponding characteristic.
This enables us to represent the value of the solution at the point (z,t) by the formula

oad) = S(PlE0)),2oE(0) + U (n(0). c(n(0)). ()
(o) = O (Glplan(E0).2€0) + o). 2alnO)) ) . (412

where C~! is the inverse function to C'.

The method of solving Problem (4.1)—(4.4) called method of characteristics is based on this
representation. Given 7' > 0 and a function ¢ € WH*(R x (0,7)), we solve for each
(x,t) € R x (0,T) the system

(1) = c(é(&(r), 7)), &) ==, (4.13)
n(r) = —c(én(r), 7)), nt) ==, (4.14)
and define v, e by the formulas (4.11)—(4.12). A fixed point of the mapping which with é as-
sociates ¢ is called a characteristic solution of Problem (4.1)—(4.4). The above computation

shows that every smooth solution is a characteristic solution. We prove here the following
Theorem.

Theorem 4.2. Let Hypothesis 4.1 hold. Then there exists T > 0 and a unique characteristic
solution to Problem (4.1)—(4.4) on R x (0,7).

We will see that the characteristic solution cannot in general exist globally for all times. We
postpone the proof of Theorem 4.2 and make a preliminary step.

For any T > 0 and any increasing function 3 :[0,7] — (0, 00), we define the sets
Krpg={c € W"°(R x (0,7)) : e(,0) = eo(), |ea(z,1)| < B(t),|ee(x, )| < c2B(t) ace.},

(4.15)
and prove the following statement.

Proposition 4.3. Under Hypothesis 4.1, there exist T" > 0 and a continuous positive in-
creasing function B on [0,T] such that the function € given by (4.12), (4.13)—(4.14) belongs
to Kpp for every é € Krg.

Proof of Proposition 4.3. Let [3 be an arbitrary increasing function in an arbitrary interval
[0,7] for the moment, and let € € Ky be arbitrarily chosen. We choose arbitrary points
r1,22 € R and t € (0,7, and define the characteristics

(1) = e2(&(r),7)), &) =, (4.16)
0i(1) = —c(@(mi(7),7)),  nilt) = =i, (4.17)



irreversible.tex, July 13, 2010 28

for i = 1,2. By Hypothesis 4.1 we have for 7 € (0,7") that

[€1(7) = &o(7)] < LB(T)[€a(7) — &a(T)]- (4.18)

Integrating from 7 to t, we obtain

6(7) — 6(7)] < o1 — a] + L / B(s)|x(s) — &(s)|ds. (4.19)

We now use the Gronwall argument to estimate the difference & — & . For 7 € [0,¢] set
= [ B(s)ds. Then

diT <eLcB(T) /t5(8)|§1(3) — &a(s)] ds)

= 5o (1 / B - &)l ds - l6(r) - ()]

> —|z1 — x| B(7) "B

d [lzr—2o B(7)
= — | ————e""V ). 4.2
dr < L. ¢ (4:20)

Integrating from 7 to t we obtain

|z — 29| —}—LC/ B(s)|€1(s) — E(s)| ds < leBOBO) |3 — ), (4.21)

and combining (4.19) with (4.21) we obtain

161(7) = &(7)| < eFeBO=BD 0 0] Vr e [0,1]. (4.22)
A similar argument yields

I (7) — o (7)| < eLeBO=BE 10— a0| W7 e [0,1]. (4.23)

We now use formula (4.12) to estimate e(xy,t) — &(x2,t). The functions C,C~! are both
Lipschitz continuous with constants ¢, 1/c;, respectively. Hence, by Hypothesis 4.1,

1"‘02 Lc

t)|ZL‘1 — [E2| . (424)
8]

|€(:L‘17t) - 5(372, )| < LI

We now choose B to be the solution of the differential equation

1
B(t) = L~ 2 eheBO | B(0) =0, (4.25)
&1
that is,
11 __a

(4.26)
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Choosing any T < k, we see that |e,(x,t)| < B(t) for a.e. (x,t) € R x (0,7). We now
similarly prove that

lec(z,t)] < efB(t)  for ae (x,t) € Rx(0,7). (4.27)
Indeed, for x € R and 0 < t; < t; < T we define the characteristics by the equations
&(r) = cE(&(n) ), &lt) =a, (4.28)
(1) = —cEi(7), 7)), mti) = . (4.29)
By (4.22)-(4.23), we have
[€1(0) = £(0)] < e*P|g (1) — 2] = P (1) — &1(th)] < cre™ Pty — 5], (4.30)
and similarly

[71(0) = n2(0)] < cae®PU) |ty — ], (4.31)

and (4.27) follows from formula (4.12) as above. This completes the proof of Proposition 4.3.
|

Example 4.4 below shows a characteristic solution that blows up at a time close to . This
is due to the fact that the characteristics carrying different values of the Riemann invariants
may intersect at finite time.

We first finish the proof of Theorem 4.2.
Proof of Theorem 4.2. We show that with the choice (4.26) for 5 and with T' < & sufficiently

small, the mapping defined by (4.11)—(4.14), which with & associates ¢, is a contraction on
Krg. We fix x and ¢, and as in (4.13)—(4.14), set for 7 € [0,¢] and i =1,2

(1) = c(a(&(r),m), &) ==, (4.32)
(1) = —c(E(m(r), 7)), nilt) == (4.33)

We endow K7 with the supremum norm |le]| = sup, yerx(o.r) [€(%,t)|. Similarly as in
(4.18) we have

[€1(7) = &(7)] < Le(|E1 = &l + B(7)|&(7) = &(7)]) (4.34)

hence .
) - el < L (- Dlla -2l + [ 5610 - aolds) . (@43
We proceed as in the proof of Proposition 4.3 and obtain by Gronwall’s argument

dif <eLcB(T) ((t —7)||E1 — ol + /:5(5”51(5) — &(s)] ds))

> —||&) — & ekeB™), (4.36)

Hence,

t
61(r) — (7] < Lallés — &) / BB g, (4.37)
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and similarly,

t
() = ()] < Ll — & [ b2 s, (4.38)

By (4.12) we have

2 t) = 07 (G-plan(& 0D, GO + BltO). atu®))) . @439

We now argue as in (4.24) and obtain

1 + Co t L.B(s) A ~
ler(z,t) —eo(z,t)| < | Ly e P¥Wds ) ||& — & (4.40)
0

G

The coefficient in front of [|&; — ;|| is less than one if ¢ is sufficiently small. Hence, the
mapping € — ¢ is a contraction on Krg with respect to the norm || - || provided T is
sufficiently small. Since Kr g is closed with respect to the sup-norm, the Banach contraction
principle yields the existence and uniqueness of a characteristic solution to Problem (4.1)—
(4.4). [

Example 4.4. Consider the system (4.1)—(4.4) under Hypothesis 4.1 with data satisfying
the following conditions:

eo(z) =¢epo + L1z for x € [z1,29], (4.41)
vo(z) = Clep(x)) for x e R, (4.42)
c(z) =co+ Lez for z € [21, 29] (4.43)

where [z, 23] is an arbitrarily fixed interval and z; = eq(x;), ¢ = 1,2. For

t<ty:= 4.44
=T (4.44)
we can implicitly define, by means of the contraction argument, the functions
e(z,t) = eo(x+te(e(x,t))), (4.45)
v(z,t) = Cle(x,1)), (4.46)

and check by straightforward differentiation that they solve Problem (4.1)-(4.4). For y €
[x1, 2] we now define the family of straight lines

Ay = {(0,8) € R 2 = y — te(eo(u))} (447
Along each ), the function e given by (4.45) has the value
e(x,t) = oy — te(eo(y)) +te(e(x,1))) (4.48)

hence
le(z,t) —eo(y)| < tLiLele(z,t) — eo(y)]- (4.49)
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For t <ty and (z,t) € A\, we thus necessarily have e(z,t) = €¢(y) = €00 + L;y. On the
other hand, for (z,t) € A\, and t — t,—, we have

Co + LC€00

r — Tg i —
LILC

Hence, all straight lines )\, are the characteristics given by the equations

(7)) = —cle(n(r), 7)), nlte) = zo. (4.50)

They all intersect in the point (zg, ty), while the solution e(z,t) carries different values along
each characteristic. Hence, the characteristic solution cannot be extended to the whole time
interval [0, %o].

5 The Riemann problem

We have seen in Example 4.4 that continuous solutions to Problem (4.1)—(4.4) cannot exist
for all times even if the data are smooth. We set

g(e) = / (z)dz, (5.1)
0
and state equations (4.1)—(4.2) in the form

ve = g(€)a, (5.2)
5.3)

To illustrate the complicated character of the system (4.1)—(4.4) after the discontinuity (a
shock) appears, assume first that the first discontinuity point (xg,%,) is isolated and that
the left and right limits exist at this point. The equations (5.2)—(5.3) are invariant with
respect to the shift x — x — xy, t — t — ty, we can therefore assume that the initial data
Vg, €o have a jump at the origin. We now “zoom in” the neighborhood of the origin by the

transform
x
F )= =, —=

and let formally R tend to co. Assume that for a generic function 6 of x and t the limit

Et = Ug.

z t
0" (z,t) = lim 0 | =, = 5.4
(z,1) Ao (R R> (5.4)
exists. Then obviously 6* is invariant with respect to Fg (we say that it is self-similar),
and we have

0% (,t) = 6° (% 1) —. 4 (%) for t>0. (5.5)

System (5.2)—(5.3) is invariant with respect to Fr for every R > 0, and the question about
special self-similar solutions of the form (5.5) is justified.
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Consider first a general inequality
07 — x; >0 in the sense of distributions (5.6)

between two self-similar functions 6*, x*. The weak formulation of (5.6) reads

/ / (0" 01 + X" 02)(x,8) dt dz > 0 (5.7)
—00 J 0

for all Lipschitz continuous nonnegative test functions o with compact support in R x
(ty,00). In terms of 6,y from (5.5), we have the following characterization of weak solutions
to (5.6). Here and in the sequel, prime denotes derivative with respect to z = x/t.

Lemma 5.1. Let 0%, x* be as in (5.5). Then inequality (5.7) holds if and only if
(20(2) + x(2))" < 0(2) (5.8)

in the sense of distributions, that is, the function

20(2) + x(2) — / 0(s)ds (5.9)
0
15 nonincreasing in R.

As an easy consequence of Lemma 5.1, we have

Corollary 5.2. We have equality in (5.6), that is,
0 —x, =0 a.e. (5.10)
if and only if the function z v 20(z) + x(2) is absolutely continuous and the identity
(20(2) + x(2)) = 0(2) (5.11)

holds almost everywhere in R.

Proof of Lemma 5.1. Let (5.8) hold, and let ¢ be an arbitrary admissible test function. In
the left hand side of (5.7), we substitute z = x/t, and put

v(z) = /000 o(zt,t) dt (5.12)

for z € R. Using the identity

0= /Ooo %(tg(zt, ) dt =~(z) + 27/(2) + /Ooo toi(zt, t)dt,

we obtain the integral

/_OO (0(2) (27(2)) + X(2) 7 (2)) dz, (5.13)

[e.9]
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which is greater or equal to 0 by virtue of (5.8), and (5.7) follows. Conversely, for an
arbitrary test function 4 with compact support in R we can find ¢ such that (5.12) holds.

Indeed, it suffices to put
x

o(x.t) =7 () ntt

with a nonnegative function p with compact support in (0, 00) such that [ u(t) dt = 1.
By the same substitution, we thus conclude that (5.7) implies (5.8).

Assume that v*,e* are now self-similar solutions to (5.2)-(5.3). By (5.4), the initial condi-
tions for v*,e* read

{ v*(x,0) = vo(0+) =V, for 2 >0, (,0) = vo(0—) =: V_ for x <0,

(e, (5.14)
e*(z,0) = g9(0+) =: By for 2 >0, e*(x,0) =¢(0—) =: E_ for z <O0. '

This constitutes the so-called Riemann problem. By virtue of Corollary 5.2, we rewrite the
problem in terms of the self-similar variable z in the form

(20(2) +9(e(2))) =0(2) ae.,
(z(2) —1:17(2))’ =é(z) ae., (5.15)
0(+o0) =Vi,
£(£o00) E.

It is convenient to eliminate the unknown function v and state the problem only for £.

Lemma 5.3. An equivalent formulation of Problem (5.15) reads
B(+o0) = By, (5.16)

where P(z) = E, for z>0, P(z) =E_ for z<0.

Proof. Let v, satisfy (5.15). We have 222(z)—g(&(2)) = 2(28(2) +0(2)) — (20(2) +g(&(2))),
which is an absolutely continuous function, and the first equation of (5.16) easily follows.
We now prove that under Hypothesis 4.1 (i) we have

E(z) =FE; for 2> ¢y, E(z)=E_ for z < —cy. (5.17)

Indeed, choosing z > R > ¢y, we obtain by integrating the first equation of (5.16) from R
to z the identity

z

2(E(2) — &(R)) = g(&(2)) — 9(&(R)) + / 25((s) —&(R)) ds. (5.18)

R

Hence,

(R? — 2)|&(2) — &(R)| < /R “9sla(s) — &(R)| ds, (5.19)
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and by Gronwall’s argument we conclude that & is constant in [R, 00) for all R > cy. The
argument for z < —cy is similar. We thus see that (5.17) holds. For any R > ¢ we further
have, by virtue of (5.18), that

/_ (&(2) — P(2))dz = / ((25(2) + (=) — P(2))dz = 5(R) — 5(—R) . (5.20)

R —R

and it suffices to let R tend to infinity to obtain (5.16). Conversely, assuming that £ is a
solution to (5.16), it suffices to set

0(z) = —z(8(2) — P(2)) + / (E(s) — P(s))ds+V_, (5.21)

— 00

and check that (5.15) is satisfied. [ ]

Problem (5.16) is an ODE of the first order with three “boundary conditions” and looks like
an overdetermined problem. We will see that this is not the case. The reason is that the
solution may exhibit jumps. However, the condition that the function z +— 2%2(z) — g(&(2))
is absolutely continuous imposes a restriction. If £(zp—) = e_ # &(z0+) = €4 at some point
20, then necessarily

ey) —gle-

2= M _ (5.22)

Ey — &
This condition is known under the name Rankine-Hugoniot condition. It describes the
relation between the speed of shock propagation zy = x/t and the height of the shock.

We state the existence result in the following form.

Proposition 5.4. Let Hypothesis 4.1 hold. Then

(i) for every Ei, Vi € R, there exists a piecewise constant solution to (5.16), and the
solution is unique if g is linear;

(ii) of g is nonlinear, then there exist infinitely many distinct piecewise constant solutions
to (5.16) even if Vo = Ey =0.

Indeed, the case Vi = E4 = 0 always admits the natural solution £ = 0. Proposition 5.4 (ii)
thus cannot be considered as a satisfactory answer to the problem, and we will come back
to this question in the sequel.

Proof. (i) Given Ej € R, we define £ as
E_ for z € (—00,z_),
E(z)=4 Ey for z € (z2_,2,), (5.23)

E. for z € (z4,00),

where we set

L \/9<E0>—9<E_> o \/g<E0>—g<E+> (5.24)
] , o .
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with the convention (g(Ey) — g(E-))/(Ey — E_) = ¢'(E_) if Ey = E_ etc. We see that
the function z — 22&(z) — g(e(2)) is absolutely continuous in R, cf. (5.22), and the first
equation of (5.16) is satisfied almost everywhere. The second condition is trivially fulfilled.

It only remains to check that Ey can be chosen in such a way that the third condition in
(5.16) hold, that is,

(B — E.) \/9<E0> 0B g g \/9@0) —0(B) (5.25)

Eo— E_ Eo— E.

The left hand side of (5.25) is a continuous functions which tends to —oo as Ej tends to
—o0 and to +00 as FEj tends to 400, hence such an Ey does exist. The uniqueness of this
solution if ¢ is linear easily follows from the Rankine-Hugoniot condition (5.22).

(ii) The construction is slightly more involved in this case. Assume for definiteness that
g(0) = 0 (this changes nothing in the statement of the problem). We first prove that there
exist ¢ < 0 < p such that the following alternative holds:

(A) either 22 =900 _ 9() = 9(r)

> Vr e (q70]a
pP—q p—r
(A,) or 9(p) — 9(q) - g(s) —g(q) Vs € [0,p)
" p—q 5—q o

Indeed, assume that for every ¢ < 0 < p, both sets

) = {s ey 200 L SIZAD (5.26)

JL@ﬂ>::{T€@ﬂkﬂm—g@) mm—gwq (5.27)

p—q p—r

IN

IN

are non-empty. Put 7 := maxA_(p,q), § := min A, (p,q), and assume for instance 7 < 0.

By hypothesis, the set A_(p,7) is a non-empty subset of A_(p,q) which contradicts the
9(P)=9(@)
pP—q

definition of 7. We therefore have 7 = 0, and similarly s = 0. The inequalities

9w 9)=9(@) < 9 omhined with the elementary identity

9(p) —9(q) g@)_g(ﬂm—gw) ﬂ@) (5.28)

pP—q p

p—q q q
yield
g(p)  9(q)

—r =" VYg<0<p.
p q

This is only possible if ¢ is linear, which is a contradiction.

In the case (A_) with fixed values of p > 0 > ¢, we choose some r € (¢g,0) which will be
specified later, and put

__Js_ Je)—gl@) _ fep)—g(r) - [9(r)
21 = q y 2 p—gq , <3 p—r , R4 ” . (529)
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By (A_), we have z; < z5 < 23 < z4, and we may put

0 for z < z,
q for z € (21, 2),
E(z) =< p for z € (29,23), (5.30)
r for z € (z3,24),
0 for z > 2.

The Rankine-Hugoniot condition (5.22) is satisfied, hence & will be a solution to Problem
(5.16) provided

| )z = it + V@ — @)= 0~ o) — g0 = 1) - Vol = 0.

- (5.31)
This can be achieved by a suitable choice of r. Indeed, let us denote by h(r) the middle
term in (5.31). We have h(0) > 0, h(q) < 0, hence a suitable r € (¢q,0) satisfies (5.31).

Case (A,) is similar. We define for some s € (0, p)

/ _ Jalp) —9(a) ~g(s) —g(a) /
e T (5.32)

We have again z; < z5 < 23 < 24, and it suffices to put

0 for z < z,
p for z € (21, 29),
E(z)=4q q for z € (z,2;), (5.33)
s for z € (z3,2),
0 for z > z.

The counterpart of (5.31) reads

/_OO g(z)dz = v/g(p)p — vV (9(p) — 9(0))(® — @) + /(9(s) — g(a))(s — @) + V/g(s)s = 0.

R ~ R (5.34)
Let now h(s) be the middle term in (5.34). We have h(0) < 0, h(p) > 0, hence € is a
nontrivial (and in fact non-physical) solution to (5.16).

It remains to check that there exist in fact infinitely many solutions of the above form. In

case (A_), for every
) e (g(p) 9(p) —Q(Q)>

)

p p—q
we repeat the same construction, replacing ¢ by

9(p) —g(u) _ ,y} |

qA:maX{ue (q,0) :
p—u

Case (A,) is again similar. This completes the proof of Proposition 5.4. [ |
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6 Energy balance

We associate with System (5.2)— (5.3) the functions

E(v,e) = %”02 +E(E), Flu.e) = vgle), (6.1)

called the energy density and energy flux density, respectively, where E is the antiderivative
of ¢, that is,

E(e) = / g(u) du. (6.2)
0
Smooth solutions of System (5.2)— (5.3) conserve the total energy in the sense

0 0
a5(1},5) - %}"(v,s) =0. (6.3)

For weak solutions, one cannot ensure that the energy be preserved for all times if ¢ is
nonlinear. Instead of (6.3), according to the 2°¢ Principle of Thermodynamics we only
require that the energy dissipation rate given by the left hand side of (6.3) be nonnegative,

ie.
0 0
ag(v, ) — %.7-"(21, e) >0 in the sense of distributions. (6.4)

For self-similar solutions we can rewrite condition (6.4) in the following way.

Proposition 6.1. A solution £ of (5.16) satisfies condition (6.4) if and only if the function

z— E(&(2)) —&(2)g(é(2)) + —¢°(2) — / s&%(s)ds (6.5)
0
is nondecreasing for z > 0 and nonincreasing for z < 0.

Proof. Condition (6.5) can be equivalently written as

. (E<é<z>> ~ e()g(e(e) + Z—e*(z)) < 22(2) (6.6)

in the sense of distributions. On the other hand, by Lemma 5.1 we have

(= (57 + B ) + @(2>g(g<z>>)’ < (57 B (6.7)

in the sense of distributions. We now use the identity

where we set
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By (5.15), V is absolutely continuous and

V'(z) = 1172(2) +E&(2)g(é(2)) — 3—Z2(€_2(2) a.e. (6.10)

Substituting (6.8)—(6.10) into (6.7) we obtain

3

(zE(e(z)) +52%() - zs(z)g(s(z») < B(5(2) + 52%(2) — £(2)g(6(2)) + #°8(2) , (6.11)

and (6.6) follows. [

In the remainder of this section, we restrict ourselves to solutions which belong to the space
of regulated functions, that is, functions u : R — R that at each point z € R admit both
one-sided limits u(z—),u(z+).
Condition (6.5) has a clear geometrical meaning. It states that if e := &(zp—) # 4 =
£(zo+) at some point zg, then

The signed area between the segment with endpoints (e_,g(e_)) and (e, g(ey)),
and the part of the graph of g between €_ and €, is nonnegative.

} (6.12)

Indeed, let zp > 0 be such a discontinuity point. As a counterpart to (5.22), w have by (6.5)
that

(Bles) — exgles)) — (Ble) — 2—g(e) + D~ 2) 20 (6.13)
Combining (6.13) with (5.22) we obtain
(E(ey) — (E(e-) - %(9(@) +g(e))(er —e) 20, (6.14)

which is precisely (6.12). Similarly, for zy < 0 the condition reads

(E(ey) — (B(e-) - %(9(@) +g(e-))(er —e-) <0, (6.15)

No discontinuity can arise at zp = 0 by virtue of (5.22), indeed.

The dissipation condition (6.5) eliminates all non-physical solutions to the Riemann problem
if and only if g has no inflection points. We show here the “if” part which is easy. Examples
of multiple solutions around the inflection point are quite technical and we refer the reader
to [6]. We focus here on the following special case.

Proposition 6.2. Let g : R — R be a strictly convex continuously differentiable function.
Then for every Ey,Vy € R, System (5.16) admits a unique regulated solution satisfying the
dissipation condition (6.5).

Proof. 'We choose an arbitrary real number Ej, solve the equation separately on (—o0, 0]
and [0,00) with boundary conditions &(+o00) = Ey, £(0) = Ey, and show that there exists
a unique FEj such that the third condition in (5.16) is satisfied. Consider first the interval
[0,00) and assume that £ has a jump e_ := &(20—) # €4 1= &(2+) at some point z5. The
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segment connecting (¢_, g(e_)) with (e4,g(e4)) is above the graph of g, since ¢ is convex.
Hence, by (6.14), e, < e_. In other words, the solution can only jump down for zy > 0.
Furthermore, by (5.22), we have

g'e=) >z > d'(ey). (6.16)
We find 6 > 0 and z; < z9 < 2 such that

g9(e-) —9(e(2))

> 20+ 0 for z € (21,20), (6.17)

%
|
M)
—~
I
SN—

and
g(ey) — g(&(2))
ey — 5(2)

We now argue as in (5.18). In the identities

<25 — 0§ for z € (20, 2). (6.18)

2(E(2) —ep) — (9(8(2)) — g(ey)) = /z 2s5(&(s) —e4)ds for z € (20,22), (6.19)

20

Ple_ —(2) — (g9(e2) — g(&(2))) = /ZO 2s(e_ —&(s))ds for z € (21, 20) (6.20)
we use (6.17)—(6.18) and obtain

5|§(z)—8+|§/ 255(s) —e4|ds  for = € (20, 2), (6.21)

20

deo —&(2)] < / 2sle_ —&(s)|ds for z € (21, 20). (6.22)

Hence, by Gronwall’s argument, £(z) = e_ in (z1,20) and &(z) = €4 in (29, 22). We now
choose maximal intervals (21, 29), (20,22) with the properties (6.17)—(6.18). If z; > 0, then
E(z1—) =€, >e_>¢ey and

Ex —E_ e- —ey

which contradicts the convexity of g. We obtain the same contradiction assuming that
29 < 00. Hence, £ is constant in (0, z9) and (zp,00), and we have

. [9(Eo)—g(Ey)

E, for z > z

We see that if £ has a jump in (0,00), then the jump points downwards and the solution
is uniquely determined by the boundary conditions Ey, > E, . If Ey < E,, a discontinuous
solution therefore cannot exist. Smooth solutions are obtained by direct differentiation in
(5.16), which yields

(2" — g'(e(2)))e'(2) = 0, (6.25)
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hence the solution is composed of constant states &(z) = 0 and rarefaction waves z* =
g'(2(z)). More specifically,

o for 0 <z <z :=+/g'(Ey),
E(z) =4 (97122 for z1 <z < 29 := /g (Ey), (6.26)
E. for z > 2.

The solution is obviously constant if £y = E,. Note that we use in a substantial way the
fact that ¢ is strictly convez.

In the interval (—oo,0), the situation is opposite. We have a discontinuity (shock) if Ey >
E_ and a rarefaction wave if Ey < E_, that is,

. J9(Eo)—g(E-)
é(z) _ E_ for z < zp = Fo—FE_ 5 (627)
Ey for 0> 2> z
if £y > FE_, and
E_ for z < 21 := —\/¢'(E_-),
E(z) =4 (¢)712% for 21 < z < 29 := —\/¢'(Ep), (6.28)

Ey for 0> 2z > 2

if Ey< E_.

It remains to check that FEjy can be chosen in a unique way to fulfill (5.16). In the situation
of (6.28), for example, we have, by substituting z = —/¢’(u), that

/ E(z)dz = /zz(g')_l(ZQ) dz — 29Fy=21E_ — : V' (u)du. (6.29)

21 21 Eo

This yields

/ 0 (8(z) — P(2))dz = (Bo— E) 235 if B> E-, (6.30)
—o0 - g)’ Vg (u) du if By <E_.

Similarly,

o] FEo)—g(E .
[ - pepaz= ¢ o B MR B >EBn o)
0 — Jg, V9 (u)du if By <E..

We see that the function which with Ey associates [ (£(z)—P(z)) dz is continuous, strictly
increasing, and unbounded from above and from below, hence (5.16) has a unique solution.
|

A uniqueness criterion for general functions g is stated in [6]. It is based on a “maximal
dissipation condition” and coincides with the vanishing viscosity criterion.
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7 Wave propagation in hysteretic media

We have seen in the previous section that waves in nonlinear media always develop singular-
ities in finite time. If hysteresis is present, the system still preserves the property of bounded
speed of propagation, which characterizes hyperbolicity, but singularities do not occur due
to specific dissipation properties of hysteresis operators.

Let us start with an easy ODE problem.

Proposition 7.1. Consider a mapping S : C([0,T]; X) — C([0,T]; X), where X is a
Banach space. Assume that there exists a function £ € L*(0,T) such that for all ui,us €
C([0,7]; X) and t € [0,T] we have

[STua](t) = Slua)(t)] < €(F) [ur — ualg - (7.1)
Then the differential equation
a(t) = S[u(t), u(0)=u’ (7.2)

has a unique solution u € C1([0,T]; X) for every v’ € X .

Proof. We proceed by the Banach contraction principle. Let @ : C'([0,7]; X) — C(]0,T]; X)
be the mapping

) =u —|—/ Slu (7.3)
and let L(t fo 7)d7. We define in C([0,7]; X) the norm

lulll = sup (e 20ulg,) - (7.4

te[0,7

For wuy,us € C([0,T]; X), we have by (7.1) that

Blu)(t) — Dlua) (1)) < AIﬂmWﬁ—ﬂwKﬂMTSAEﬁHm—umwwh

t
< ]Hul—u2||]/ (1)l dr . (7.5)
0

hence,

t
T @[] — @fun]lpy,g < |HU1—U2|H/ ()0 dr = (1= e ) [[Jur —wal]. (7.6)
0

We see that & is a contraction with respect to the norm ||| - |||, which we wanted to prove.
]

As a model problem to study wave propagation in hysteretic media, we consider for (z,t) €
(0,1) x (0,7) the system

oy = 0, (7.7)

e(z,t) = Plo(z,)|(t), (7.9)
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where ¢ >0, £ >0, and T > 0 are fixed constants, and P : W12(0,T) — W12(0,T) is a
constitutive operator whose properties are specified below in Hypothesis 7.3. We prescribe
boundary conditions

v(0,t) = 0, (7.10)

o(1,t) = o.(t), (7.11)
where oy is a given time dependent external load, and initial conditions

v(x,0) = wo(x), (7.12)

o(xz,0) = oo(x). (7.13)

Before we state and prove the existence result, let us show that under natural assumptions
on the operator F', system (7.7)—(7.9) is hyperbolic in the sense of bounded propagation of
waves.

Proposition 7.2. Let there exist a potential energy operator V' such that

(i) there exists a constant ¢ >0 such that V[o](t) > $0°(t),

(ii) the energy inequality o(t)<LPlo](t) > LV(o](t) holds

for every o € WY2(0,T) and a.e. t € (0,T). Let [a,b] C R be an interval such that that the
initial conditions vanish in [a,b]. Then every solution satisfying system (7.7)—~(7.9) almost
everywhere vanishes in the whole triangle

Q:{(m,t)6Rx(0,oo):a+\/%_g<x<b—\/%_g}. (7.14)

Proposition 7.2 states that that the speed of propagation does not exceed 1/,/co. Note that
conditions (i), (ii) in Proposition 7.2 are satisfied if P = G is the fatigue operator (1.11).
The energy inequality is derived in (1.16) and ¢ = ¢(0). If Plo] = co + F[o, \], where F
is the Preisach operator (3.18) with a fixed initial memory A, then V[o] = £0* + Ulo, A],
where U is given by (3.25), and we see again that the hypotheses of Proposition 7.2 hold.

Proof of Proposition 7.2. For T < $,/co(b—a) set Qp = {(z,t) € Q:t < T}. We easily
check that the function L(z,t) = E(z,t) — Q.(z,t), where

E(z,t) = 502 + Vo], Qz,t)=vo,

is nonnegative on 2 by virtue of assumption (ii). Let us denote by Z(z,t) the vector
(—Q(z,t), E(z,t)). We integrate L(x,t) over Qp with a fixed 7' and obtain, by Gauss
Theorem, that

0 > / L(z,t)dxdt
Qp

_ /FO<7»LO-Z)015+/F(n:r-Z)dS+/F (n+-Z)dS+/<n—'Z>dSv
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where I'g = {(2,0) : z € (a,0)}, I'r = {(2,T) : v € (a+T/\/c0,b=T/\/c0)}, Ty = {(x,1) €
oN:x=a+t/eo,t € (0,T)}, I'_ = {(x,t) € 0N : 2z =b—1t/\/co,t € (0,T)}, and n,
is the unit outward normal to 'y, ¢ € {0,7,+,—}. We have ng = (0,—1), ny = (0,1),

ny = +/1/(14 co)?(—y/co,1), n_ = +/1/(1 + co)*(\/co,1).

By hypothesis, we have E(z,t) > 2v* + £0° > | /coQ(x,t) for all (z,t) € Q, hence

Iy

Furthermore, since the initial conditions vanish, the integral over I'y is zero, and we obtain

0 o C o
/FT <2v +20>(13,T)dx 0

The level T" has been chosen arbitrarily. We conclude that v = ¢ =0 in €2, and the proof
is complete. [ ]

The existence of solutions to system (7.7)—(7.13) will be proved under the following hypothe-
ses.

Hypothesis 7.3. The mapping P : W42(0,T) — W12(0,T) is rate independent, and
(1) admits a locally Lipschitz continuous extension to P : C[0,T] — C[0,T];

(ii) its inverse P~ : C[0,T] — C[0,T] satisfies the Lipschitz condition (7.1) with ¢ inde-
pendent of t;

(iii) there exists b > 0 such that P 1is strictly locally monotone and locally counterclockwise
convex with bound b.

Consider any o € WY(0,7), h > 0, and 7 € (0,7). Put oy(t) = o(t) for t < 7,
o1(t) =o(r) for t > 7, 09(t) = o(t) for t <7 —h, o9(t) = o(r —h) for t > 7 — h. Letting
h — 0+, we obtain from the hypotheses that

|dota(t)] < £le(t)], [é()] < Cllofpy)le@)] ae., (7.15)

where € = P[o], and C(|o|,) is a nondecreasing function of |0y, ;.

Here again, the conditions are satisfied if P = G is the fatigue operator (1.11). For operators
of the form P[o] = co + F[o, A], where F' is the Preisach operator (3.18) with a fixed initial
memory A, conditions (i) and (iii) are proved in Section 3. The proof of Lipschitz continuity
of the inverse is more involved, see [1, Theorem 2.11.20] or [3, Theorem 11.3.17]. The existence
result reads as follows.

Theorem 7.4. Let Hypothesis 7.3 be satisfied, let og,v9 € WH2(0,1) and o, € W>2(0,T)
be given such that |og(x)| < b/2, and let the compatibility condition (1) = 0.(0) hold.
Then there exists 6 > 0 such that if

1 1 T
/O\vg(x)|2dx+/0 |ag(x)|2dx+/0 G (8)2dt < 5%, (7.16)

then system (7.7)—(7.13) admits a solution such that v, v,, 0y, 0, € L>(0,T; L*(0,1)).
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The smallness of the data guarantees that the solution does nor leave the convexity domain
of P. If P is globally convex, that is, b = oo, then no smallness is required.

Proof. We discretize the system in space. For a fixed n € N and j =0,1,...,n set

vj =wo(j/n), of =0o(j/n), (7.17)
and consider for ¢ € [0,7] and j =1,2,...,n — 1 the system

ev;(t) = n(ojn(t) —o;(t)), (7.18)

gi(t) = n(vt) —vi(t), (7.19)

gj(t) = Plojl(t), (7.20)
with initial conditions v;(0) = v, ¢;(0) = o} and “boundary conditions” wvy(t) = 0,

on(t) = 0.(t). Using the Lipschitz continuity of P and Proposition 7.1, we see that for
every n € N, system (7.18)—(7.20) with the prescribed data has a unique solution such that
v;,€; belong to L?(0,T), and the identities
0vj(t) = n(d;(t) —d;(t)), (7.21)
&) = n(0;(t) = 0;(1)), (7.22)
hold a.e. in (0,7) for j =1,...,n —1. We now test (7.21) by o(t), (7.22) by ¢(¢), and
sum over j =1,...,n — 1 to obtain

n—

L i (1) (8) + £5(0)05(1)) = 6. ()i (D). (7.23)

Jj=1

For every n € N there exists 7,, > 0 such that |o;(¢)] <b for j=1,...,n and t € [0,T,].
In this interval, the operator P is counterclockwise convex, and integrating (7.23) from 0
to some t* < T, , we obtain from (1.22) that

- Z ( ) + sj(t )& (t*)) < lnz_l (g 2(0) + ;EJ(O)O'—j(m)) + /Ot* () bn_1 (t) dt .

(7.24)
We have by (7.15) that (;(t))* < €£;(t)d;(t) < £?¢3(t) a.e., hence

n—1 1
1 Q.2 x 1 02, Loo 0
” (5“;’(75 )+2€ j ) Z( 0711~ 03) +§<Uj_vjfl>

7=1 =1

/01 (2—lg|a'o<x>|2+§|%< )l ) da:+/0t* G4 (t)b1(t) dt. (7.25)
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On [0,7,,], again by (7.15), there exists Cj, such that |€;(t)| < Cy|d;(t)| a.e. Hence,

”i (2—1&)( jr1 = 0)* () + QLC;,(% - Uj—l)z(t*>>

=1

< /01 <2—1@|06(x)|2+§|v{](x)|2) d:p+/0t* G2 () 0y (1) dt . (7.26)

Assume now that (7.16) holds with some ¢ that will be determined later. We denote by
C1,Cy, ... constants independent of 9.

The last term in (7.26) can be estimated using (7.16) and integration by parts with respect
to t by

t*
/ () 0n—1(t) dt < C16 |1 1) - (7.27)
0
This and (7.26) yield

n—1 n—1
n Z(Uj — ’Ujfl)Q(t*) S 02(5 0 + Z |'Uj - ’Uj,1| (728)
j=1 7=1 [0,¢%]
Since t* € [0,T,,] is arbitrary, we obtain
n—1 n—1 1/2
n Z<Uj — Uj_1)2 S 035 ) + nZ(vj — Uj_1)2 s (729)
j=1 [0,¢%] J=1 [0,¢%]
Hence, setting v, = v,_1 + (1/n)-LP~'[o.] in agreement with (7.19)~(7.20), we have
n Z(’Uj - Uj_1)2 S 0462 . (730)
j=1

[0,¢%]

From (7.27)-(7.28), and putting oy = o7, which is compatible with (7.18)), we derive the
bound

n Z(O’j - O'j_1>2 S 0552 . (731)
j=1 [0,¢%]
Furthermore,
I,
- > (67 +07 ) < Cy0?. (7.32)
J=1 [0,¢]

We now define piecewise linear and piecewise constant interpolates

V(@) = v (t) (e — (= 1)/n)(v(t) = v (b)), (7.33)
oW (w,t) = oja(t) +nle — (G —1)/n)(05(t) = 0;1(t)) (7.34)
o™ (z,t) = vja(t), (7.35)
5" (x,t) = o;(t) (7.36)
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for x € [(j —1)/n,j/n), continuously extended to = 1. By virtue of the above estimates,
the functions v{”,v{™, o, o™ are bounded above in L>(0,T,; L*(0,1)) by C76. In par-
ticular, |0 (x,t)] < b/2 4+ Cgd. Choosing § < b/(2Cs), we can take T, = T and obtain
bounded sequences v\, v\, o o™ in L>=(0,T,; L?(0,1)). By compact embedding into
C([0,1]x [0, 7)), we can choose subsequences, still labeled by n, such that v\, v{™, o{", "
converge weakly-star in L>(0, T'; L?(0,1)) to vy, vy, 04, 0, respectively, and v™ converge to
v, o™ converge to o strongly in C([0,1] x [0,7]) as n — oo. The approximations satisfy

the system

ooV = o, (7.37)
g = (7.38)
gz, t) = Pla™(z,)](t). (7.39)
Using the fact that

o (2, 1) — 7™ (2, )|* < max |o(t) — 051 (1) < &
J n

we can pass to the limit and check that o,v are the desired solutions to (7.7)—(7.13). ®

8 A model problem motivated by porous media flow

Consider a bounded open domain 2 C R™ representing a porous medium partially filled
with liquid, and a time interval [0,7]. We assume that €2 has Lipschitzian boundary. We
describe the flow of a fluid in terms of a scalar quantity s(z,t) € [0,1] (the saturation) and
a vector q(z,t) (the mass flux). The mass conservation principle reads

se+divg=0 (8.1)
in Q x (0,7). For the mass flux, we assume for simplicity the linear Darcy law
q=—rVu, (8.2)

where u(z,t) is the pressure. In the constitutive relation between the pressure and the
saturation, strong hysteresis effects are observed, see [9], and we assume that they can be
described by the Preisach operator

s(z,t) = Flu(x,-), Mz, -)](t), (8.3)

generated by a function p as in the previous section, with initial memory states A(z,-) € A,
which may vary from one point z € € to another. By virtue of (3.19), for a fixed A,
the operator F[-,\] is Lipschitz continuous from LP(Q; C[0,T]) to LP(2;C[0,T]) for every
I <p<oo.

We thus formally have the equation
Flu, ]y — kAu =10, (8.4)
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which we couple with the boundary condition

Q'V:a<u_p)7 (85)

on 0, where v is the unit outward normal vector, p € L*(9 x (0,7T)) is a prescribed
outer pressure, and « > 0 is a constant. Hence, if the outer pressure p is higher than the
inner pressure u, the fluid flows in and vice versa. Finally, we prescribe an initial condition

u(z,0) = up(x). (8.6)
We make the following hypotheses.

Hypothesis 8.1. The following conditions are assumed to hold.

(i) The generating function p of the Preisach operator F satisfies the conditions of The-
orem 8.4;

(ii) We have X € L*(Q2 x (0,00)), A(z,:) € A for a.e. © € Q, A-,r) =0 a.e. for all
r=0;

(iii) The function p; belongs to L*(0Q2 x (0,T)), and |p(x,t)| < o a.e.;

(iv) The function u® belongs to L=®(Q) NWH2(Q), |u’(x)| < o0 a.e., and the compatibility
condition

, / Vi (2)Vep(a) dz + a / (u(x) - p(x,0))p(z) dS(x) = 0
Q o0

holds for every ¢ € W12(Q).

The difficulty of the problem consists in the fact that the ratio Flu, A];/u; vanishes at
turning points of u, so that an estimate for F'[u, A]; does not imply anything for u,, which
we need to get under control. This is why the compatibility condition is needed, and why
we only construct the solution in the convexity domain of F', where additional estimates are
available. The result reads as follows.

Theorem 8.2. Let Hypothesis 8.1 hold. Then there exists a unique u € L*(Q;C[0,T1])
satisfying the initial condition (8.6) a.e. in Q, Vu,Vu, € L*(Q2x (0,T)), |u(z,t)| < 0 a.e.,
and such that for all ¢ € WH*(Q) we have

/Q (Flu, Ny(z, t)p(z) + kVuVep) dz + a/ (u(z,t) — p(x,t))p(z)dS(z) =0. (8.7)

o0

Proof. Instead of the operator F', we consider its convexification F, as in Corollary 3.5.
We first prove that if a solution of the problem

/Q (Fylu M, () + kVuV) dz + a / (u(z, ) — plz, ) o) dS(z) =0 (8.8)

o0
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for every test function ¢ € WH2(Q2) with initial condition (8.6) exists, then it is necessarily
unique and satisfies the bound |u(z,t)| < ¢ a.e., so that it is the desired solution of problem
(8.7) as well.

Assume that there exist two functions wuy, us with the required regularity that satisfy (8.8).
We subtract the two equations and test by ¢ = H.(u; —usy), where H. is an approximation
of the Heaviside function defined as

H.(z) = max {O,min {g, 1}} :

Since H. is nondecreasing, we have

/ KV (u; — ug)VH. (ug — ug)de + a/ (uy — ug)He(up — ug) dS(z) >0
0 o0

so that 5
/ S (Fyfun, Al = Fylus, X H (1 — u3) dr < 0.
Q

Letting € tend to 0+, we obtain e.g. by the Lebesgue dominated convergence theorem that
0
/ &(Fg[ul, A = F,lug, \])H (u; — ug) dz < 0.
Q
By Proposition 3.6 we have

// g(r & (1) = g(r. & (x,1)) " dr <0 ace.

Hence, &Nz, t) < &(x,t) a.e. for all r > 0 and, in particular, u(x,t) < us(z,t) a.e.
Interchanging the roles of uq, us, we obtain w; = us.

To prove the upper bound, we proceed in a similar way, testing the equation (8.8) by
H.(u(z,t) — o). The argument is as above, with wu(z,t) = u(z,t), us(z,t) = o. We
then have &(z,t) = (o — r)", and the inequality &!(z,t) < &(x,t) ae. for all r > 0
means in particular that u(x,t) < p. The inequality u(x,t) > —p is obtained by testing the
equation by H(—u(z,t) — o).

This illustrates the importance of Hilpert’s inequality. It implies at the same time both
uniqueness and the maximum principle.

A solution to (8.8), (8.6) can be constructed by Galerkin approximations, see, e.g., [8]. We
choose a basis in W2(Q) of eigenfunctions 1) of the problem

R/V¢kV¢dx+a UrpdS(z )\k/@bkgodm (8.9)
0

for every ¢ € Wh2(Q), k= 0,1,2,..., and such that the system {1} is orthonormal in
L*(Q). Given m € N, we look for an approximate solution in the form

u™(z,t) = Zuj(t)%(x) : (8.10)
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satisfying the system

%uk(tw /Q (Fp[u™ ) Ny(z, )b () + £Vu™ V) dv

+a/ (u™ (z,t) — p(z, t))Yp(z) dS(z) = 0 (8.11)
o9
for all £k =0,1,...,m, with initial condition
uk(0) = / u®(2) Yy (z) da . (8.12)
Q

This is a system of m + 1 first order ODEs with a hysteresis operator under the time
derivative. Keeping still m fixed, we approximate it by a second order system

1
g (t) + — i (t) + / (E[u™), Ny (2, )y () + kVul™ V) do
Q
—I—a/ ('™ (x,t) — p(z,t))r(x) dS(z) =0 (8.13)
o0
forall £k =0,1,...,m, with € > 0, and with an additional initial condition

W (0) =0, (8.14)

with the intention to pass to the limit as € — 0+. First, observe that (8.13) can be written
as a first order system

eug(t) + %uk(t) + /Q F[u™ N (z, )by () dz = vy (1), (8.15)
Uk, K u ™V dr + o ™ — : (T x)=0, .
0+x [ VarTideta [ @ - o) ds@ =0, (316)

k =0,1,...,m. This is a system of ODEs with a Lipschitz continuous right hand side,
hence it admits for every € > 0 a unique solution.

In order to pass to the limit as ¢ — 0+, let us evaluate first 0,(0). It follows from (8.12)
that

/ﬁ/QVu(m) (x,0)Vip dr + a/a (u™ (z,0) — p(x,0))(x) dS(x)

0
- ]Z:;/QUO%' dz G/ﬂijk dz + o ;. V() dS(x)) — a/mp(x70)¢k(x) dS(x).
We have

0 for j #£ k,

K/QV%V% dr + ., V() dS(z) = { N for j=k.
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Hence,

m/ Vu™ (z,0) Vi, dz + a/ (u'™(x,0) — p(z,0))hy(z) dS(z)
Q P

Q

— n / Oz — o /8 . 0)u(a) dS(a)

= /@/ VUl (2)Vipy(z) do + a/ (u’(x) — p(x,0))bg(z) dS(z).
Q 0

Q

The rightmost expression in the above identities is zero by virtue of the compatibility con-
dition in Hypothesis 8.1 (iv). Hence, v,(0) = 0 for every £ > 0.

We now test (8.13) by ug(t) and sum up over k = 0,1,...,m. Using the fact that
F,ul™), Aul™ > 0 ae., we obtain the estimate

ed [ ) 13 ) /i/ (m)|2
—— t — t = ™2 q
e <;|uk()|)+m2|uk()| ++5 Q|Vu 2 dx

—|—g/ ™ (z,t) — p(z,t)? dS(z) < a/ Ipe] [u™)] dS (), (8.17)
Ge) o0

2

which yields that u™ are bounded in L2(0,7;W'2(Q)) independently of ¢ and m, and
u™ are bounded in L*(Q2 x (0,7T)) independently of ¢, but the bound possibly depends
on m. Keeping m fixed, we thus can pass to the limit as ¢ — 04, and check that the
limit function, still denoted by u(™  satisfies (8.11). Note that we have used the compact
embedding of W2(Q2x (0,7)) in L*(2; C[0,T]), and the continuity of F' in L*(Q; C[0,T]).
The operator u(™ — w(™ = %u(m) + F[u™ )] possesses the global convexity property,
which yields the estimate

(wi™ (2, uf™ (1) — wi™ (x, 0)u™ (z,0))

N | —

t
/ w(m)(:c, T)ttugm) (v, 7)dr >
0

a.e. In our case, we have in (8.15)—(8.16) for ¢ = 0 that v,(0) = 0, hence wgm)(x,O) =
ul™ (z,0) = 0. Differentiating (8.11) with respect to ¢, testing by (¢), and summing up

over k=0,1,...,m, we thus obtain the estimate

/|vu§m>12dx+/ ™ |2dS(z) < C,
Q o0

with a constant C' independent of m. This enables us, possibly after selecting a subsequence,
to pass to the limit in (8.11) as m — oo, and check that the limit function w is a solution
to (8.8) using the compactness of {u(™} in L?(Q;C[0,T]). This completes the proof. m

The compatibility condition in Hypothesis 8.1 (iv) seems necessary. Otherwise, we are not
able to keep the initial time derivative under control due to the degeneracy of the problem.
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9 Temperature dependence

The mechanical energy dissipated during a physical process does not disappear, but is trans-
formed into heat. We show that this is compatible with the Preisach model introduced in
Section 3. Still in 1D, for simplicity, we characterize the state by three state variables: stress
o € R, absolute temperature 6§ > 0, and memory configuration A\ € A, cf. (3.3). At each
memory level r > 0, we assume a constitutive relation for the partial strain e, in the form

e (t) = g(r, A(r, 1), 0(t)), (9.1)

where ¢ is a given function as in (3.18) with an additional dependence on 6, and A(r,t) is
the solution to the variational inequality

lo(t) = A(r,t)| <r  Vte[0,T] (9.2)
A(r,t)(o(t) = A(r,t) —x) >0  Vz|<r ae (9.3)
A(r,0) = Ao(r) + Fr(a(0) — Ao(r)) (9.4)

with a prescribed initial configuration Ay € A, see (3.5)—(3.7). The total strain is then given

by the integral
1 o0
e(t) = <o +/ er(t)dr, (9.5)
E 0

where E is the elasticity modulus. Indeed, all quantities depend also on the space variable
x. We assume here, however, that the material is homogeneous and x just plays the role of
a parameter. This is how the above formulas are to be understood.

The thermodynamic consistency of the model has to take into account energy exchange
between mechanical and thermal energy. In classical thermodynamics, it is assumed that
there exist state function U (internal energy) and S (entropy) such that

U+divg = éo, (9.6)
S+div% = p>0, (9.7)

where ¢ is the heat flux vector, and p is the entropy production. Eq. (9.6) is the First
principle of thermodynamics, which states that the mechanical work £o supplied to the
system is partly used to energy increase U, partly flows out by heat flow. This is in fact
a generalized form of the energy conservation law (3.23). Eq. (9.7) is the Second principle
in Clausius-Duhem form which says that in every energy exchange process, the entropy
production is nonnegative.

It follows from (9.6)—(9.7) that
. .1
OSszGS—l—Jé—U—Eq-Vﬁ. (9.8)

The state function do not depend on V@, hence the two terms on the right hand side of (9.8)
must be nonnegative, that is, ¢- V6 < 0 (this is usually ensured by assuming the Fourier
law ¢ = —kV#0 with a constant heat conductivity £ > 0), and

0S +0c—U>0. (9.9)
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Assume that at every memory level » > 0 the partial internal energy and partial entropy
are functions of (r,0,A(r),0), and that they satisfy the Second principle in the form

0S, + oé, — U, > 0. (9.10)
We introduce the Gibbs energy W, = 65, + o¢, — U,.. The Second principle then reads

S0 +e.6—W,<0. (9.11)
Now, W, is a function of (r,0,A(r),8) as well, and the chain rule yields

ow, ow, .

o0+ ) —f. (9.12)

W, =

Both (9.11) and (9.12) must hold for every process, in particular for processes in which only
o # 0 or only 6 # 0. Hence, we must have
oW, oW, ow, ;

— — > (. .
Er 9o S, 50 8)\(r))\(r)_0 (9.13)

Since &, does not explicitly depend on o, we have
W,.=aog(r,\(r),0) — g1(r, \(r),0), (9.14)
where ¢; is an “integration constant”. Then

ow, . dg 0g1 :
o)) = ("aw) - aA(r)) Mr)-

By virtue of (9.3), this term is nonnegative provided we choose
gi(r, A(r),0) = G(r, A(r), ) — W (r,0), (9.15)

with G given by (3.22), and with another “integration constant” W<(r ), which is the
purely caloric Gibbs energy. It can be determined by considering processes where no me-
chanics comes into play. The only quantity that can be measured is the specific heat

cal
cy(r,0) = 8%”(; . We have

cal cal cal aWTC al cal
Wee(r,0) = S (r,0) — U (r,0) = 0 5 (r,80) —U*(r,0),
hence Jp—
cy(r,8) =10 89; (r,0).

This is a differential equation for W< which, for a constant specific heat cy(r), has thus
the classical form

Wel(r,0) = cy(r)0 (log (eﬁ — 1)) (9.16)

C

with a constant reference temperature 6. > 0.
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The full system of balance equations consists in combining the energy balance equation (9.6)
with the momentum balance, say, (7.7)—(7.8). However, in this setting, the well-posedness
of the system is still an open problem. Let us try to identify the difficulties.

We introduce the thermoplastic operator P and the internal energy operator U by the
formulas

Plo,0] = /Ooog(r,pr[a, Xol,0)dr, Ulo, 0] = /000 (0gp — 0Go + G) (r,p.[0, \o],0) dr.

In 1D, with the linear Fourier law ¢ = —k#,, the energy balance (9.6) reads
(CvO+Uo,0]), — Kby = (Plo,0]).0, (9.17)

where Cy = [[* cy(r) dr. The equation is parabolic only if the coefficient in front of 6, is
positive. This means,

Cy + /OOO 9(0’999 - Ggg)(T’,)\(T),(g) dr >0 (918)

for all values of the arguments. This is a considerable restriction of the model, and a
more detailed discussion about this issue can be found in [5]. In fact, in order to obtain
well-posedness of the system, further regularization is necessary, for example the viscous
regularization with some viscosity coefficient v > 0

oV = Oyt Vg, (9.19)
e = s, (9.20)
(CvO+U[0,0]), = Kbp + (Plo,0])i0 + vv?. (9.21)

Note that the viscous dissipation vv? appears as a source term in the energy balance. For
methods of solving such systems, we refer the reader again to [5].
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