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Abstract

The paper constructs credit shocks using data and the solution to a monetary business cycl
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interpreted in terms of changes in banking legislation during the US financial deregulation er
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1. Introduction

Identifying the sources of shocks that influence the real business cycle has b
the focus of recent research. Chari et al. (2003) and Kehoe and Prescott (2002) c
how policy may explain capital, labor and goods distortions that contribute to busine
cle fluctuations. Uhlig (2003) in contrast takes an atheoretical approach to decom
fluctuations into certain candidate shocks, finding that a medium range output prod
ity shock and a shorter range less discernible shock together explain a good por
the fluctuations. Meanwhile, Espino and Hintermaier (2004) extend Kocherlakota’s (
formulation of the Kiyotaki and Moore (1997) intertemporal credit shock by constru
a real business cycle with credit constraints.

A credit shock may make a viable candidate for causing some of the output fluctua
although this still remains little explored within the business cycle framework. One
native to intertemporal credit is the use of credit for exchange purposes, where the c
produced in a banking sector using real resources. With this production of credit app
Einarsson and Marquis (2001) examine the movements of credit aggregates in a m
business cycle model with banking, while Li (2000) presents a credit model that ex
some of the classic liquidity effects when open market operations must pass through
cial intermediaries. While neither of the latter two papers introduce a shock to the
sector, there is a separate literature on banking as a source of innovations. This in
Berger (2003), who documents technological progress in the banking sector, and S
(2003), who presents econometric evidence of how US bank deregulation has act
positive shock that has contributed to GDP increases. Strahan (2003) estimates h
set structures in the banking industry changed significantly after branching and int
banking deregulations, how the bank profit rate became sharply more correlated w
subsequent asset growth following the 1980s deregulation, and how US state pan
show that the states’ growth rate of personal income accelerated by 0.56 percentag
following branching deregulation.1 Thus bank law deregulations have been specific
linked to structural change in the banking industry and US output growth rate increa

The paper here contributes a study of how credit shocks affect output in a cred
duction framework. The model includes credit as an alternative to money in a stoc
exogenous growth version of Gillman and Kejak (2005), with shocks to the productiv
credit along with the more traditional shocks to output productivity and to money su
From the solution to the monetary business cycle model, the credit shock is cons
each year using data as in Parkin (1988) and Ingram et al. (1994, 1997). Then the
bution of the shock to GDP changes is estimated. Further the paper follows the sp
Kehoe and Prescott (2002) by attributing the source of the shocks to changes in l
tion, specifically banking legislation. The shocks are compared to the major law ch
during the national US financial deregulation that occurred in the 1980s and 1990s.

1 This updates a previous study by Jayaratne and Strahan (1996) that finds that the states’ growth rate

ated by 0.5 to 1 percentage points following deregulation during the 1972 to 1992 period.
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nificant ability to correlate the shock-induced GDP movements with the deregulat
found.

The model’s recursive solution is used along with US data to construct the shock
robust fashion. The profile of the credit shock is found to be stable under some six dif
ways of estimating it. Along with the model’s solution, at least three variables need
assigned values with time series data in order to minimally identify the three shocks
such variables are found to be available and all are used for the baseline, by emp
an estimation procedure to identify the three shocks from five equations. Alternative
structions are also made for robustness; it is found that the nearly identical shock
results in all cases when variables associated with sectors in which the three shock
in the model are included in the construction. And this includes two cases in which
is exact identification of the shocks. Other representations of the shocks are possib
as through the methods of Chari et al. (2003), but are left for future work.

As an added characterization of the credit shock, its contribution to the variance
output is also presented. This variance is found to vary widely, a verification of the In
et al. (1994) finding that the contribution of an individual shock to variance can ha
wide range of values, depending for example on its ordering in the VAR. However,
the shock construction procedure uses only the autocorrelation coefficients of the
processes, this uncertain variance decomposition does not affect the construction.
the estimated autocorrelation that results from the time series for the constructed
shock is close in value to the assumed value used in the construction, a feature th
validation.

The paper therefore presents a rigorous testing of the hypothesis that shocks to
technology may play a role in explaining the output fluctuations during certain histo
episodes. Although it does not go as far as to combine an intertemporal credit role w
exchange credit function in the model, the paper shows that the exchange credit fu
itself may be important during periods when the use of credit for exchange is signific
shocked. For example, consider the lifting of Regulation Q. The unrestricted ability to
checks on money market mutual funds that are invested in short term government tr
securities allowed the consumer a greater chance to earn interest during the perio
purchasing goods with credit, instead of using cash. Such an efficiency increase can
the investment of more funds during each period rather than keeping them idle as ca
cause a jolt to GDP.

The approach of linking a change in policies with the source of shocks is cons
with a growing literature on decomposing total factor productivity changes. Exam
are found in Hopenhayn and Neumeyer (2002), Cole and Ohanian (2002) and Keh
Prescott (2002). And finally the paper is able to show that several of the features o
lig’s (2003) second, unidentified, shorter term shock are satisfied by the credit sh
our model. Taken together, the construction of the shock and its effect on GDP, th
of the shock to certain policy changes, and its partial conformity with the atheor
shock identified by Uhlig (2003), allows the conclusion that the credit shock is a v
previously unidentified, candidate shock that can significantly affect output during c

periods.
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2. The credit model

The representative agent self produces credit with labor only and buys the agg
consumption good with a combination of money and credit, whereby the marginal c
money (the nominal interest rate) equals the marginal cost of credit (the real wage d
by the marginal product of labor in credit production). The credit production exhib
rising marginal cost as the share of credit used in exchange goes up. The particula
of the credit production function is equivalent to the assumption that the value-added
the credit service is proportional to the cost of production.

With an explicit price for the credit service as in Gillman and Kejak (2004), it ca
shown that this assumption implies that the total revenue from selling the credit s
(the value-added) is proportional to the wage cost, leaving a constant rate of profi
proportionality of the value added with the total cost implies that as total consum
rises, so must the labor input into credit services in order to keep constant the sh
credit in exchange. Then the implied production function can be written simply in t
of the share of credit being equal to a diminishing function of the ratio of labor in c
production relative to the total good consumption.

The credit production specification allows for an additional productivity shock. Ins
of just good productivity and money shocks, there are three shocks also including
the productivity of credit.

Consider a representative consumer that maximizes over an infinite horizon its ex
lifetime utility over consumptionct and leisurext . Utility is given by:

U = E0

∞∑
t=0

βt (logct + Ψ logxt ), 0< β < 1. (1)

The consumer can purchase the goods by using either money or credit servic
at ∈ (0,1] denote the fraction of consumption goods that are purchased with money.
the consumer’s cash-in-advance constraint will have the form:

Mt−1 + Tt � atPtct , (2)

whereMt−1 is the money stock carried from the previous period,Tt is the nominal lump-
sum money transfer received from the government andPt denotes the current price leve
It is assumed that the government policy includes sequences of nominal transfers
satisfy:

Tt = ΘtMt−1 = (
Θ∗ + eut − 1

)
Mt−1, (3)

whereΘt is the growth rate of money andΘ∗ is the stationary growth rate of mone
Transfer is subject to random shocksut which follow the autoregressive process:

ut = ϕuut−1 + εut , εut ∼ N
(
0, σ 2

εu

)
, 0< ϕu < 1. (4)

The amount of credit used is equal toct (1−at ). The production function for this amou
of credit is given by

vt

(
lF t

)γ
ct (1− at ) = AF e
ct

ct , AF > 0, γ ∈ (0,1).
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This can be written as

1− at = AF evt

(
lF t

ct

)γ

, (5)

where 1− at is the share of goods bought with credit,AF evt is the productivity shift para
meter andlF t is the labor time spent in producing credit services. There exist produc
shocks that follow an autocorrelated process:

vt = ϕvvt−1 + εvt , εvt ∼ N
(
0, σ 2

εv

)
, 0< ϕv < 1. (6)

Assume a total time endowment of 1, which is divided among time spent wor
leisure and time spent in credit service production:

nt + xt + lF t = 1. (7)

Outputyt is produced by the agent, acting in part as the representative firm, from c
accumulated in the previous periodkt−1 and current labornt using a Cobb–Douglas CR
production function which is subject to technology shockszt :

yt = ezt kα
t−1n

1−α
t , (8)

zt = ϕzzt−1 + εzt , εzt ∼ N
(
0, σ 2

εv

)
, 0< ϕz < 1. (9)

The part of output that is not consumed is invested in physical capital. Current in
mentit together with depreciated capital form the capital stock used for production
next period:

kt = (1− δ)kt−1 + it . (10)

Firms maximize their profitsyt −rt kt−1−wtnt +(1−δ)kt−1, which yield the following
functions forwt , the real wage rate andrt , the gross real rate of return, net of deprec
tion δ:

wt = (1− α)ezt kα
t−1n

−α
t , (11)

rt = αezt kα−1
t−1 n1−α

t + 1− δ. (12)

Current income from labor, capital, money balances and lump-sum transfers are
on consumption, new capital formation and the accumulation of real balances. The pt
budget constraint of the representative consumer is given by:

wtPt (1− xt − lF t ) + Ptrt kt−1 + Tt + Mt−1 � Ptct + Ptkt + Mt. (13)

The consumer chooses consumption, leisure, time spent in credit service p
tion, capital stock, the share of purchases made with cash, and the money
{ct , xt , lF t , kt , at ,Mt }∞t=0 to maximize lifetime utility (1) subject to the cash-in-advan
constraint (2), budget constraint (13) and credit service technology (5).

2.1. Equilibrium

Dividing Eqs. (2) and (13) by the price level and substitutinglF t expressed from (5)

the Lagrangian of the maximization problem of the household is
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L = E

∞∑
t=0

βt

{
(logct + Ψ logxt ) + λt

[
Mt−1 + Tt

Pt

− atct

]

+ µt

[
wt

(
1− xt −

(
1− at

AF evt

)1/γ

ct

)

+ rt kt−1 + Mt−1 + Tt

Pt

− ct − kt − Mt

Pt

]}
. (14)

The first-order conditions with respect toct , xt , kt , at ,Mt are

1

ct

− λtat − µtwt

(
1− at

AF evt

)1/γ

− µt = 0, (15)

Ψ

xt

− µtwt = 0, (16)

−µt + βEt {µt+1rt+1} = 0, (17)

−λtct + µtwtct

1

γAF evt

(
1− at

AF evt

)1/γ−1

= 0, (18)

−µt

Pt

+ βEt

{
λt+1 + µt+1

Pt+1

}
= 0. (19)

A competitive equilibrium for this economy consists of a set of allocations{ct , xt , lt , nt ,

kt , at ,Mt }∞t=0, a set of prices{wt, rt }∞t=0, exogenous shock processes{zt , vt , ut }∞t=0, money
supply process and initial conditionsk−1 andM−1 such that given the prices, shocks a
government transfers, the allocations solve the consumer’s utility maximization pro
solve the firm’s profit maximization problem and the goods and labor and money m
clear.

In a stationary deterministic steady state we use the transformationpt = Pt/Mt (and
also denote real money balances bymt = Mt/Pt ). There is no uncertainty and time indic
can be dropped, denoting by(∗) the steady-state values and byR∗ = r∗(Θ∗+1) the steady-
state interest factor. In the equilibrium, inflation equals the growth rate of the money s
The first order conditions (15)–(19) can be simplified to:

R∗ − 1= w∗

γ ∗A∗
F

(
1− a∗

A∗
F

)1/γ−1

, (20)

xt

Ψ ct

= 1+ a∗(R∗ − 1) + w∗((1− a∗)/A∗
F )1/γ

w∗ , (21)

r∗ = 1

β
. (22)

Equations (20)–(22) together with the steady-state versions of Eqs. (2)–(9

(11)–(13) define the steady state of the system.
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2.2. Calibration and numerical dynamics solution

The model is solved by using the log-linearization technique of King et al. (19
Campbell (1994) and Uhlig (1995). A first-order Taylor approximation of the log varia
around the steady state results in 12 equations for the first-order conditions of the co
and firm, and the constraints, together with the productivity and money supply s
processes (4), (6) and (9).2 This gives a system of linear stochastic difference equat
in the log-linearized endogenous state variablek̂t , the exogenous state variableszt , vt , ut ,
and the log-linearized control and other endogenous variables,ĉt , x̂ t , n̂t , l̂F t , ât , ŵt , r̂t ,
ŷ t , p̂t and shadow priceŝλt , µ̂t .

Solving the stochastic difference equations system above means determining
cursive equilibrium law of motion of the endogenous variableX

′
t = [k̂t ] and Y

′
t =

[ĉt x̂t n̂t l̂F t ât ŵt r̂t ŷt p̂t ] on the lagged values of the endogenous s
variableX

′
t−1 = [k̂t−1] and on the current values of the exogenous state variablesZ

′
t =

[zt vt ut ]. The solution has the form:

Xt = PP Xt−1 + QQZt , (23)

Yt = RR Xt−1 + SS Zt , (24)

wherePP , QQ, RR, SS are coefficient matrixes.
The US economy is the benchmark for calibration of parameters, which are cho

close as possible to the values in the literature (Cooley and Hansen, 1989, 1995; G
and Kejak, 2005). The length of a period is assumed to be one quarter. The qu
discount factor is assumed to beβ = 0.99. This implies through Eq. (22) a quarterly n
real return of 1%. The depreciation rate is set equal toδ = 0.025 and the share of capit
input is set equal toα = 0.36.

Regarding the parameters of the exchange technology, the degree of diminishing
in the credit sector is set toγ = 0.21, which is Gillman and Otto’s (2003) time seri
estimate ofγ in a related model for the US (values ofγ ∈ (0,0.5) give a convex, upward
sloping, marginal cost curve). The share of cash purchases is fixed ata = 0.7 as in Gillman
and Kejak (2005). With a baseline nominal interest rate of 2.25%, explained below, th
productivity parameterAF is then implied to be 1.422.

The baseline proportion of time allocated to leisure is set atxt = 0.7055, similar to the
0.7 in Gillman and Kejak (2005) and the 0.69 in Jones et al. (1993). Then, the steady-s
first order conditions imply the fraction of hours spent in credit services production, w
is lF = 0.00049, as compared to 0.0014 in Gillman and Kejak (2005).

For the shock processes, the standard deviations and autocorrelations need valu
standard deviation of disturbances to the goods production technology is calibrated
the standard deviation of the simulated output series is near to the standard deviatio
US output, givingσεz = 0.0075 (as compared to 0.00721 in Cooley and Hansen, 1989
Persistence is set equal toϕz = 0.95, as is common.

The money supply process is calibrated so that the M1 money aggregate
in a way that is consistent with the US experience between 1959–2000. Follo
2 The details of the log-linearization can be found in Benk et al. (2004).
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Cooley and Hansen (1989, 1995) the persistence and the variance of the money
is estimated from the following regression for the money supply growth (standard err
parentheses):

� logMt = 0.005139
(0.0011)

+0.576748
(0.065)

� logMt−1 + εt , σε = 0.010022. (25)

This impliesϕu = 0.58, σεu = 0.01, close to Cooley and Hansen’s (1995) estimate
0.49 and 0.0089 for the period 1954–1991. The regression above also implies an av
growth rate of money (E � logMt ) of 1.23% per quarter, which is around 5% per ye
And a 1.23% quarterly inflation rate plus a 1% real interest rate implies a 2.25% qua
nominal interest rate.

Finally, values for the credit shock generation process are required. While the p
tence of the aggregate output is typically estimated from the Solow residual, this is
difficult to do for a specific sector, such as the credit sector. Instead, it is assumed t
credit shock process has the same standard deviation and autocorrelation as in th
gate goods sector, or thatσεv = 0.0075 andϕv = 0.95. This assumption proves reasona
as is seen below in that the estimated autocorrelation is close to the assumed value

Given the values for the parameters and the steady state variables, the recursive
of linear stochastic difference equations is solved using the methods of Uhlig (1995)
the MATLAB program provided online by Uhlig is adapted for our model, and the solu
given by Eqs. (23) and (24) takes the form

k̂t = 0.953k̂t−1 + 0.117zt − 0.0003vt + 0.007ut , (26)




ĉt

x̂t

n̂t

l̂F t

ât

ŵt

r̂t
p̂t

ŷt




=




0.564
0.110

−0.265
0.100
0.042
0.456

−0.028
−0.606

0.190




[
k̂t−1

] +




0.399 0.014 −0.120
−0.321 −0.005 0.002

0.772 0.011 −0.023
−0.551 0.056 10.430

0.085 −0.432 −0.949
0.722 −0.004 0.008
0.052 0.0002 −0.001

−0.485 0.4184 1.068
1.494 0.007 −0.015





 zt

vt

ut


 .

(27)

2.3. Impulse responses of the credit shock

The recursive equilibrium laws of motion determined in the previous section p
computation of the impulse responses of shocks on the variables of the model. Fi
illustrates the impulse responses of the credit economy when faced with a 1% sh
the productivity of the banking sector. Intuitively, financial innovation and product
growth in the banking sector decreases the cost of using credit relative to cash, in
an increase in demand for credit and a decrease in the demand for cash. The share
purchases falls by 0.43% while the real money demand drops by 0.42%, this drop being

equivalent with an immediate upward jump in the nominal price level. The price level
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Fig. 1. Impulse responses to 1% credit productivity shock.

jumps up, given that there is the same money supply and less money demand, and
back to its long-run growth path after the shock. This causes inflation to converge
below to its long-run level.

The fall in the cost of credit lowers the shadow exchange cost of consumption
relative to leisure and induces substitution to consumption from leisure. This involv
increase in consumption of 0.014% and a decrease in leisure of 0.005%. With more ef-
ficient labor in the credit sector, and less leisure, labor in the goods sector increa
0.01%. The modestly increased labor supply somewhat lowers the real wage and th
price ratio (w/r) by about 0.004%. This results in a decrease in the capital to labor r
in contrast to a Tobin (1965) type effect. The time spent in the banking sector incr
by 0.056%. However note that if the credit productivity parameter is calibrated to be
enough, then the time spent in banking can potentially decrease. This results when
a large enough shift out in the credit services output, from the productivity boost, tha
labor is required in the end.

In sum, a positive credit productivity shock sees the economy have increased
consumption, output, prices and banking, with less leisure, capital, and real m

use.
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3. Results: the construction of credit shocks

The effects of the changes in banking laws on the business cycle can be stud
identifying the magnitude of the credit shocks, and their effects on output, and th
comparing these effects with the chronology of the deregulation. First is the constr
of the three shocks,zt , vt andut , in each period from 1972:1 to 2000:4. This is done
assigning values to certain control and state variables, using US quarterly data, subs
the values back into the solution to the recursive equilibrium system given in Eqs. (2
(27), and then solving forzt , vt andut . The choice of the control variables that are assig
values using data is made on the simple basis of using as many variables for which
reliable data, while trying to include key variables like labor hours in banking. The ban
hours is the limiting factor in the data range, beginning only in 1972. The result is
variables: output, consumption, investment, banking hours and real money.3 Having five
equations in the three unknown shocks gives an overidentification of the shocks, w
contrast with only three equations there would be an exact identification. Overidentifi
still allows for a unique determination of the three shocks through an estimation proc
This is done with ordinary least squares as described below.

Given the five control variables with values from US data, the log-deviations of
variablesŷt , ĉt , ı̂t , l̂F t andm̂t are defined as the percentage deviations of the variabl
each period relative to their H-P filtered trend. Next is the construction of the state va
the capital stock. Following Chari et al. (2003), this variable is constructed by usin
capital accumulation equation, the investment data, and an assumed value for the
capital stock. With the data on investment used to computeı̂t , the cyclical component o
the H-P filtered series, the initial value choice of the log-linearized capital stockk̂−1 is set
equal to 0. Then the log-linearization of the capital accumulation equation (10) is u
generatêkt .

The five equations with the now given values forŷt , ĉt , ı̂t , l̂F t , m̂t , andk̂t , allow for the
ordinary least squares estimation of the three unknown shocks,zt , vt andut . To illustrate
this, rewrite Eq. (27) in matrix form as

Xt = A
[
k̂t−1

] + BEt ,

whereA andB are the coefficient matrices from Eq. (27), and

Xt = [
ŷt ĉt ı̂t l̂F t m̂t

]′
, Et = [

zt vt ut

]′
.

For this system of five linear equations in three unknowns, for eacht the ordinary leas
squares estimate of̃Et is found from the formula:

Ẽt = (B ′B)−1B ′(Xt − A
[
k̂t−1

])
. (28)

The magnitudes of the shocks are plotted in Fig. 2.

3 The data sources is the IMF online IFS database for all variables except the hours in banking, which
the online Bureau of Labor Statistics. For this series, the Commercial Banks sector is used, where t
series is the product of the two series, “average weekly hours of production workers” and “production w
thousands.” This data is at a monthly frequency, and it is converted to a quarterly basis using a simple thre

average.
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Fig. 2. Evolution of productivity (z), credit (v) and money (u) shocks (u on the right axis).

The estimated autocorrelation coefficients, withρ denoting estimated values, areρz =
0.9203,ρv = 0.9362, andρu = 0.6564, which are found by fitting an AR(1) model
the shocks and which compare well to the assumed values ofϕz = 0.95, ϕv = 0.95,
and ϕu = 0.57. The variance of credit shocks appears to be larger than the varian
the productivity shocks, while the assumption is that they are the same. The diffe
can be because the aggregation of the sectoral shocks into a cumulative shockzt re-
sults in the smoothing of idiosyncratic sectoral shocks, and a smaller variance r
to some individual sectors such as the credit sector. Using the larger estimated v
for the credit shock in simulations results in somewhat altered correlations amongs
ables, but does not affect the construction of the magnitude of the shock or its
on GDP.

3.1. Effect of the credit shock on output

Given the construction ofvt , two measures can be determined that help illustrate
the credit shock effects the economy. These are the period-by-period innovations
credit shock process (εvt ), and a measure of the effect of the credit shock on GDP.
innovations are computed directly from Eq. (6) by substituting in the values forvt and
the estimated value for the autocorrelation parameter,ρv = 0.9362. These are graphed
Fig. 3, plotted on the left axis, along with thevt themselves.

Second, consider defining a measure of the effect of credit shocks on GDP that u
ratio of the actual GDP to the simulated GDP when it is assumed that the credit shovt

are each equal to zero. Taking this ratio and subtracting one gives the percentage d
of actual GDP from the simulated GDP with no credit shocks, orGDPactual/GDP|v=0 − 1.
The result is a measure of how much higher GDP was during the period as a result
credit shocks taking on the values that are estimated in Eq. (28). This is graphed
Fig. 3, plotted on the right axis. The graphs show that the individual credit shock
vations tend to bunch up in positive and negative directions and so cumulate to cre

shocksvt and the cyclical changes in output with some lag.
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Fig. 3. Credit innovations (̂εvt ), the credit shock (vt ), and the effect of credit shocks on GDP (GDPactual/

GDP|v=0 − 1).

3.2. Robustness of the credit shock construction

The construction of the economy’s three shocks uses five variables in the baseline
lation. Alternatively the combinations of five variables taken four at a time, and five t
three at a time, allow for 15 more possible ways to construct the credit shockvt . All fifteen
of these were computed, and Fig. 4 graphs six of these along with the baseline. The
show that all variable combinations that include real money, labor hours in banking
either output or investment, generate nearly the same figure. The other combinatio
sented in Fig. 4 is money, banking hours and consumption, which shows conformity
second part of the period but appears rather random in the first part of the period.
combinations show such randomness and a lack of conformity for the whole period.
Fig. 4. The credit shock under alternative identifications.
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The interpretation of these results is that as long as the variables are included th
respond to the model’s sectors in which the three shocks occur, then the results
non-random form that allow for further interpretation. In particular, the real money, b
ing hours and output variables correspond directly to the sectors in which the money
and output shocks occur. As a qualification, the investment variable instead of outpu
similar results. Given the standard business cycle evidence of how investment reflec
the goods sector productivity shock, this substitutability of investment for output is no
prising. Further, because it is also well known that the consumption series does not
as well the output productivity shock, it is not surprising that substitution of consum
for both output and investment gives a more random result.

Thus the construction is robust within six different alternatives for variable comb
tions, these beinĝyt , ĉt , ı̂t , l̂F t , m̂t ; ŷt , ĉt , l̂F t , m̂t ; ŷt , ı̂t , l̂F t , m̂t ; ĉt , ı̂t , l̂F t , m̂t ; ŷt , l̂F t , m̂t ;
andı̂t , l̂F t , m̂t . The latter two constructions are exact identifications that are made wi
estimation.

3.3. Variance decomposition

The construction of the credit shock makes use of the autocorrelation coefficieϕv ,
for the credit shock process given in Eq. (6), when it uses the recursive equilibrium
tion found in Eqs. (26) and (27). This coefficient is then estimated from an AR(1) pro
for the resulting credit shock seriesvt . And then the shock innovationsεvt are computed
with the time seriesvt and its estimated autocorrelation. The closeness in value bet
the autocorrelation coefficient that is assumed in the construction (ϕv = 0.95) and its esti-
mated value using the constructed shock (ρv = 0.9362) is in a sense a further check on
consistency of the credit shock construction.

The standard deviation of the shock processes is not used in the shock constr
although it is used in simulations of the economy for the impulse responses. As an
tional step to characterize the credit shock process, the results are presented here o
of the contribution of the shocks to the variance of the output. Ingram et al. (1994)
that the contribution to the variance of output from a particular shock can vary wide
pending on its VAR ordering. Results for the Section 2 economy confirm this. Altern
variance decompositions of the three shocks were made using all possible alternati
structions of the shocks, and under all possible VAR orderings. The distribution of
variances varies significantly with each of the three possible VAR orderings. The d
utions presented in Fig. 5 are for the credit shock when ordered first (left-hand sid
second, using the alternative constructions with all possible combinations of the five
ables (̂yt , ĉt , ı̂t , l̂F t , m̂t ) that contain at least the real money, banking hours and e
output and investment (a total of 12 observations for each VAR ordering). The credit
shows some bunching around 10%.

Ingram et al. (1994) point out that only when shocks are completely uncorrelated
each other will the variance decomposition be unique. Table 1 illustrates for examp
non-zero correlations between the output and credit sector shocks for the baselin
struction. They range from positive to negative, over the one-period lag and one-
lead. This is the correlation that gives rise to the variation in the variance decompo

However, despite finding such variation in the fraction of the variance of output explained
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Fig. 5. Distribution of the variance decompositions of the credit shock, with 1st and 2nd orderings.

Table 1
Cross-correlations between the output sector and credit sector shocks

i corr(z(t), v(t − i)) corr(z(t), v(t + i))

lags leads

0 −0.2859 −0.2859
1 −0.3869 −0.1614
2 −0.4487 −0.0574
3 −0.4721 −0.0439
4 −0.4627 0.1308
5 −0.4327 0.2087
6 −0.3788 0.2682
7 −0.3075 0.3107
8 −0.2228 0.3388
9 −0.1385 0.3585

10 −0.0548 0.3929
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by the credit shock, it is important to note that the credit shock construction remains
fected by this variation.

4. Credit shocks and banking deregulation

The credit shock innovations and their effect on GDP, graphed in Fig. 3, appe
have some significant chronological conformity to the timing of banking reform legisla
during the period. To see this, consider first an outline of the deregulatory era and its
acts, the timing of the business cycles during the period, how the acts fall within the c
and finally the degree to which the credit shocks appear to coincide with the acts.

4.1. Legislative events

The US banking crises of the 1930s in the US led to regulations designed to in
the soundness of the banking system. This restricted the scope of banking geograp
and vertically, while prohibiting the payment of interest on demand deposits and p
a ceiling on interest rates payable on time deposits (The Banking Acts of 1933 and
Regulation Q). High inflation during the 1960s and 1970s caused interest rates
above the ceilings, made it difficult for banks to compete for deposit funds, and led
expansion of unregulated money market funds. This created pressure to deregulate

There were five major acts during this period, with a sixth falling at the end o
period under study. The Depository Institutions Deregulation and Monetary Contro
(DIDMCA) of 1980 phased out the deposit interest rate ceilings and allowed chec
deposits that paid a market interest rate. A second major step in the deregulatory p
was the Garn–St Germain Act of 1982, which authorized banks and other deposito
stitutions to offer money market deposit accounts that could compete with money m
mutual funds.4

The end of the 1980s brought a crisis to the savings and loan sector in the US, app
a fall-out of the innovation in the other parts of the banking sector and of the 1986 r
of highly favorable tax write-offs for real estate limited partnerships that were enac
the major tax act of 1981. The Financial Institutions Reform, Recovery and Enforce
Act of 1989 (FIRREA) and the Federal Deposit Insurance Corporation Improvemen
of 1991 (FDICIA) provided for a restructuring of the savings and loan sector that enab
to compete anew on a more level basis with the rest of the financial industry. The FIR
created the Resolution Trust Company (RTC) which made closure easier, equalize
for savings and loans relative to banks, extended FDIC insurance to savings and loa
facilitated the conversion of savings and loans to banks. The FDICIA in contrast incr
the cost of deposit insurance with risk-based premiums and allowed savings and lo
fail more easily by discouraging bail-outs.5

The 1990s saw the elimination of most of the remaining restrictions from the 1
regulatory acts. The Riegle–Neal Interstate Banking and Branching Efficiency Act of

4 For more detailed explanations regarding banking legislation, see Mishkin (1997).

5 See Hanc (1998) for a detailed analysis.
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repealed the McFadden Act and allowed interstate bank branching and consolidatio
Gramm–Leach–Bliley Act of 1999 repealed the Glass–Steagall Act and allowed m
between commercial banks, insurance companies and investment banks. Togeth
Acts evidently increased competition, generated greater efficiencies and increased
ductivity in the banking sector.6

4.2. Correlation of shock-induced GDP movements with law changes

The effect of the deregulatory acts can be viewed within the business cycle frame
Consider first a definition of the cycles during the period 1972:1 to 2000:4, using th
and Boschan (1971) technique, and their brief characterization. Table 2 reports the d
(quarters) and amplitude (percent of GDP) of the cycles, as well as Harding and
(2002) measures of the cumulative movements (total gain/loss during the cycle, in pe
and excess movements (the deviation of the cumulative movements from its approxi
by a triangle, in percent). The first column reports the averages of these measures
postwar US data, and the other columns report the particular values for the cycles
period. The results show for example a longer than average duration, a higher than a
amplitude, and a greater cumulative total for the expansions starting in 1982 and in
during which time most of the major financial deregulations occurred. Also in eviden
a stronger expansion (more cumulative GDP increase) for the short one starting in 1
and the longer one starting in 1982:III, as implied by a lower excess measure as com
to the average.

The dating of the cycles and their characterization are consistent with the poss
that the major financial deregulations of the early 1980s and early to mid 1990s h

Table 2
Cycle characteristics: post-war averages, and individual cycle values

US 1973:IV↘ 1980:I↘ 1981:III↘ 1990:II↘
avg. 1975:I↗ 1980:III↗ 1982:III↗ 1991:I↗

Duration
Peak↘Trough 3.17 5 2 4 3
Trough↗Peak 24 20 4 31 39

Amplitude
Peak↘Trough −2.02 −3.40 −2.19 −2.86 −1.49
Trough↗Peak 28.87 23.66 4.26 37.04 39.39

Cumulation
Peak↘Trough −2.65 −5.06 −2.04 −6.40 −1.19
Trough↗Peak 423.79 252.43 8.57 603.20 668.06

Excess
Peak↘Trough −0.58 −1.04 −0.62 −0.19 −0.60
Trough↗Peak 1.02 −0.20 0.51 −0.34 3.07

6 See Guzman (2003) for details on financial deregulations in the 1990s. Strahan (2003) documents o
changes. Cetorelli (2004) finds evidence of greater competition in banking in the EU following deregula

the finance sector.
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boost output. Analysis of the credit shock innovations strengthens the evidence th
banking legislation contributed to the source of the increases in GDP during these
sions. Figure 3 shows a positive credit shock lasting from 1980 to 1983, and anothe
1983 to 1986; the innovations to the credit shocks show spikes that correspond to
riod following the introduction of the two early 1980s deregulatory acts. Similar pos
innovation spikes and credit shocks follow the 1989 and 1994 acts. Thus these fo
coincide closely with the four positive credit shocks that increased GDP during this p
The 1999 act also correlates closely to an innovation spike seen to occur at the end
period.

Also of interest are the negative effects of the credit shocks on GDP. There are
larger such effects, occurring from 1976 to 1980, 1986 to 1989, and from 1992 to
caused by innovations somewhat preceding these periods. In terms of the acts, the
ment of the 1991 FDICIA act is followed by some negative spikes that caused the 1
1989 negative effect of the credit shock. The 1991 act increased costs to the savin
loans, while allowing for easier closures, and there was a significant consolidation
savings and loans sector following this act, involving the many closures; these effec
have caused an initially negative effect on output.

The negative shock of 1976 to 1980 is interpreted as being a result of the banks bu
up against restrictive financial industry regulation. In particular, in 1976 to 1980 b
faced binding constraints from Regulation Q, as the inflation rate shot up, that sud
inhibited their intermediation ability. This could have created the negative spikes a
time. The negative credit shock from 1986 to 1989 conceivably is related to the e
in 1986 of a highly favorable tax treatment for the real estate industry. The Tax Re
Act of 1986 repealed the limited partnership write-offs for real estate investments th
which limited partners could get (from unused write-offs of general partners) up to
times the value of their investment in write-offs that directly reduced their taxable inc
This allowed for economically unattractive investment projects to be attractive nonet
because of the tax law. The 1986 act was viewed as “bursting a bubble” in real
investment. With the savings and loans’ returns propped up by assets weighted h
in such real estate, this 1986 reform may have triggered the collapse of the savin
loans and its subsequent reform and deregulation. In evidence in 1986 is a strong n
credit shock innovation that preceded the 1986 to 1989 negative effect on GDP of the
shock, and that coincides in time to the 1986 law change.

5. Discussion

Uhlig (2003), taking an atheoretical approach, finds two main shocks which are a
explain more than 90% of the movements in US GDP. He interprets these shocks in
of a list of the “prime suspects” of business cycle propagation. One of these is a me
run shock that is found to be similar to the typical output productivity shock. The oth
a shorter term shock that he finds does not fit well the characteristics of any of the s
on his list of candidate shocks. A comparison shows that the credit shock of our mod

several similar features of Uhlig’s (2003) short-term shock.
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In particular, the real side of the economy compares closely while the nomina
shows less congruence. On the real side, the impulse responses of output, consu
labor hours are similar for the Section 2 model’s credit shock and for Uhlig’s (2003) s
term shock. The real wage rate response to the credit shock can be compared to th
productivity response for the short term shock in Uhlig (2003). Both fall after the shoc
then gradually adjust back; the pattern of the credit shock is especially similar in th
composition case in Uhlig (2003) for whichθ is equal to 150. Note however that while t
credit shock impulse responses die out by construction, there is some persistence
in the Uhlig (2003) short-term shock.

On the nominal side, the model’s inflation rate response matches the short term
response of Uhlig (2003) to some degree. The pattern of the model’s inflation rate
the second period on is very similar to that of Uhlig’s 2003 PPI inflation. And the pa
of the model’s inflation rate impulse response to the credit shock is similar to the U
(2003) CPI inflation impulse response in that in both there is a positive jump that
turns negative. However, in the model the jump is immediate and in Uhlig (2003)
gradual, possibly explained by a lack of price stickiness in the credit model; and the
el’s nominal interest rate response compares less well with the federal funds resp
Uhlig (2003), possibly for a related reason.

6. Conclusions

The paper analyzes a stochastic version of the Gillman and Kejak (2005) mo
economy with a payments technology for exchange credit. Deterministically this
technology has been useful in explaining the effect of inflation on growth (Gillman
Kejak, 2005), the role of financial development in the inflation-growth evidence (Gill
et al., 2004), and in explaining Tobin (1965) evidence (Gillman and Nakov, 2003), as
as for allowing for a liquidity effect to be postulated Li (2000). Applied to the busin
cycle, a shock to credit productivity allows for a new focus on shocks besides the
productivity and money supply shocks. The paper constructs the credit shock by s
the recursive equilibrium system, substituting in data for the endogenous variables
equilibrium solution, and then either estimating or solving for each of the three sh
in a procedure related to Parkin (1988) and Ingram et al. (1994, 1997). The constr
is found to be robust to the use of several different data sets, with the condition tha
for variables from the sectors being shocked needs to be included in the constructio
credit shock innovations show congruence with change in US banking laws durin
financial deregulatory era of the 1980s and 1990s. The idea that a credit shock can
aggregate productivity and be linked to changes in government policy is not incons
with the conclusions of Kehoe and Prescott (2002) that depressions across the wor
resulted from shocks to productivity related to government policy changes. Indeed it
be interesting to apply the analysis of the paper to the US 1930s depression period, a
data on the bank sector may be a constraining factor.

The credit shock also shows similar features to a key shock identified by Uhlig (2
He finds that two shocks explain the majority of the movements in GNP: a medium-ru

similar to the goods productivity shock, and another shorter term one that lacks similarities
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with the candidate shocks that Uhlig (2003) considers. The credit shock of this m
parallels the effect of this second shorter term shock on the real side of the econom
strengthens the case for considering the credit shock as a potentially important ca
shock that can contribute significantly to business cycle movements.

Another approach in the business cycle literature is that of Chari et al. (2003)
decompose the shocks into different sources of marginal distortions. How the credit
identified here may fit into their productivity, labor tax, and capital tax wedges ma
worth further study. Since their labor tax distorts the leisure–labor margin in a way s
to the inflation tax in a monetary model, and both the cost of credit and the cost of m
affect this margin in the model of this paper, the credit shocks might partly be acco
for through this wedge.
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