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Abstract

We consider steady compressible Navier–Stokes–Fourier system in a bounded
two-dimensional domain with the pressure law p(̺, ϑ) ∼ ̺ϑ + ̺ lnα(1 + ̺). For the
heat flux q ∼ −(1 + ϑm)∇ϑ we show the existence of a weak solution provided
α > max{1, 1/m}, m > 0. This improves the recent result from [11].

1 Introduction, main result

We consider the following system of partial differential equations

(1.1) div(̺u) = 0,

(1.2) div(̺u ⊗ u) − div S + ∇p = ̺f ,

(1.3) div(̺Eu) = ̺f · u − div(pu) + div(Su) − div q.

It is a well-known model for steady flow of a compressible heat conducting fluid. Here, ̺
is the density of the fluid, u is the velocity field, S the viscous part of the stress tensor,
p the pressure, f the external force, E the specific total energy and q the heat flux. We
consider system (1.1)–(1.3) in a bounded domain Ω ⊂ R

2. At the boundary ∂Ω we assume
the boundary conditions

(1.4) u = 0,

(1.5) −q · n + L(ϑ− Θ0) = 0,

with n the outer normal to ∂Ω, L = const > 0 and Θ0 = Θ0(x) > 0, both given.
Furthermore, the total mass of the fluid

(1.6)

∫

Ω

̺ dx = M > 0
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is also given.
We have to specify the constitutive relations for the quantities S, p, E and q. The

fluid is assumed to be newtonian, i.e. we have

(1.7) S = S(ϑ,u) = µ(ϑ)
[

∇u + (∇u)T − div uI

]

+ ξ(ϑ) div uI,

with viscosity coefficients µ(ϑ) and ξ(ϑ). In our paper, we consider the viscosity coeffi-
cients to be given globally Lipschitz functions of the temperature ϑ such that

(1.8) c1(1 + ϑ) ≤ µ(ϑ) ≤ c2(1 + ϑ), 0 ≤ ξ(ϑ) ≤ c2(1 + ϑ).

The heat flux satisfies the Fourier law

(1.9) q = q(ϑ,∇ϑ) = −κ(ϑ)∇ϑ,

with κ(·) ∈ C([0,∞)) such that for a certain m > 0

(1.10) c3(1 + ϑm) ≤ κ(ϑ) ≤ c4(1 + ϑm).

The specific total energy E has the form

(1.11) E = E(̺, ϑ,u) =
1

2
|u|2 + e(̺, ϑ),

where e stands for the specific internal energy; we will specify this quantity below.
We consider the pressure law of the form

(1.12) p = p(̺, ϑ) = ̺ϑ+
̺2

̺+ 1
lnα(1 + ̺)

with α > 0. In agreement with the second law of thermodynamics, there exists specific
entropy, a function of ̺ and ϑ, given up to an additive constant by the Gibbs relation

(1.13)
1

ϑ

(

De(̺, ϑ) + p(̺, ϑ)D
(1

̺

))

= Ds(̺, ϑ).

The specific entropy, due to (1.2) and (1.3), fulfills

(1.14) div(̺su) + div
(q

ϑ

)

=
S : ∇u

ϑ
−

q · ∇ϑ

ϑ2

provided all quantities are smooth enough. As a matter of fact, working with only weak
solutions, we will replace (1.14) by inequality. Provided all quantities are smooth, the
Gibbs relation immediately implies the Maxwell relation

(1.15)
∂e(̺, ϑ)

∂̺
=

1

̺2

(

p(̺, ϑ) − ϑ
∂p(̺, ϑ)

∂ϑ

)

which gives the specific internal energy up to an unknown function of temperature. As-
suming this function linear, we get

(1.16) e = e(̺, ϑ) =
lnα+1(1 + ̺)

α+ 1
+ cvϑ, cv = const > 0,
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and

(1.17) s(̺, ϑ) = ln
ϑcv

̺
+ s0.

Indeed, we could also treat more general pressure law with asymptotics as in (1.12)
and (1.16), but to avoid additional technicalities we will omit it.

As already mentioned, our aim is to construct a weak solution to our problem

Definition 1 The triple (̺,u, ϑ) is called a weak solution to system (1.1)–(1.17), if ̺ ≥ 0
a.e. in Ω, ̺ ∈ Lr(Ω; R), r > 1,

∫

Ω
̺ dx = M , u ∈ W

1,2
0 (Ω; R2), ϑ > 0 a.e. in Ω,

ϑ ∈W 1,r(Ω; R) ∀r < 2, and

(1.18)

∫

Ω

̺u · ∇ψ dx = 0 ∀ψ ∈ C∞(Ω; R),

(1.19)
∫

Ω

(

− ̺(u⊗ u) : ∇ϕϕϕ− p(̺, ϑ) divϕϕϕ+ S(ϑ,u) : ∇ϕϕϕ
)

dx =

∫

Ω

̺f ·ϕϕϕ dx ∀ϕϕϕ ∈ C∞
0 (Ω; R2),

(1.20)
∫

Ω

−
(1

2
̺|u|2 + ̺e(̺, ϑ)

)

u · ∇ψ dx =

∫

Ω

(

̺f · uψ + p(̺, ϑ)u · ∇ψ
)

dx

−

∫

Ω

((

S(ϑ,u)u
)

· ∇ψ + κ(ϑ)∇ϑ · ∇ψ
)

dx−

∫

∂Ω

L(ϑ− Θ0)ψ dσ ∀ψ ∈ C∞(Ω; R).

We will also work with the renormalized solutions to the continuity equation

Definition 2 Let u ∈W
1,2
loc (R2; R2) and ̺ ∈ L

q
loc(R

2; R), q > 1, solve

div(̺u) = 0 in D′(R2).

Then the pair (̺,u) is called a renormalized solution to the continuity equation, if

div(b(̺)u) +
(

̺b′(̺) − b(̺)
)

div u = 0 in D′(R2)

for all b ∈ C1([0,∞)) ∩W 1,∞(0,∞) with zb′(z) ∈ L∞(0,∞).

The main result of this paper is

Theorem 1 Let Ω ∈ C2 be a bounded domain in R
2, f ∈ L∞(Ω; R2), Θ0 ≥ K0 > 0 a.e.

at ∂Ω, Θ0 ∈ L1(∂Ω), L > 0. Let α > max{1, 1
m
}. Then there exists a weak solution to

(1.1)–(1.17) in the sense of Definition 1. Moreover, (̺,u), extended by zero outside of Ω,
is a renormalized solution to the continuity equation in the sense of Definition 2.

Remark 1.1 Note that our solution also fulfills the entropy inequality, see beginning of
Section 4.
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This note improves the recent result from [11], where the authors showed the existence
of a weak solution assuming α > 1 and α ≥ 2

m
. The main ingredients of the proof, the

strong convergence of density, is much simpler in [11] as the a priori estimates there allow
to get immediately that the limit density and velocity fulfill the renormalized continuity
equation which is not the case here. Moreover, note that in [11] the authors got the a
priori estimates assuming α > 1 and α ≥ 2

m
, while here, we get them for α > 1 only.

However, the bound α > 1
m

is needed in order to get the strong convergence of density.
In [11], also the case γ > 1 (with p(̺, ϑ) = ̺ϑ+ ̺γ) was treated. Let us also mention the
paper [13], where the two dimensional case was studied for constant viscosity and Navier
boundary condition for the velocity. Assuming L = L(ϑ) ∼ (1 + ϑ)l, the existence of a
weak solution is shown there for γ > 2 and m = l + 1 > γ−1

γ−2
; however, this solution is

more regular in the sense that the density is bounded and ∇u, ∇ϑ belong to all Lq(Ω),
q <∞.

In three space dimensions, the existence of a weak solution (in some cases only of a

variational solution) has been recently established in [9], [10] for γ > 3+
√

41
8

and m >

max{2
3
, 2

3(γ−1)
, 2

9
γ(4γ−1)

4γ2−3γ−2
} for viscosity coefficients satisfying (1.8). The case of constant

viscosity in three space dimension was considered in [7] and [8], where the existence of a
solution was established for γ > 7

3
and m = l+ 1 > 3γ−1

3γ−7
; if γ > 3 and the velocity fulfills

the Navier boundary conditions, the solution has the same regularity as in [13]. Note also
that paper [7] is actually the first paper giving existence of a weak solution for arbitrary
large data for the steady compressible Navier–Stokes–Fourier system.

In three space dimensions, the existence of a solution for arbitrary large data is estab-
lished for larger interval for γ than in the barotropic case (i.e. system (1.1)–(1.2) with
ϑ = const); in this case, the existence is known only for γ > 4

3
(see [3]). This is not the

case in two space dimensions, cf. [4], where the existence is known also for p(̺) = a̺

only. However, the linear relation between pressure and density is fundamental, as weak
convergence of the density is enough to pass from the approximative system to the origi-
nal, hence the proof becomes much simpler. Finally, let us also mention paper [1], where
the evolutionary problem for barotropic flow was considered and the existence of a weak
solution was shown for α > 1.

In the next section, we introduce several useful tools, mostly connected with Orlicz
spaces. Then we mention a priori estimates for a certain regularization of our problem
and show new a priori estimates of the density sequence. Finally we pass to the limit
to get existence for our problem; here the main difficulty (basically the only one) is the
strong convergence of the density which will be considered in the last section.

2 Preliminaries

In what follows, we use standard notation for the Lebesgue space Lp(Ω) endowed with
the norm ‖ · ‖p,Ω and Sobolev spaces W k,p(Ω) endowed with the norm ‖ · ‖k,p,Ω. If no
confusion may arise, we skip the domain Ω in the norm. The vector-valued functions
will be printed in boldface, the tensor-valued functions with a special font. We will use
notation ̺ ∈ Lp(Ω; R), u ∈ Lp(Ω; R2), and S ∈ Lp(Ω; R2×2). The generic constants are
denoted by C and their values may vary even in the same formula or in the same line. We
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also use summation convention over twice repeated indeces, from 1 to 2; e.g. uivi means
∑2

i=1 uivi.
We recall the following version of the Korn inequality (see e.g. [11] for the proof)

Lemma 1 We have for u ∈W
1,2
0 (Ω; R2), ϑ > 0 and S(ϑ,u) satisfying (1.7)–(1.8)

(2.1)

∫

Ω

S(ϑ,u) : ∇u

ϑ
dx ≥ C‖u‖2

1,2 and

∫

Ω

S(ϑ,u) : ∇u dx ≥ C‖u‖2
1,2.

Next we recall basic properties of a certain class of Orlicz spaces. For more details as
well as for proofs of results below see e.g. [5] or [6]; see also [11].

Let Φ be the Young function. We denote by EΦ(Ω) the set of all measurable functions
u such that

∫

Ω

Φ(|u(x)|) dx < +∞,

and by LΦ(Ω) the set of all measurable functions u such that the Luxemburg norm

‖u‖Φ = inf
{

k > 0;

∫

Ω

Φ
(1

k
|u(x)|

)

dx ≤ 1
}

< +∞.

We say that Φ satisfies the ∆2-condition if there exist k > 0 and c ≥ 0 such that

Φ(2t) ≤ kΦ(t) ∀t ≥ c.

If c = 0, we speak about the global ∆2-condition. Note that we have for all u ∈ EΦ(Ω)

‖u‖Φ ≤

∫

Ω

Φ(|u(x)|) dx+ 1,

while EΦ(Ω) = LΦ(Ω) only if Φ fulfills the ∆2-condition. For α ≥ 0 and β ≥ 1 we
denote by Lzβ lnα(1+z)(Ω) the Orlicz spaces generated by Φ(z) = zβ lnα(1 + z). In the
range mentioned above zβ lnα(1 + z) fulfills the global ∆2-condition. Recall that the

complementary function to z lnα(1 + z) behaves as ez1/α
; however, this function does not

satisfy the ∆2-condition. We denote by Ee(1/α)(Ω) and Le(1/α)(Ω) the corresponding sets
of functions.

First note that W 1,2(Ω) →֒ Lez2−1(Ω) and thus

(2.2) ‖u‖e(2) ≤ C(‖u‖1,2 + 1).

Further, the generalized Hölder inequality yields

(2.3) ‖uv‖1 ≤ ‖u‖z lnα(1+z)‖v‖e(1/α)

as well as

(2.4) ‖uv‖z lnα(1+z) ≤ C‖u‖zp lnα(1+z)‖v‖zp′ lnα(1+z),

for any α ≥ 0 and 1
p

+ 1
p′

= 1, 1 < p, p′ < ∞. The definition of the Luxemburg norm
immediately yields for β ≥ 1, α ≥ 0

(2.5) ‖u‖zβ lnα(1+z) ≤
(

1 +

∫

Ω

|u(x)|β lnα(1 + |u(x)|) dx
)

1
β
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as well as for δ > 0
‖|u|δ‖Φ(z) = ‖u‖δ

Φ(zδ);

hence, especially for δ > 0

(2.6) ‖|u|δ‖e(α) ≤ C
(

‖u‖δ
e(δα) + 1

)

,

and for δ ≥ 1

(2.7) ‖|u|δ‖z lnα(1+z) ≤ C(δ)
(

‖u‖δ
zδ lnα(1+z) + 1

)

.

Finally, let us consider the problem

(2.8)
divϕϕϕ = f in Ω ∈ C0,1,

ϕϕϕ = 0 at ∂Ω.

If f ∈ Lp(Ω), 1 < p <∞, and
∫

Ω
f dx = 0, then there exists a solution to (2.10) such that

(2.9) ‖ϕϕϕ‖1,p ≤ C‖f‖p,

see e.g. [12]. A similar result holds also in Orlicz spaces such that the Young function Φ
satisfies the global ∆2-condition and for certain γ ∈ (0, 1) the function Φγ is quasiconvex,
see [14]. Hence, especially for α ≥ 0 and β > 1 we have (provided

∫

Ω
f dx = 0) the

existence of a solution such that

(2.10) ‖|∇ϕϕϕ|‖zβ lnα(1+z) ≤ C‖f‖zβ lnα(1+z).

3 Approximation, a priori estimates

We can show that for any δ > 0 and β, B sufficiently large, there exists a solution
̺δ ∈ Lsβ(Ω; R), s < 2 arbitrary, ̺δ ≥ 0 a.e. in Ω,

∫

Ω
̺δ dx = M , uδ ∈ W

1,2
0 (Ω; R2),

ϑδ ∈ W 1,2(Ω; R), ϑδ > 0 a.e. in Ω such that

(3.1)

∫

Ω

̺δuδ · ∇ψ dx = 0

for all ψ ∈W 1,r(Ω; R), r > 2β
2β−1

,

(3.2)
∫

Ω

(

−̺δ(uδ ⊗uδ) : ∇ϕϕϕ+S(ϑδ,uδ) : ∇ϕϕϕ−
(

p(̺δ, ϑδ)+δ̺
β
δ +δ̺2

δ

)

divϕϕϕ
)

dx =

∫

Ω

̺δf ·ϕϕϕ dx

for all ϕϕϕ ∈W
1,r
0 (Ω; R2), r > 2,

(3.3)

∫

Ω

(

(

−
1

2
̺δ|uδ|

2 − ̺δe(̺δ, ϑδ)
)

uδ · ∇ψ +
(

κ(ϑδ) + δϑB
δ + δϑ−1

δ

)

∇ϑδ · ∇ψ
)

dx

+

∫

∂Ω

(

L+ δϑB−1
δ

)

(ϑδ − Θ0)ψ dσ =

∫

Ω

̺δf · uψ dx

+

∫

Ω

(

(

− S(ϑδ,uδ)uδ +
(

p(̺δ, ϑδ) + δ̺
β
δ + δ̺2

δ

)

uδ

)

· ∇ψ + δϑ−1
δ ψ

)

dx

+δ

∫

Ω

( 1

β − 1
̺

β
δ + ̺2

δ

)

uδ · ∇ψ dx
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for all ψ ∈ C1(Ω; R); this solution also satisfies the entropy inequality

(3.4)

∫

Ω

(

ϑ−1
δ S(ϑδ,uδ) : ∇uδ + δϑ−2

δ +
(

κ(ϑδ) + δϑB
δ + δϑ−1

δ

) |∇ϑδ|
2

ϑ2
δ

)

ψ dx

≤

∫

Ω

(

(

κ(ϑδ) + δϑB
δ + δϑ−1

δ

)∇ϑδ · ∇ψ

ϑδ

− ̺δs(̺δ, ϑδ)uδ · ∇ψ
)

dx

+

∫

∂Ω

L+ δϑB−1
δ

ϑδ

(ϑδ − Θ0)ψ dσ

for all nonnegative ψ ∈ C1(Ω; R).
More details can be found in [11], however, the detailed proof is performed in [9] in the

case of three dimensional domains. The proof in two space dimensions is slightly easier,
but contains all the main difficulties of the 3D problem and can be easily deduced from
the proof in [9].

Moreover, using in (3.4) and (3.3) ψ ≡ 1 we can deduce (see again [9] and [11] for
more details) the following a priori estimates
(3.5)

‖uδ‖1,2+‖∇ϑ
m
2
δ ‖2+‖∇ lnϑδ‖2+‖ϑ−1

δ ‖1,∂Ω+δ
(

‖∇ϑ
B
2
δ ‖2

2+‖∇ϑ
− 1

2
δ ‖2

2+‖ϑδ‖
B−2
r +‖ϑ−2

δ ‖1

)

≤ C,

r <∞, arbitrary, and

(3.6) ‖ϑ
m
2
δ ‖

2
m
1,2 ≤ C

(

1 + ‖ϑδ‖1,∂Ω + ‖∇ϑ
m
2
δ ‖

2
m
2

)

≤ C
(

1 +
∣

∣

∣

∫

Ω

̺δf · uδ dx
∣

∣

∣

)

with C independent of δ. Note that the fundamental estimate (3.5), i.e. the control of
‖uδ‖1,2 independently of the density, follows from the entropy inequality (3.4) and the
form of the viscosity coefficients (1.8) due to the Korn inequality (2.1).

It remains to deduce estimates of density. To this aim, we take 0 < s < 1, arbitrary,
and consider the problem

(3.7)

divϕϕϕ = ̺s
δ −

1

|Ω|

∫

Ω

̺s
δ dx a.e. in Ω,

ϕϕϕ = 0 at ∂Ω,
‖ϕϕϕ‖1,q ≤ C‖̺δ‖

s
qs,

and use this test function in (3.2). We get

(3.8)

∫

Ω

( ̺2+s
δ

1 + ̺δ

lnα(1 + ̺δ) + ̺1+s
δ ϑδ

)

dx+ δ

∫

Ω

(

̺
β+s
δ + ̺2+s

δ

)

dx

=
1

|Ω|

∫

Ω

̺s
δ dx

∫

Ω

( ̺2
δ

̺δ + 1
lnα(1 + ̺δ) + ̺δϑδ + δ(̺β

δ + ̺2
δ)

)

dx−

∫

Ω

̺δf ·ϕϕϕ dx

+

∫

Ω

S(ϑδ,uδ) : ∇ϕϕϕ dx−

∫

Ω

̺δ(uδ ⊗ uδ) : ∇ϕϕϕ dx

= J1 + J2 + J3 + J4.

The estimates of J1 and J2 are easy; hence we concentrate ourselves only on the remaining
two terms. We have due to (2.2), (2.3) and (2.5) for α ≥ 0

|J3| ≤ C

∫

Ω

(1 + ϑδ)|∇uδ||∇ϕϕϕ| dx ≤ C‖∇uδ‖2‖∇ϕϕϕ‖ 1+s2

s

(

1 + ‖ϑδ‖ 2(1+s2)

(1−s)2

)

≤ C‖̺δ‖
s
1+s2

(

1 +
∣

∣

∣

∫

Ω

̺δf · uδ dx
∣

∣

∣

)

≤ C +
1

4

∫

Ω

̺2+s
δ

1 + ̺δ

lnα(1 + ̺δ) dx

7



and the last term can be shifted to the left-hand side. Note that we needed here s < 1.
Finally, using (2.3), (2.6), (2.4), (2.10), (2.7) and (2.5), for α > 1,

|J4| ≤

∫

Ω

̺δ|uδ|
2|∇ϕϕϕ| dx ≤ C‖|uδ|

2‖e(1)‖̺δ|∇ϕϕϕ|‖z ln(1+z)

≤ C
(

‖|uδ|‖
2
e(2) + 1

)

‖̺δ‖z1+s ln(1+z)‖|∇ϕϕϕ|‖z
1+s

s ln(1+z)
≤ C(1 + ‖̺δ‖

1+s
z1+s ln(1+z))

≤ C
(

1 +

∫

Ω

̺1+s
δ ln(1 + ̺δ) dx

)

≤ C +
1

4

∫

Ω

̺2+s
δ

1 + ̺δ

lnα(1 + ̺δ) dx

(hint: consider separately ̺δ ≤ K and ̺δ ≥ K for K sufficiently large). Thus we are left
with the estimate

(3.9)

∫

Ω

̺1+s
δ lnα(1 + ̺δ) dx ≤ C(s)

with C(s) → +∞ for s→ 1−.

Remark 3.1 In [11], the authors used the same test function with s = 1. This leads to L2-
estimate of the density (and hence the limit (̺,u) is immediately the renormalized solution
to the continuity equation), however, also to additional bound of α on m. Note that in this
paper we are able to get the estimate for any m > 0 only for α > 1; nevertheless, a certain
restriction on α in terms of m will appear later, when proving the strong convergence of
density.

4 Limit passage

From a priori estimates proved above, i.e. using (3.5), (3.6) and (3.9), we deduce the
existence of a subsequence denoted again by ̺δ, ϑδ and uδ such that

(4.1) ̺δ ⇀ ̺ in Ls(Ω; R), ∀s < 2,

(4.2) uδ ⇀ u in W 1,2
0 (Ω; R2), uδ → u in Lq(Ω; R2), ∀q <∞,

(4.3) ϑδ ⇀ ϑ in W 1,r(Ω; R), ∀r < 2, ϑδ → ϑ in Lq(Ω; R), ∀q <∞.

Hence, passing to the limit in (3.1)–(3.3) (we may also pass to the limit in (3.4) to get
the entropy inequality for the limit problem, but we will not use this fact later on) we get
(here and in the sequel, g(̺, ϑ,u) denotes weak limit of the sequence g(̺δ, ϑδ,uδ))

(4.4)

∫

Ω

̺u · ∇ψ dx = 0

for all ψ ∈W 1,r(Ω; R), r > 2,
(4.5)
∫

Ω

(

− ̺(u⊗u) : ∇ϕϕϕ+ S(ϑ,u) : ∇ϕϕϕ−
( ̺2

̺+ 1
lnα(̺+ 1)+ cv̺ϑ

)

divϕϕϕ
)

dx =

∫

Ω

̺f ·ϕϕϕ dx

8



for all ϕϕϕ ∈W
1,r
0 (Ω; R2), r > 2,

(4.6)

∫

Ω

(

(

−
1

2
̺|u|2 −

1

α+ 1
̺ lnα+1(̺+ 1) − cv̺ϑ

)

u · ∇ψ + κ(ϑ)∇ϑ · ∇ψ
)

dx

+

∫

∂Ω

L(ϑ− Θ0)ψ dσ =

∫

Ω

̺f · uψ dx

+

∫

Ω

(

− S(ϑ,u)u +
( ̺2

̺+ 1
lnα(̺+ 1) + cv̺ϑ

)

u
)

· ∇ψ dx

for all ψ ∈ W 1,r(Ω; R), r > 2. Note that we have also used the fact that δ
∫

Ω
̺

β+s
δ dx ≤ C

for all s < 1. Hence, the last step which remains to prove is the strong convergence of
density in order to remove bars in (4.5) and (4.6). However, unlike [11], we do not know
whether the limit function satisfies the continuity equation in the renormalized sense
(cf. Definition 2) as we do not control density in L2(Ω; R). Hence we have to proceed
differently, similarly as in [9], [10] (cf. [1], [2] in the evolutionary case). We introduce the
cut-off functions Tk(z) = kT ( z

k
), k ∈ N, with

T (z) = z, 0 < z ≤ 1, T (z) = 2, z ≥ 3, T (z) concave on (0,∞)

and we aim to show the following version of the effective viscous flux identity
(4.7)

p(̺, ϑ)Tk(̺) −
(

µ(ϑ) + ξ(ϑ)
)

Tk(̺) div u = p(̺, ϑ)Tk(̺) −
(

µ(ϑ) + ξ(ϑ)
)

Tk(̺) div u.

First we recall several useful general results. We denote

(4.8)
∇∆−1v ≡ F−1

[ iξ

|ξ|2
F(v)(ξ)

]

, (R[v])ij ≡ (∇⊗∇∆−1)ijv = F−1
[ξiξj

|ξ|2
F(v)(ξ)

]

,

(R[v])i = F−1
[ξiξj

|ξ|2
F(vj)(ξ)

]

with F the Fourier transform.
We have

Lemma 2 (Continuity properties of ∇⊗∇∆−1 and ∇∆−1) Operator R is a con-
tinuous operator from Lp(R2; R) to Lp(R2; R2×2) for any 1 < p <∞.

Operator ∇∆−1 is a continuous linear operator from the space L1(R2; R) ∩ L2(R2; R)

to L2(R2; R2) + L∞(R2; R2) and from Lp(R2; R) to L
2p

2−p (R2; R2) for any 1 < p < 2.

Lemma 3 (Commutators I) Let Uδ ⇀ U in Lp(R2; R2), vδ ⇀ v in Lq(R2; R), where

1

p
+

1

q
=

1

r
< 1.

Then
vδR[Uδ] −R[vδ]Uδ ⇀ vR[U] −R[v]U

in Lr(R2; R2).

9



Lemma 4 (Commutators II) Let w ∈ W 1,r(R2; R), z ∈ Lp(R2; R2), 1 < r < 2, 1 <
p <∞, 1

r
+ 1

p
− 1

2
< 1

s
< 1. Then for all such s we have

‖R[wz] − wR[z]‖a,s,R2 ≤ C‖w‖1,r,R2‖z‖p,R2 ,

where a
2

= 1
s

+ 1
2
− 1

p
− 1

r
.

We are in position to prove

Lemma 5 Under the assumptions used to deduce (4.4)–(4.6) we have the effective viscous
flux identity (4.7) fulfilled for arbitrary k ∈ N.

Proof. We use as test function in (3.2) ϕϕϕ = ζ(x)∇∆−1(1ΩTk(̺δ)) and in (4.5) ϕϕϕ =
ζ(x)∇∆−1(1ΩTk(̺)) with ζ(x) ∈ C∞

0 (Ω; R). As ∇∆−1(1ΩTk(̺δ)) → ∇∆−1(1ΩTk(̺)) in
C(Ω; R2), recalling (4.1)–(4.3), we deduce

lim
δ→0+

∫

Ω

ζ(x)
(

p(̺δ, ϑδ)Tk(̺δ) − S(ϑδ,uδ) : R[1ΩTk(̺δ)]
)

dx

=

∫

Ω

ζ(x)
(

p(̺, ϑ) Tk(̺) − S(ϑ,u) : R[1ΩTk(̺)]
)

dx

+ lim
δ→0+

∫

Ω

ζ(x)
(

Tk(̺δ)uδ · R[1Ω̺δuδ] − ̺δ(uδ ⊗ uδ) : R[1ΩTk(̺δ)]
)

dx

−

∫

Ω

ζ(x)
(

Tk(̺)u · R[1Ω̺u] − ̺(u ⊗ u) : R[1ΩTk(̺)]
)

dx.

Now we apply Lemma 3 with

vδ = Tk(̺δ) ⇀ Tk(̺) in Lq(Ω; R), ∀q <∞,

Uδ = ̺δuδ ⇀ ̺u in Lp(Ω; R2), ∀p < 2.

Hence
∫

Ω

ζ(x)
(

uδ ·
(

R[1Ω̺δuδ]Tk(̺δ) −R[1ΩTk(̺δ)]̺δuδ

))

dx

→

∫

Ω

ζ(x)
(

u ·
(

R[1Ω̺u]Tk(̺) −R[1ΩTk(̺)]̺u
))

dx.

Next we write

lim
δ→0+

∫

Ω

ζ(x)S(ϑδ,uδ) : R[1ΩTk(̺δ)] dx = lim
δ→0+

∫

Ω

ζ(x)
(

µ(ϑδ) + ξ(ϑδ)
)

div uδTk(̺δ) dx

+ lim
δ→0+

∫

Ω

Tk(ϑδ)
(

R :
[

ζ(x)µ(ϑδ)
(

∇uδ + (∇uδ)
T
)

]

−

ζ(x)µ(ϑδ)R :
[

∇uδ + (∇uδ)
T
]

)

dx

+ lim
δ→0+

∫

Ω

Tk(ϑδ)
(

R :
[

ζ(x)(ξ(ϑδ) − µ(ϑδ)) div uδI

]

−

ζ(x)(ξ(ϑδ) − µ(ϑδ))R :
[

div uδI
]

)

dx,

similarly for the limit term, and apply Lemma 4 with wδ = ζ(x)µ(ϑδ) ∼ (1+ϑδ) bounded
in W 1,r(Ω; R) with r < 2 arbitrary (recall that µ(·) is Lipschitz continuous) and zi =

10



∂i(uδ)j + ∂j(uδ)i, j = 1, 2, 3, bounded in L2(Ω; R2). Note that the last term on the right
hand-side is identically zero. Hence we get (4.7). 2

The next and in fact the most important change with respect to [11] appears at this
moment. As we do not know whether the pair (̺,u) is a renormalized solution to the
continuity equation, we have to show it by means of another technique. To this aim, we
introduce the oscillation defect measure defined in a more general context of the Orlicz
spaces

oscΦ[Tk(̺δ) − Tk(̺)] = sup
k∈N

lim sup
δ→0+

‖Tk(̺δ) − Tk(̺)‖Φ.

In what follows, we show that there exists σ > 0 such that

(4.9) oscz2 lnσ(1+z)[Tk(̺δ) − Tk(̺)] < +∞;

further we verify that this fact implies the renormalized continuity equation to be satisfied.
Note that to show the latter we cannot use the approach from [2] (or [9]) as there it is
required that Φ = z2+σ for σ > 0 which are not able to show.

We recall one lemma concerning properties of weakly convergent sequences. For the
proof see e.g. [2, Appendix].

Lemma 6 (Weak convergence, monotone functions) Let (P,G) ∈ C(R)×C(R) be
a couple of nondecreasing functions. Assume that ̺n ∈ L1(Ω; R) is a sequence such that

P (̺n) ⇀ P (̺),

G(̺n) ⇀ G(̺),

P (̺n)G(̺n) ⇀ P (̺)G(̺)







in L1(Ω; R).

i) Then
P (̺) G(̺) ≤ P (̺)G(̺)

a.e. in Ω.

ii) If, in addition,
G(z) = z, P ∈ C(R), P non-decreasing

and
P (̺) ̺ = P (̺)̺

(where we have denoted by ̺ = G(̺)), then

P (̺) = P (̺).

First, we have

Lemma 7 Under the assumptions of Theorem 1 we have (4.9).

Proof. As g(t) = t2

t+1
lnα(t+ 1) is for α > 1 convex, we get similarly as in [1, Lemma

3.9] that for z > y ≥ 0

(4.10)

z2

1 + z
lnα(1 + z) −

y2

1 + y
lnα(1 + y) =

∫ z

y

g′(t) dt ≥

∫ z

y

g′(t− y) dt

=
(z − y)2

1 + z − y
lnα(1 + z − y) ≥

1

2
(z − y) lnα(1 + z − y) − lnα 2 1{z−y≤1}.
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Moreover,

lim sup
δ→0+

∫

Ω

[

p(̺δ, ϑδ)Tk(̺δ) − p(̺, ϑ)Tk(̺)
]

dx

= lim sup
δ→0+

[

∫

Ω

(g(̺δ) − g(̺))
(

Tk(̺δ) − Tk(̺)
)

dx+

∫

Ω

(

̺δϑδTk(̺δ) − ̺ϑTk(̺)
)

dx
]

+

∫

Ω

(

g(̺) − g(̺)
)(

Tk(̺) − Tk(̺)
)

dx.

As z 7→ Tk(z) is concave and z 7→ g(z) is convex, we have (using also Lemma 6 in the
second integral)

(4.11)
lim sup

δ→0+

∫

Ω

(g(̺δ) − g(̺))
(

Tk(̺δ) − Tk(̺)
)

dx

≤ lim sup
δ→0+

∫

Ω

[

p(̺δ, ϑδ)Tk(̺δ) − p(̺, ϑ)Tk(̺)
]

dx.

Thus, due to (4.10) and Lipschitz continuity of Tk(·) with Lipschitz constant 1, together
with (2.5), we arrive at

(4.12)

lim sup
δ→0+

‖Tk(̺δ) − Tk(̺)‖
2
z2 lnα(z+1)

≤ 1 + lim sup
δ→0+

∫

Ω

|Tk(̺δ) − Tk(̺)|
2 lnα(1 + |Tk(̺δ) − Tk(̺|) dx

≤ C
(

1 + lim sup
δ→0+

∫

Ω

[

p(̺δ, ϑδ)Tk(̺δ) − p(̺, ϑ)Tk(̺)
]

dx
)

.

Denote now Gδ
k(x, z) = |Tk(z)−Tk(̺(x))|

2 lnα(1+ |Tk(z)−Tk(̺(x))|). Hence, due to (4.7)

Gk(·, ̺) ≤ C
(

(µ(ϑ) + ξ(ϑ))
(

Tk(̺) div u − Tk(u) div u
)

+ 1
)

for all k ≥ 1. Then

(4.13)

∫

Ω

(1 + ϑ)−1Gk(·, ̺) dx ≤ C
(

sup
δ>0

‖ div uδ‖2 lim sup
δ→0+

‖Tk(̺δ) − Tk(̺)‖2 + 1
)

≤ C
(

lim sup
δ→0+

‖Tk(̺δ) − Tk(̺)‖2 + 1
)

.

On the other hand, take σ > 0, s > 1 and compute
∫

Ω

|Tk(̺δ) − Tk(̺)|
2 lnσ(1 + |Tk(̺δ) − Tk(̺)|) dx

≤

∫

Ω

|Tk(̺δ) − Tk(̺)|
2 lnσ(1 + |Tk(̺δ) − Tk(̺)|)(1 + ϑ)−s(1 + ϑ)s dx

≤ C‖1 + ϑs‖e(m
s

)‖|Tk(̺δ) − Tk(̺)|
2 lnσ(1 + |Tk(̺δ) − Tk(̺)|)(1 + ϑ)−s‖

z ln
s
m (1+z)

≤ C
(

1 +

∫

Ω

|Tk(̺δ) − Tk(̺)|
2 lnα(1 + |Tk(̺δ) − Tk(̺)|)(1 + ϑ)−1 dx

)

provided α > 1
m

and σ > 0, s− 1 > 0 are sufficiently small, with respect to α− 1
m

. Thus
we have shown that for a certain σ > 0 it holds, due to (4.13),

lim sup
δ→0+

∫

Ω

|Tk(̺δ) − Tk(̺)|
2 lnσ(1 + |Tk(̺δ) − Tk(̺)|) dx

≤ C
(

1 + lim sup
δ→0+

(

∫

Ω

|Tk(̺δ) − Tk(̺)|
2 dx

)
1
2
)

,
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and hence

(4.14) lim sup
δ→0+

∫

Ω

|Tk(̺δ) − Tk(̺)|
2 lnσ(1 + |Tk(̺δ) − Tk(̺)|) dx ≤ C < +∞

with C independent of k. 2

Next we have to show that (4.9) is sufficient to guarantee that (̺,u) verifies the
renormalized continuity equation. As the proof is the same (even slightly easier) than in
the evolutionary case, we recall that Lemma 4.5 in [1] gives us this result. Recall that the
main idea is to show that

lim sup
k→∞

∫

Ω

|b′(Tk(̺))|(Tk(̺) − T ′
k(̺)̺) div u dx = 0

for b(·) sufficiently smooth such that b′(z) ≡ 0 for z sufficiently large. In order to get
it, we need to control Tk(̺δ) − Tk(̺) in a slightly better space than L2(Ω) and (4.9) is
sufficient to this aim.

Finally, let us show the strong convergence of the density. We use the renormalized
continuity equation with

b(̺) = ̺

∫ ̺

1

Tk(t)

t2
dt.

Thus

(4.15)

∫

Ω

Tk(̺) div u dx = 0;

recall also that
∫

Ω

Tk(̺δ) div uδ dx = 0,

whence

(4.16)

∫

Ω

Tk(̺) div u dx = 0.

Coming back to the effective viscous flux identity (4.7) and using (4.15) with (4.16),

(4.17)

∫

Ω

1

µ(ϑ) + ξ(ϑ)

(

p(̺, ϑ)Tk(̺) − p(̺, ϑ)Tk(̺)
)

dx =

∫

Ω

(

Tk(̺) − Tk(̺)
)

div u dx.

We also know that

lim
k→∞

‖Tk(̺) − ̺‖1 = lim
k→∞

‖Tk(̺) − ̺‖1 = 0;

it yields

(4.18) lim
k→∞

‖Tk(̺) − Tk(̺)‖1 = 0.

Recalling (4.14) and (4.18) it is easy to see (consider the sets where |Tk(̺) − Tk(̺)| is
larger and smaller than a suitably chosen number)

lim
k→∞

‖Tk(̺) − Tk(̺)‖2 = 0;
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thus

(4.19) lim
k→∞

∫

Ω

(

p(̺, ϑ)Tk(̺) − p(̺, ϑ)Tk(̺)
)

dx = 0

and by (4.10) and (4.11)

(4.20) lim
k→∞

lim sup
δ→0+

∫

Ω

|Tk(̺δ) − Tk(̺)|
3

1 + |Tk(̺δ) − Tk(̺)|
lnα(1 + |Tk(̺δ) − Tk(̺)|) dx = 0.

Now we write

‖̺δ − ̺‖1 ≤ ‖̺δ − Tk(̺δ)‖1 + ‖Tk(̺δ) − Tk(̺)‖1 + ‖Tk(̺) − ̺‖1,

and we immediately see
̺δ → ̺ in L1(Ω; R)

as well as by interpolation

̺δ → ̺ in Lp(Ω; R) ∀p < 2.

Theorem 1 is proved.
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