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Abstract

The model for ionized mixtures featuring chemical reactions and ther-
mal diffusion cross effects is presented. The thermodynamic consistency
of the model is used as the main ingredient for the proof of the existence
its solution, which is done by combining regularization, time discretization
and the Galerkin method.

1 Introduction

The main purpose of this article is to prove existence of a model for fluid mix-
tures. The diffusion is governed by gradient of chemical potentials and temper-
ature. The main purpose of this article is to begin mathematical exploitation
of the duality between chemical potentials and species concentrations. The en-
tropy in the model is the simplified version of the entropy for the ideal gas. The
model is compatible with the GENERIC framework. The main improvement
in comparison to previous works [3, 25, 27, 28] is using the chemical potentials
directly in the model and apriori estimates in view of the thermodynamics of
the model. The main purpose of this article is not to derive new classes of
models for fluid mixtures but to present a new view of rather standard models.
The compressible case have been analyzed in [1, 8]. For alternative models see
articles [4, 17].

Modelling of ionized mixtures is very important for designing of devices,
such as fuel cells (see eg. [22, 30]), or in biology (see eg. [6, 15, 16]). This
subject has been studied from thermodynamical point of view for a long period.
The basic of the approach used here is the barycentric velocity and has been
invented by Eckart and Prigogine, see [5, 23]. We use the linear treatment of
the chemical reactions, as used in the book [14], which is a good summary of the
theory of linear irreversible thermodynamics. A similar treatment of chemical
reactions appears already in [21]. The gradient structure of chemical reactions is
emphasised in [19]. The diffusion matrix have been studied in [10]. The theory



implicitly assumes that we can find every component of the mixture in every
macroscopic point of the domain. This assumption was used in its full strength
in rational thermodynamics, see for example [20, 24, 29]. The assumption might
be relaxed in the phenomenological thermodynamics framework to the assump-
tion that chemical potential of each constituent is defined almost everywhere
in the domain. Another relaxation of the assumption was done in [18]. A dif-
ferent approach was used to obtain results for mono-atomic gases. In this case
macroscopic, equations are obtained as a limit from the system of Boltzmann’s
equations. This approach was used in [9] on gases without ionization or chem-
ical reactions. Chemical reactions were added in [11]. The thermodynamical
treatment is based on the article [32], which presents the mixture model in light
of the GENERIC framework. For more information see [31] or [12].

In section 3 we formulate the model both in terms of partial differential
equations and the GENERIC framework. In section 4 we formulate assump-
tions on constitutive functions and formulate the main theorem of the article.
The section 7 is devoted to the proof of existence of weak solution. The proof is
organized as follows: First we discretize the system in time and partly in space.
The discretization is done in a way such that the mass densities of all con-
stituents are positive almost everywhere. Second we prove the existence of the
discretized solution by the degree argument. Third we derive apriori estimates
on the solution and converge from the discretization. Important consequence of
apriori estimates is that the temperature is positive almost everywhere. In the
section 6 we give an example of choice of the data which satisfy assumptions of
the main theorem.

2 Nomenclature

Equation variables:

internal energy,

electric charge, ¢ = > z;pi,

velocity,

coldness, x = %,

vector of chemical potentials,

electric potential,

vector of species densities,

temperature,

vector of rescaled chemical potentials, ( = —xp,
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Equation data:

ar; stochiometric coefficient for k-th reaction and i-th species,
M matrix of diffusion coefficients,

m  vector of thermodiffusion coefficients,

T vector of reaction rates,

s entropy density,

z specific charges vector,

®  boundary diffusion matrix,

« boundary permeability,

Xsx coldness of the exterior, yx = é,

€ permittivity,

n viscosity,

ky,  heat transfer coefficient of the boundary,

0 bulk density — given material parameter,

(s, vector of rescaled exterior chemical potentials, (x = —xsus,
v outward normal to the boundary,

GENERIC building blocks:

E energy functional,
S entropy functional,
{-,-} Poisson bracket,
[,-] dissipative bracket.

3 Formulation of the model

The presented model is a combination of the model derived in [32] with model
studied in [28]. It consists from the momentum balance and the incompressibil-
ity constraint.

022 + div(ov ® v) + Vrr — div(2n (p, 0, Dv)Dv) = —qV¢, (1)
dive = 0, (2)

the mass balances for each constituent

Ipi . . » ,
ai:—|—d1v<pw—|—Zij(p,9)(—Vl;J—I—mjV;—?V(JS)) :7“? (p,%,@), (3)

j=1



the internal energy balance

% + div (ev — &% (p, 0)Vo)

L
. 1 .
+div< S mMl(p, 9)( - v% +m; V5~ ‘;}w))

i,j=1

L
=Y aM 1 Lz

i,j=1
+1(p, 0, Dv) [Do|?, (4)
and the Poisson equation
—diveV¢ =g, (5)

where the vector of chemical potentials u, temperature 6 and the electric charge
q are defined by means of the entropy density s and specific charges z;:

L
pi _ Os(p,e) 1 _ 9s(pe) _ .
0 dp; 0 9e q= ; ZiPs- (6)

The constraint (2) is justified by the constant density ¢ and in fact represents
the continuity equation for the total mass density. The stress tensor in (1)
represents the non—Newtonian p—power law. This makes the model applicable
on shear-thinning and shear-thickening fluids. The force ¢V¢ in (1) is the
Lorenz force due to Coulomb electrostatic interactions. The equation (3) is
a convection—reaction—diffusion equation with a more general form of diffusion
flux. The term Zle ij(p, 0)V — % is a generalized and thermodynamically
correct form of the Fick’s law. The term %qu represents the diffusion caused
by the electric field — the tendency of the mixture to get into the electro-neutral
state. The equation (4) represents the heat transfer. There are two heat sources.
The source term 7?(p, 8, Dv) [Dv|? represents the heat created by friction. The
term ZiL,j:1 Miej (p,0) (V5 +m;V§ — 2V¢) -2, V¢ represents both the Joule
heat and the Peltier effect. The heat transfer is due to convection, Fourier
law and diffusion fluxes. The equation (5) is the quasi-static approximation of
Maxwell equations.

Equations (1 — 6) are assumed to be satisfied in a bounded domain 2 C R3.



We assume the following boundary conditions on 0€2:

U= 07 (7)
> M{(p,0) (Vi +m; Vi — 3Ve) v
= =YDy (< + Y - 50— 0w)). ®)

= s (3-%). (9)
Vo v =—al— dx). (10)

Boundary conditions used here represent a container with permeable walls
— membranes. The boundary condition (7) is the well known no-slip boundary
condition. The condition (8) represents the diffusion of constituents through
boundary. The diffusion is driven by differences of chemical potential and elec-
tric field over the membrane. The boundary condition (9) says that the heat
transport through the boundary is driven by differences in temperature. The
particular form of fluxes is inspired by (85). The boundary condition (10) repre-
sents the action of the external electric field. The form of the boundary condition
(10) violates our definition of the electrostatic energy on the boundary. How-
ever it is not so surprising in spite of the fact that the formula was derived by
analogy with the case of finitely many point charges and we do not have any
explicit formula for the energy in the complete Maxwell system. Let us also
note that the description of interactions on the boundary helps us to facilitate
the mathematical theory.

Inspired by (6) we introduce new variables:

the coldness X
and the vector of rescaled chemical potentials ( :=

1

) Xz = 05’
1

B, Cs = oy M-

SalLts TS

For the function f¢ = f%(p,0) we define a function f = f(p,x) = f? (p, %)

4 The weak formulation and the main theorem

Equations will be solved on the domain  and time interval I = [0,7]. We
denote by G the Gibb’s simplex

L
G:{xERL: in:Q&W:xiZO}.
i=1

We will use the vector £ = (1,...,1) and the space G’ = ¢*. Symbols P and P,
will denote orthogonal projections
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and
P, R 5 G Nzt

It is easy to check that PVf = VPf and P,Vf = VP,f. For functions
with values in R” we use the standard notation C* (ﬁ; R") for the space of
k times continuously differentiable functions, C> (Q;R") for the intersection
Naey CF (G R™), LP (Q;R™) for the Lebesgue spaces and WP (Q;R") for the
Sobolev spaces. For function depending on space end time we will denote cor-
responding spaces by C* (I x Q;R") and LP (I x ;R"). By Cg%;, (Q; R3), re-
spectively Wol,ﬁ]iv (Q; R?’), we will denote corresponding spaces of functions with
zero trace and divergence. For X a Banach space we will denote by C* (©2; X)
the space of continuous functions with values in X, LP (2; X) will denote the
standard Bochner space and M (; X') will denote the space of X valued mea-
sures. By the symbol a ® b we will denote matrix with entries (a ® b);; := a;b;.
For a function f we denote by f’ its derivative.

We make several assumptions on the data: We need a smoothness of the
boundary of €2 to have compact embedding of Sobolev functions into C* (ﬁ)

Qisa C' domain. (11)

We assume that chemical reactions conserve mass and electric charge to get
mass balance and energy balance:

L L
ZHZO, ZZH%‘ZO- (12)
i=1 i=1

We have a technically important assumption concerning the relation between
chemical reactions and thermodiffusion coefficients. This assumption is needed
to get estimates on the coldness in (42-45).

JAeRVA-m#0: VCeRM: r(¢)-¢C>|A- ¢ (13)

We have stronger assumptions on the diffusion matrix M then just positive
semi-definiteness needed for the second law (88). To read the estimate (40) we
need positive definiteness on the subspace G':

M e C ((RYMHRYE) . M(p,x) < C, (14)

JaVpVx Ve : M(p,x)z -z > a|Pz|*. (15)

The boundary diffusion matrix has to satisfy the same positive definiteness
property to guarantee (38):

JasVz € R : Dz -z > ay |Pz|*. (16)

We also require diffusion fluxes to sum up to zero to get the total mass conser-
vation:
L

L
VpeGVYERYj=1,....L: Y M(p.x) =0, Y D;;=0. (17)
=1 i=1



The growth estimates on the viscosity n allow us to test the Navier—Stokes
equation by solution and obtain strong convergence the velocity gradient.

neC (R xR, (18)

_ _ 11
7[Dvl"™ > 5(p, x, Dv) > D> > 0, p >
The growth assumption on the heat conduction coefficient x is motivated by
estimates (44) and (49). The limit of the value of r is to keep the term xV6@
equi-integrable. For computation of the limit see (82).

(19)

k€ C (R, (20)
By + B XTI < k(p, x) < Ry 4 Fax /T < 10 — V0. (21)

The entropy density is assumed to be a differentiable strictly concave function
with logarithmic growth in internal energy:

s € C? ((RT)HH), (22)
s(p.€) = 5,(p) + 5e(€), Tilme+52 > se(e), 53 > 5,(p) (23)

We need the entropy to be strictly concave to transfer the information from
chemical potential to species densities in (47).

Vpe G, Ve,ve eRY: —sl(p)a-x > plal®. (24)

The heat capacity is assumed to be bounded from below to transfer the infor-
mation from the temperature to the internal energy in (56).

]‘ 1
— s, >6>0. 25
CAEE >
We also assume that composition of the mixture is uniquely determined by
chemical potentials and that internal energy is uniquely determined by the tem-
perature, so we can construct the approximate solution in terms of chemical
potentials and logarithm of temperature.
The mapping p — s;(p) has an inverse p = p(s;), (26)
the mapping p — s.(e) has an inverse e = e(s’).

We also assume some characterisation of the manifold G to set properly the
fix-point theorem in the lemma 7.4,

3 : G' — RY such that Vi € G’ p(ji + (1) € G. (27)

Due to assumption (12) and (17), the only effective part of chemical potential
is Ps;). We assume that in the case of constant density we can control whole
chemical potential by its effective part, as we need in (46):

VpeG: |s,(p)| < C(|Ps,(p)| +1). (28)



Initial conditions will be qualified as follows:

vo € L? (5 R?) (29)
po(z) € G Ve, (30)
eo € LT (Q), (31)
s(po,e0) € L' (Q). (32)

Definition 4.1. As a weak solution to the problem (1-6) with boundary con-
ditions (7-10) we will call the six-couple (v, p,(, e, x, @) such that

ve L= (LI (R%) N Lr (LWgh, (U RY)),
p € L™ (I xRN,
¢ e L (I;L3/G=m) (;RL)),
P¢ e L' (I, Whr (4 RY)),
e € L™ (I; L' (Q)) N LY4=% (I WE/4=0(Q))
x €L (I;W (),
i c L5/476 (I; W1,5/475 (Q)) ,
¢ e L™ (I;W2(Q)),
with 7 from (21), and which satisfy
/ —ov - 9¢ + (—ov®v +n(p, x, Dv)Dv) : Vedzdt
IxQ ot
=/ —qV¢~<pdxdt—|—/ vo - ©(0)dz (33)
IxQ Q

with every ¢ € C* (I; Odliv (2 R3)> such that ¢(7') = 0 and

Jixa—p- ?’Tf —(pRv+M(p,x)(VC+m® Vx — xz® V9¢)) : Vipdzdt
= 10002 = (s = 2(¢ — dx)) - pdSdt + [}, o 7(C) - pdxdt
+ Jo p0 - (0)dz
with every ¢ € C* (I x Q) such that ¢(T) = 0 and also

1
/ —ea—w + (—ev + k(p, X)V) - Vipdadt
IxQ ot X

- M(p,x)(VC+mVyx — xz®@ Vo) : (mVy — 2z ® Vop)dadt
IxQ

- / kn(x — x2)edS = [ n(p,x, Do) [Duf? pdadt + / cop(0)dS  (34)
Ix00 IxQ Q

with every ¢ € C! (I x Q) such that ¢(T") = 0 and eventually also

/ eV - Vodzdt + / alp — ¢x)pdSdt = / gedadt (35)
IxQ Ix09

IxQ



with every ¢ € C* (I X ﬁ), where ¢, ¢ and x are given by (6).
We will prove the following theorem:

Theorem 4.2. Let assumptions (11-32) hold. Then there exists at least one
weak solution to the problem (1-6) with boundary conditions (7-10).

The proof is based on ideas from the article [1]. The treatment of the energy
equation is a simplified version of [2]. Some advanced techniques concerning the
time discretization are taken from [26]. Apriori estimates are based on the first
and second laws of thermodynamics stated in [32].

5 Formal apriori estimates

The conclusion p; > 0 is a consequence of (26). As ZiL:1 pi =opand p; > 0
we have the estimate |[p[|p«;xqre) < 0. Testing (35) by A¢ we obtain that

16llw2.2() < C-

Now we use the thermodynamical estimates motivated by (87) and (88).
The main motivation is a proper choice of test-functions. First we establish the
first law (see (87)). We test (33) by v, (34) by z¢ and (34) by 1. Using the time
derivative of (35), namely

dp o0 o
¢z~—dz:/ev¢- —dz —|—/ a— - ¢dS
/Q ot Q ot aq Ot
we arrive at the equation
G Jo 310 + 5|Vl + eda
— J50 @ — (s — 2(¢ — ¢x)) - 20+ kx(x — xn)dS
(IIPCIILzm;RL) ISl L2 aire) + Xl L200) + X2l L2(50)), (36)

which corresponds to (87). Next we use (84) as test-functions. Next we test the
equation (58) by —¢ and the equation (59) by —x and use (24). The result is:

2 |, —s(p,e)dz + [, k( Vl -Vx +7r(C) - ¢dz
+ Jo M(p, )(v<+m®vx—><z®v¢) (VC+m® Vy — xz® Vo)dr
+ [50D¢ - ¢+ azpdS = [,oD(Cs + 2(¢ — ¢x)) - ¢ + ruxsxdS
< NPCll 200k (IS 200.r0) + 191l L2(00) + 1921 12 (00))
Xl L2 00 Ix2l 250 (37)

and corresponds to (88). By the assumption (16) we have

/ DC - ¢dSdt > ax [[¢]72 (1 wame) - (38)
Ix0Q



Application of assumptions (15), (86), (21), (29), (29) and (32) together with
the Young and the discrete Gronwall inequalities gives us

/ —s(p,e)dz < C. (39)
Q

The estimate (39) together with the assumption (23) and (26) allows us to
conclude that e > 0 and x > 0 almost everywhere.

Now we use the Gronwall lemma on the sum (37) + (K + 1) (36). We thus
get estimates on [|v[|p2(q.rs) and [le]| 11 (q)-

By the assumption (15) we have

S (p, ) (VE+m@ Vx —xz2® Vo) : (V(+m® Vy — xz® Vo)dadt
> a|P(VC+m® VX — X2 ® V)| (g rqumens) - (40)

By estimates (40) and (38) we have
IP2¢ + 1) g iy < C (41)
Next we use the assumption (86) to get
[ ) cande > 4Gy (12)
IxQ
Using assumption (13) together with estimates (41) and (42) we get
[A-wl Xl 2y < NA-Cllps) + [ANTP(C+m0) 2 (rxamey <O (43)

Next we use the assumption (21) to get

1 X
/ k(p, x)V— - Vxdzdt > / ()22 |y |*dzdt
IxQ X IxQ

> 027wy . 14
- H(X) Mz (rxaira) (44)
Now we may estimate using estimates (43) and (44)
< (r—2)/r ) ‘ (2—r)/r
HVX“LT(IXQ;]RJ) > H(X) Vx L2 (Ix QR X) L2n/2-r) (IxQ)
(r—2)/r (2—r)/2r
<[00 Ix L ey NI < € (45)

Finally we have the estimate on ¢
IPCl e iriy) < IP(VE+MVX = X2 @ V)| 12 (rxamixsy
+C ||VXHL2(1xQ;R3) +C ”XHLT(I;WLT(Q)) ||¢||Loo(1;W2,2(Q)) <C

and

1€l (13m0 gy < CUPE+ Mo rarqamayy + 1) S C. (46)

10



Using the chain rule and (24) gives us
|PV¢| = |Ps)),Vp| = |Ps)),P"Vp| > 1|Vl (47)
and as a consequence we get

ol rawrr ey < C-

The bound on Vv is standard consequence of the assumption (19) obtained by
testing the equation (57) by v.
We test the equation (34) by

p(e) == ! 5 (48)

—
1+ (1+ f(e))

We note that
-3
'(e)

= 1
1\ 2< Jrs’e
1+ (14 745)

Using the assumption (25) and (21) we obtain

—B-1
o) oo

) A 1\ 1P o
< JoM(p, )(VC+m® Vx — xz® Vo) : (m® Vip(e) — p(e)z ® V)da
+ fag HE(X - XZ)@(E)dS- (49)
The function ¢ is the primitive function to the function ¢ from (48). We esti-
mate the right hand side:

/m ks (x — xz)ele)dedt < mxllx = xsllpr @) (50)

and

Ji (0, x)(VE+m@ Vx — xz2®@ Vo) : (m® Vo(e) — 2@ Vop(e))drdt
S IVE+m® Vx = x2 @ Vo 214 qrexs)

1\ At 1] 1z
) (fsz (1+§) ‘V;‘ dxdt) +H¢||Loo(1;w2~2(ﬂ)) - (51)

Using the discrete Gronwall lemma on (49) together with (50) and (51) we get
the estimate
1\
Ja3)
IxQ X X

11

2
dzdt < C. (52)




We use the estimate (52) to estimate the temperature gradient

i < |
< / <1 + ) V —dzdt
L7 (IxR3) IxQ X X
( 1\ (H+B)/(2=7) @=m/2
. / <1 + ) daxdt
IxQ X

v/2

I
X

110+B)/ =) =72
<c Hl .
X La+8)v/ 2= (IxQ)
Now we interpolate
A 1-X
1 1 1
H1+ SCHV ‘1+
X La+8)v/ =) (1% Q) XLy (1x;R3) X L1 (Ix0)

with A = (2 —+)/(1 + ). This interpolation holds under the condition

22—~ >2—’y<1_1) 1_2—7
A =178 \y 3) " T TTp

which simplifies to
5—38

7 < 1

Now we combine (53) and (54) to obtain

/2
1

¥
X

1
< ch
Ly (IxQ;R3) X

LY (IxQR3)

and use (55) and Young inequality to obtain the estimate

<C.
L5/4=5 (I xQ;R3)

1
I
X

Using the chain rule lemma and the assumption (25) gives us
1

Y-
X

1 S//
V| = e
2 V=T

Testing (33) by v and using (18-19) gives us

Ve| > C'|Ve].

0

Using the Gronwall inequality gives us Hv||L,,(I‘W1,p (©:R3)) <C.
’ 0,div ’

12

(56)

2
ot HU||L2(Q;]R3) + ||U||€V01,dpiv(Q;R3) < Hq||L°°(Q;RL) ||v¢||L2(Q;R3) ||UHLP(Q;R3) :



6 Examples for entropy and the diffusion matrix

Ezample 6.1 (the entropy). The entropy given by the formula

L
s(p.e) =Ine—> pilnp;
=1

satisfies assumptions (26), (23), (24), (25) and (28)

Proof. First we compute the chemical potentials and coldness

Os
i = :71 7 17
¢ i np; +
0s 1
Y=g T

Thus we see that

and that the assumption (26) is satisfied. For the assumption (27) we may pick
¢ € G’ and compute

L L
0= pili+ i) = exp(—fi+ 1) explji).

=1 =1

Thus we choose

(i) = —1+1n (Z exp(fu)/g) .

i=1

The assumption (23) is satisfied because
lim plnp =0 and lim plnp = oco.
p—0 p—>00
The assumption (24) is a consequence of positive definiteness of the matrix

9%s 1
Opidp;  pi

]

which is uniform for p uniformly bounded. As ZiLz1 pi = 0 we know that there
exists ¢ such that p; > p/L and thus In p; < C. The assumption (28) is satisfied
because

L

0
>

i1 9Pi

L

lnpi—zgs

i=1 "t

<C(9,L)< +1> < Clo, L)(|Psy| +1).

13



Ezample 6.2 (Diffusion matrix). The matrix M satisfying (17) and (15) will be
generated by the procedure from [32] which is, in fact, identical to the procedure
developed in a less general setting in [10]. We choose the matrix in the form
M = M2TM1M2 where

(My)ij = Dimax(p;, 6)d;;

and
Dj max(p;, 6)
215:1 Dy, max(pka 6)
It is easy to check that M; is positive definite and kerMs = span{(1,...,1)}.
The resulting matrix is

(Mz)ij = bij —

M;; = D; max(p;, 9) <5ij _ Dj max(pj,0) ) '

Z£=1 Dy, max(py, 9)
Ezample 6.3 (Diffusion matrix — other choice). In some cases we might want

linear diffusion with no cross effects in L — 1 components. For such cases we
might want to use the matrix

D;max(pj, 6)d;; fori<L & j<L,
M ) —Djmax(p;,9) fori=L & j<L,
ij(p) = —D; max(p;, 9) fori< L& j=1L,

Zé;ll Dy max(pg,d) fori=L & j=1L,

which is useful mainly for dilute solutions. It is routine to check that M is
positive definite on the space {z € R : 2, = 0}. The assumption (15) is then
satisfied because the size of the vector with zero sum is determined by size of
its first L — 1 components.

7 Proof of the main theorem

We regularize the internal energy equation by the term A™ Inyx with m from
(11). We choose m big enough to have W™?2 (Q) compactly embedded into
Cc? (ﬁ), namely m > 4. Here we need the assumption (11). Moreover we
discretize all equations in time by Rothe method and mass and momentum
balance and the Poisson equation in space by the Galerkin method.

For this purpose, we introduce the sequence of spaces Vi, as the linear span
of the first n eigenvalues of the Stokes operator, V™ as the space of the first n
eigenvalues of the Laplace operator For the Galerkin approximation we choose
variable (and, by assumption (26), we consider variables p and e as functions of
¢ and x. To have the temperature variable ranging the whole R we use as the
variable In x. We put 7" := % and " 1= /7.
Remark 7.1. The time discretization is necessary because the only information
we have about chemical potentials is L? (Q;RL). If we wanted to get the ex-
istence of discretized solution by the theory of ordinary differential equations,

14



we would have to add additional regularization terms under the time derivative.
Such terms would destroy the convergence argument based on the Aubine—Lions
lemma. The monotone operators approach fails because of lack of coercivity.

Definition 7.2. As a weak solution to the discretized problem (1 — 6) we will

call sequences (v, pit, (1 ex, Xp, @%) with k=1,...,n.
v? € V(ﬁw
Ck = Ck +M( l?)g
pk, _( ) (Cl?)7
Inx? € Wm2(Q),
ey = ( 2O

satisfying

vy — v _
/ o——"—¢ — (ovi ® vt — 2n(p, X3, D )Duy) : Vepda
Q

- /2 P VRpds (57)
¢

with ¢ := z - p and with every ¢ € V!

div»

/Mgp—p};@v}j:V@dx
Q T

- /Q M) (VEE +m & Vi — Xz © Vép) - Veoda
- / r(CR) - pda — /6 DG~ G #(0f — éx)) pdS =0 (58)

with every ¢ = @ + @¢ such that ¢ € (V")* and ¢ € L? (Q;R%),

Jo (=22 — o, g, Do) [Deg ) oz

+ Jo (—ekol + r(op XV ) - Vipde
= Jo M (o3, VG +m@ Vg — Xz ® ¢f) 1 (m® Vo — 2@ Vepp)de
— [oeV™Inxp : VTedz — [, ke(xh — x2)edS =0 (59)

with every ¢ € W2 (Q),

| evor Voo [ a(eh - onpds = [ gipds (60)
Q oQ Q

with every ¢ € V™.

15



We will use the following fix-point theorem (see for example [7])

Lemma 7.3. Let T be a continuous compact mapping, X a Banach space. Let
the set {u € X : I\ €[0,1] such that \Tu = u} be bounded. Then T possess at
least one fixed point in X .

Lemma 7.4. There exists at least one discretized solution.

Proof. Let us note that by assumptions (17), (12), (27) and (30) the equation
(58) is satisfied with every ¢ = @f with ¢ € L? (2). We define the mapping §
as

—v+ (v =) +diviv ® v+ n(p, x)Dv) — ¢V

P(— C‘f' w(p— pi_1) +divpy
+div(M (X p)(V(+m® Vx + xz® Vo) —7r(())

=]
i
I

sele—ep_y) +div(ev +w(x)Vx ™)

+div(M(x, p)(VC+m @ Vx — xz @ Vé)m

—n(x, p) |Dv|?
—M(x,p(())(V(+m@Vx —xz2®@Ve): 2@ Vo

=3
>

Next we define £ by

v Y
el ¢ |=| ¢
In x AFlny

and put 7' = £71F. It is easy to check that z = (v, ¢, In X) satisfies (57 — 60) if
and only if x = Tz. The operator T is a compact mapping

T: Vi, x (VP W2 (Q) = Vi, x (V!)EFEx W2 ().

The set of fix-points of the mapping AT is bounded by the same procedure as
in the section 5. Using lemma 7.3 concludes the proof. 0

We define piecewise affine interpolants

B(E) = ot kT + (O 1) = 1)

u
for k" <t < (k+1)m"

) vy
(
~ 1 1
pr(t) = ;n(t = k)P + S (R 17" = 1)pi
<(
ek

for k" <t < (k+1)m"
=n 1 n n 1 n
en(t) = T—n(t—kT ekl + 7_n(( + 11" —t)

for k" <t < (k+1)m"

16



and the piecewise constant interpolants

o™ (t) = Vhg1 for kT <t < (k+1)77",
p"(t) == pri1 for k™ <t < (k+1)77",
e (t) := e’,ﬁH for kv <t < (k+ 1)7",
¢"(t) = Gy for k" <t < (k +1)77",
X" (t) == Xi11 for k" <t < (k4 1)7"

Testing (57) by fkkﬂ

parts we get

o(z,t)dt, summing and making the integration by

0
/ —5" 2 4 (0" @ " +n(p", X", Dv")Dv") : Vipdadt
IxQ ot

= / —q"Vo"pdrdt + / vop(0)dz

Ix9 Q

Making the same process with the equation (58) gives us

0
/ —ﬁ”—(p —p"®v": Vedadt
IxQ ot
*/ M(p", x")(VC" +m @ VX" — X"z ® V¢") Vedadt
IxQ

- / D" — Cn — 2(6" — bx) - pdSt
Ix0Q

:/ T(C")godxdtJr/ Cop(0)dx
Ix Q

Testing the equation (59) by ¢ € C* (I x Q), such that V™¢p,..., V"¢ van-
ishes on 02, gives us

1
/ _en P (Cemgn (VR ) Vi 4 (<) nyE AT pdndt
IxQ ot Xn

M(p"x") (V" +m@ VX" = x"2@ V¢"):(m® Vo — 2@ Vo'p)drdt
IxQ

,/ k(X" — x2)edSdt = /n(p", X", Dv™) |Dv™|* dzdt +/ eop(0)dz.
Ixo0Q IxQ2 Q

Next we use density argument for all ¢ € C* (I; W™?2 (2)). The equation (60)
gives us

/ e(p™, x")Vo" - pdxdt + / a(d — ¢s)pdSdt = / q" pdzdt.
IxQ Ix0Q IxQ

17



Lemma 7.5. The following apriori estimates hold

Hén||Loo(I;Ll(Q))ﬂLs/AL—é(I;W1,5/4—6(Q)) S 057

1
XT

10" | Loo (1 rE )AL (1w (irE)) T+ [1PC]

n
Losaa (1w (ay) + X e w0y < Cr,s

LT (I;WLr (Q;RL)) S CT)

”{’n||Loo(I;L?(Q;RS))mLP(I;Wol;;’iv(sz;ﬂ{a?’)) <C,

15 L 2 (1o @)y < C

r
ot

5™
ot

)

v +|
4 L2(IxRE)

\/77’ % }LQ(IXQ;H@) + | %

<
LA(L;(Wh2 (RE))

LP(I;(W()ly’é’iv(Q;]RS))*) <C

The estimates for €™, p™ and v™ are analogous. The exponent r < 10 — /80 is

the same as in the growth assumption (21).

Proof. The proof follows from estimates in section 5.

O

of the theorem 4.2. By apriori estimates from the Lemma 7.5 we may select the

following convergent subsequences:
v —=* pin L™ (I; L? (Q;Rs)) nL? (I; witp (Q;R3)) ,
on =t i L2 (L2 (BRY)) n L7 (LWeh, (B RY))
P —=* pin L™ (I X Q;RL) nL" (I; whr (Q;RL)) ,
pr—=* pin L (I x Q;RE) n L™ (I; Wh (5 RE))
e” e in LB3/4—9 (L W1,5/475 (Q)) ,
" — ¢ in L= (I; wh2(Q)).
We have identification of limits of interpolants:
™ — 3" — 0in L? (IXQ;R3),
p"—ﬁ"%OinLQ(IxQ;RL),
e"—&" — 0in L? (I;(C> (Q)7) .

By the Aubine-Lions lemma with time derivative a measure and (61),(62), (63),

(64) and (65) we have
v" — vin L? (I x ;R3),
p" — pin L? (IXQ;RL),
e" — ein LP/*% (I x Q),
é" — ein L/* 0 (I x Q).
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We chose w™ € C! (I; V1) such that
wt = v in L (1L (R?) 0 L7 (LWgh, (% R?)),
w™(0) — v(0) in L? (4 R3),
0w’y 0v iy o (1 (Wit (R%))
ot ot 0,div

n

Next we test the equation (33) by v" — w™.
Laplacean and the identity

o o
OO0 () = (7~ 1)

By the monotonicity of the p-

o™

Y 20

Q L2(IxR3)

we have
‘
0~ 2 m
5 [0™(t) — wn(t)HL?(Q;RS) / (vanHLp(Q ;R3%3) = [IVw LHLP Q; ]R3><3))
(||VUnHLP(Q;R3><3) —[[Vw"” ||LP(Q;R3X3))dT

t
< / / (" @ v —n(p", x", Dw™)Dw") : V(v" — w™)dxdt
0o Jo

t n n 6wn n
[ [ @rver+ ) @n - wtdade + 2100 - 0 O
0 JQ

and thus by assumption (18) and convergences (66), (71), (61) and (70) we
obtain the strong convergence

o= vin 2P (LWSE, (BRY)). (74)

Finally testing the equation (35) by ¢™—¢, using the monotonicity of the Laplace
operator and (66) we have

" — ¢ in L* (I, W3 (Q)). (75)

Because we have (72), we have also
P¢" — PCin L7 (I; WhT (Q;RE)) (76)
("= Cin L7 (I; L3/ G- (s RE)) (77)
X”éxmLT(,W“Q), (78)
X" = x in "% (I x Q) (79)
oy i LA (I x Q) (80)
oy in LA (LA (). (81)

We need

K(p", x") = K(p, X) in L* (I x Q) (82)
with s > 5. By (21) it is equlvalent to ( 1) > 5. After some algebra we arrive
on the condition r < 2 === 320 — 10 — 44/5 or r > 10 + 4v/5. O
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8 Thermodynamics of the model

Next we express the model in terms of the GENERIC framework [13, 32, 12].
We do this step to motivate thermodynamically estimates done in (36) and (37).

dA(x)
ot

Here z is the triple (p, gv,e), A = A(p, gv, e) is an arbitrary functional, E is the
energy of the system and S is the entropy of the system.
For simplicity we change boundary conditions to zero flux through boundary.
The starting point is the system derived in [32]. The energy is given by the
formula

— {A,E}+[A,S].

E(p,v,e) := /Q—|Qv| +e+ = |V¢>[ ]| dx

with @[p] given by (5) with ¢ from (6). The energy variation is given by formula

o *9
1

Contrary to the result [32] we have g—f # 0. The entropy is given by the formula

S(p,v,e) = [ s(p,e)dz.

S~

The entropy variation is given by the formula
1
5s ok

5= (84)

ol O |

The Poisson bracket are responsible for convective terms, the Lorentz force
and the pressure. We use the simplified form of the bracket derived in [32].
The simplification consists in removing the part describing the evolution of the
constant bulk density.

{A,B} = —[,35, (%-vgﬁ E, V5A)dx
—Jaov- (5(9@%?,_5,) 5 V5 %)dx
—fne( 5(ov) V a(gv) stf)‘“
fQ 6(91}) V (e fsf) - % "V (Wre&)dx'

The pressure 7 form the Navier—Stokes is decomposed into the sum 7 = m.o + ;.
The decomposition of the pressure is due to decomposition between reversible
and irreversible dynamics. The reversible pressure satisfies

A = —divdiv(gv ® v) — divgVe.
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We present a slightly modified dissipative bracket in comparison to [32] to satisfy
[E, S] = 0. We also choose a different way of introducing the Lagrange multiplier
for the constraint dive = 0 to get the usual incompressible equations.

4. 8] = Jon (9,6, D0)8
(Déf;}j) Dodd — T Dy (divf—ﬁ))
(D 7~ Dvse — e DY (div%)) dz
+ [ 5%(p,0)60% (V32 . V3B)da
+lo X i,j= 1M9( .0) (Vg—;:‘j—f—mjvﬁ—zjV(b%)

(V2 +mVSE - 2 VsE ) du
oS (S5 0o 0)22) (S5, a0, 0) 28 )dw (85)

with 7, satisfying

Ay, = divdiv2n?(p, 6, Dv)Do.

Confronting reaction terms in (85) and (3) gives us

N, L
= Z%iZ%;‘Cf (86)
k=1  j=1
To obtain the first law of thermodynamics we compute
[A7E] = fQ ng(pﬁaaD’U)e
SA SA i . SA
. (DW — Dvs§s — 7]9(’)79,]31})|DU‘2DU (dlvm))
. (D'U —Dv — W];)IDU‘QD’U (leU)) dx
+ Jo 26%(p, )62 (V2 - V1)da
o iy MY (0,0) (V22 4 my V34 — 29654 )
(z:Vo 4+ m;V1 — z;Ve) dz

+ o Xrmy <Z agi(p,0) ‘“‘) <Zj af; (p, e)zj¢> dz.

Now we get the first law of thermodynamics, i.e. the energy conservation

OF
& = BB} =0. (87)
For the second law we compute
{E,S} =—[4>i 1 piv - V5= Os de — Joev- V%dx — [qv- V(me%)dx
= [qv-Vsdz
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and thus oy
—_— = >
5 = 195120 (88)

provided the matrix M is positive semi-definite and x and 7 are non-negative.
The precise meaning of both laws is stated in equations (36) and (37).

9 Conclusion

In this article we proved the existence of solution to the system of partial differ-
ential equations describing fluid mixtures. In the proof we used the thermody-
namical consistency of the model, in particular the fact that it can be written in
terms of the GENERIC framework. We gave the precise mathematical meaning
to the first and the second law of thermodynamics. However, we needed stronger
assumptions then assumptions needed for the thermodynamical consistency of
the model. The unification of assumptions might be interesting research topic
for both mathematical analysis and thermodynamics.
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