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Abstract

We consider the barotropic Navier–Stokes system describing the motion of a compressible
viscous fluid confined to a bounded domain driven by time periodic inflow/outflow boundary
conditions. We show that the problem admits a time periodic solution in the class of weak
solutions satisfying the energy inequality.
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1 Introduction

Time periodic solutions to dissipative dynamical systems result from the balance between the
energy dissipation and its supply through external driving forces. In many cases, including some
simple models in fluid mechanics, the problem can be reduced to a system of evolutionary equations
with a time periodic right–hand side that represents the influence of the outer world, see e.g. Galdi
[18], Maremonti and Padula [25], the recent survey by Galdi and Kyed [19], or [1], [2] and the
references therein for the nonlinear viscosity issue. An overwhelming majority of the above cited
results concern models of incompressible viscous fluids.
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Similar problems for compressible fluids have been addressed in [14], Axmann and Pokorný
[3], and in [15]. In all cases the fluid is driven by a time periodic volume force that may be
mathematically acceptable but physically less relevant. Indeed models of compressible fluids must
take into account the mass transport implemented in the system through the equation of continuity.
The interaction with the outer world is then incorporated in the boundary condition.

We consider a physically realistic scenario when the fluid is driven by general time–periodic
inflow/outflow boundary conditions. For the sake of simplicity, we neglect the thermal effects and
consider a barotropic fluid, the state of which at a given time instant t and the spatial position x
is represented by the mass density % = %(t, x) and the velocity u = u(t, x). The time evolution of
the fluid is determined by the Navier–Stokes system of equations:

∂t%+ divx(%u) = 0, (1.1)

∂t(%u) + divx(%u⊗ u) +∇xp(%) = divxS(∇xu) + %g, (1.2)

where the viscous stress S is given by Newton’s rheological law

S(∇xu) = µ

(
∇xu +∇t

xu−
2

d
divxuI

)
+ ηdivxuI, µ > 0, η ≥ 0. (1.3)

The pressure p = p(%) is an explicitly given function of the density and g = g(t, x) is a given
volume force density. Here g is allowed to depend on the time but in the real world applications
g = g(x) is just the gravitational force.

The fluid is confined to a bounded domain Ω ⊂ Rd, on the boundary of which the velocity is
determined by general inhomogeneous boundary conditions

u|∂Ω = uB, uB = uB(t, x). (1.4)

We distinguish the inflow part of the boundary,

Γin =
{

(t, x)
∣∣∣ t ∈ R, x ∈ ∂Ω, uB · n < 0

}
(1.5)

and the ouflow part

Γout =
{

(t, x)
∣∣∣ t ∈ R, x ∈ ∂Ω, uB · n ≥ 0

}
. (1.6)

Both depend on the time t and must be considered as subsets of the time–space cylinder R× ∂Ω.
Finally, the density is prescribed on the inflow boundary,

% = %B on Γin, %B = %B(t, x), 0 ≤ %B < %. (1.7)

Note that prescribing the density on the whole ∂Ω the resulting problem is overdetermined and
not solvable for any boundary data (1.4) as pointed out in an example given in [8].

We suppose that the data g, uB, and %B are defined for any t ∈ R, x ∈ Ω, and that they are
time periodic with a period T > 0. Equivalently, introducing the flat sphere

T 1 ≡ [0, T ]|{0,T},
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we may suppose t ∈ T 1.
Our goal is to show that the problem (1.1)–(1.7) admits a time periodic solution with the

period T . It can be shown by direct manipulation that smooth solutions satisfy the (total) energy
balance equation

d

dt

∫
Ω

(
1

2
%|u− uB|2 + P (%)

)
dx+

∫
∂Ω

P (%)uB · ndσx

+

∫
Ω

S(∇x(u− uB)) : ∇x(u− uB) dx = −
∫

Ω

%(u− uB) · ∇xuB · (u− uB) dx

−
∫

Ω

p(%)divxuB dx+

∫
Ω

(
%g − %∂tuB + divxS(∇xuB)− %uB · ∇xuB

)
· (u− uB) dx,

(1.8)

where P (%) is the pressure potential satisfying

P ′(%)%− P (%) = p(%).

For the anticipated time–periodic motion, the integrals on the right–hand side of (1.8) must be
controlled by the dissipation terms on the left–hand side. It turns out that the principal difficulty
is to handle possible density concentrations that would render the integral∫

Ω

%(u− uB) · ∇xuB · (u− uB) dx

uncontrollable. Similar problem occurs already in the stationary case, where a suitable remedy is
to impose certain growth conditions on the pressure p. Inspired by [8], [9], we consider the hard
sphere pressure equation of state coupled with a suitable growth condition,

p ∈ C1[0, %) ∩ C2(0, %), p′(%) > 0 for any 0 < % < %,

lim inf
%→%−

(%− %)βp(%) > 0
(1.9)

for some constants β > 0, % > 0. In particular, the pressure becomes singular as % ↗ % and the
density is confined to the range 0 ≤ % < %. The reader may consult Kastler et al. [22], or Kolafa
et al. [23] for the physical background of (1.9).

The density being a priori bounded, the energy balance (1.8) gives rise to a priori bounds that
are sufficient for showing the existence of a time periodic solution. The proof, however, is not
completely straightforward, as approximation scheme used e.g. in [8] or [9] is not suitable for a
time dependent problem.

As far as the initial–boundary value problem is concerned, there are two approaches available
in the literature. Novo [26] and later Girinon [21] use velocity penalization converting the existence
proof to the study of a singular limit when the penalization forces the velocity to attain the desired
value in a small neighborhood of the boundary. This approach is very elegant and suitable for the
initial–boundary value problem as the basic steps of the proof are identical with the existing theory
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for the homogeneous system. The boundary value %B of the density is then incorporated in the
initial data via the method of characteristics. As the initial data of a time–periodic solution are
not known a priori, the application of the penalization method in the present setting is not clear.
An alternative approach, similar to [8], was used by Chang, Jin, Novotný [6]: The inhomogeneous
boundary conditions are implemented directly in the first step of the approximation process. This
requires certain regularity of the boundary ∂Ω or at least its component Γin.

To attack the time–periodic problem, we use the approximation scheme similar to [6] at the
level of the continuity equations, and with a friction type penalization in the momentum balance.
The resulting basic approximate problem may be then solved by a direct method similar to [15]
or employing a fixed-point argument as in [14]. Passing to the limit in the sequence of approxi-
mate time–periodic solution requires a non–trivial modification of [14] due to the inhomogeneous
boundary conditions.

The paper is organized as follows. In Section 2, we state the principal hypotheses and formulate
the main result. In Section 3, we introduce the approximation scheme and show the existence of
the basic approximate solution in Section 4. The limit in the sequence of approximate solutions is
performed in Section 5. The paper is concluded by a short discussion of possible extensions and
further applications of the results in Section 6.

2 Principal hypotheses and the main result

Before stating our main result, we introduce the basic hypotheses imposed on the data. To avoid
technicalities, we suppose that Ω ⊂ Rd is a bounded domain with a smooth boundary ∂Ω of class
at least C3. In particular, the outer normal vector n(x) exists at any x ∈ ∂Ω, and Γin, Γout are
well defined.

2.1 Boundary velocity decomposition

If ũB = ũB(t, x) is a boundary velocity field satisfying∫
Γ

ũB · ndσx = 0

for any component Γ ⊂ ∂Ω, then ũB admits an extension inside Ω in the form

ũB = curlxwB if d = 3, ũB = ∇⊥xwB, ∇⊥x = (−∂x2 , ∂x1) if d = 2,

for a certain vector potential wB (or scalar wB), see Galdi [17, Lemma IX.4.1] or Kozono and
Yanagisawa [24, Proposition 1].

Accordingly, we make the following ansatz for the boundary velocity:

uB = curl[wB] + vB if d = 3, uB = ∇⊥x [w] + vB, if d = 2, (2.1)
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where wB = wB(t, x), vB = vB(t, x) are smooth, say

wB ∈ C3(T 1 × Ω;Rd), vB ∈ C2(T 1 × Ω;Rd), (2.2)

and

DxvB ≥ 0, inf
t,x

divxvB|D > 0, D ⊂ Ω open, non–void, where Dx ≡
1

2

(
∇x +∇t

x

)
. (2.3)

where the notation DxvB ≥ 0 means that DxvB is a positively semidefinite symmetric matrix. The
component vB provides a stabilizing effect already exploited in [5]. Alternatively, we may suppose
that the vector field uB is tangential to the boundary, uB · n = 0, and prescribe the total mass
M =

∫
Ω
% dx.

2.2 Weak solution

Before stating the main result, we introduce the concept of weak solution to the time-periodic
problem (1.1)–(1.7).

Definition 2.1 (Weak solution). We shall say that [%,u] is a weak time-periodic solution to the
problem (1.1)–(1.7) if the following holds:

• Regularity class.

0 ≤ % < % a.e. in T 1 × Ω, % ∈ Cweak(T 1;Lq(Ω)), 1 ≤ q <∞,
%, P (%) ∈ L1(Γout; |uB · n|dσx dt);

(2.4)

u ∈ L2(T 1;W 1,2(Ω;Rd)), (u− uB) ∈ L2(T 1;W 1,2
0 (Ω;Rd)); (2.5)

%u ∈ Cweak(T 1;L2(Ω;Rd)). (2.6)

• Equation of continuity.∫
T 1

∫
Ω

[
%∂tϕ+ %u · ∇xϕ

]
dx dt =

∫
Γin

ϕ%BuB · n dσx dt+

∫
Γout

ϕ%uB · n dσx dt (2.7)

for all ϕ ∈ C1(T 1 × Ω).

• Momentum equation.∫
T 1

∫
Ω

[
%u ·∂tϕ+%u⊗u : ∇xϕ+ p(%)divxϕ

]
dx dt =

∫
T 1

∫
Ω

[
S(∇xu) : ∇xϕ−%g ·ϕ

]
dx dt

(2.8)
for all ϕ ∈ C1(T 1;C1

c (Ω;Rd)).
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• Energy balance.

−
∫
T 1

∂tψ

∫
Ω

[
1

2
%|u− uB|2 + P (%)

]
dx dt

+

∫
Γin

ψP (%B)uB · ndσx dt+

∫
Γout

ψP (%)uB · ndσx dt

+

∫
T 1

ψ

∫
Ω

S(∇x(u− uB)) : ∇x(u− uB) dx dt

≤−
∫
T 1

ψ

∫
Ω

%(u− uB) · ∇xuB · (u− uB) dx dt−
∫
T 1

ψ

∫
Ω

p(%)divxuB dx dt

+

∫
T 1

ψ

∫
Ω

(
%g − %∂tuB + divxS(∇xuB)− %uB · ∇xuB

)
· (u− uB) dx dt

(2.9)

for any ψ ∈ C1(T 1), ψ ≥ 0.

Strictly speaking, the available regularity of the density % does not guarantee the existence of
its trace on ∂Ω. However, the velocity u being a Sobolev function possesses a well defined trace
uB, while the momentum %u admits a normal trace %u ·n in the sense of Chen, Torres, and Ziemer
[7]. Accordingly, we may identify % with a function in L1(Γout; |uB · n|dσx dt).

2.3 Main result

We are ready to state our main result.

Theorem 2.2 (Existence of a time–periodic solution). Let Ω ⊂ Rd, d = 2, 3 be a bounded domain
of class C3. Let the pressure p satisfy (1.9), with β ≥ 3. Let the boundary velocity uB be given
through (2.1)–(2.3), and let %B satisfy

%B ∈ C1(T 1 × Γin), 0 ≤ %B < %. (2.10)

Finally, suppose
g ∈ L∞(T 1 × Ω).

Then the problem (1.1)–(1.7) admits a time-periodic weak solution [%,u] in the sense of Defi-
nition 2.1.

For the sake of simplicity, we assume that both the physical domain and the boundary data
are regular. This can be certainly relaxed at the expense of additional technicalities in the course
of the proof. The rest of the paper is devoted to the proof of Theorem 2.2.

3 Approximation scheme

Before introducing the approximation scheme, we adjust the extension of the boundary velocity
uB.
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3.1 Adjusting the velocity extension

Let us recall the Korn–Poincaré inequality

‖u− uB‖2
W 1,2

0 (Ω;Rd)
≤ cKP

∫
Ω

S(∇x(u− uB)) : ∇x(u− uB) dx, (3.1)

and the Hardy–Sobolev inequality(∫
Ω

|u− uB|2

dist2(x, ∂Ω)
dx

)1/2

≤ cHS‖u− uB‖W 1,2
0 (Ω;Rd), (3.2)

where the constants depend only on the geometry of the domain Ω.
Next, we report the following result (see e.g. Galdi [17, Lemma III.6.1,Lemma III.6.2]):

For each ω > 0, there exists a function dω ∈ C∞(Ω) enjoying the following properties:

•
|dω| ≤ 1, dω(x) ≡ 1 for all x in an open neighborhood of ∂Ω; (3.3)

•
dω(x) ≡ 0 whenever dist(x, ∂Ω) > ω; (3.4)

•
|Dα

xdω(x)| ≤ c
ω

dist|α|(x, ∂Ω)
, |α| = 1, 2, x ∈ Ω; (3.5)

where the constant is independent of ω.
In accordance with (2.1) we can choose

uB = curl[dωwB] + vB (3.6)

for a suitable ω > 0.
It follows from (3.1), (3.2), and (3.5) that ω > 0 can be chosen small enough so that

−
∫

Ω

%(u− uB) · ∇xuB · (u− uB) dx ≤ 1

4

∫
Ω

S(∇x(u− uB)) : ∇x(u− uB) dx

whenever 0 ≤ % < %.

(3.7)

Indeed, by virtue of (2.3) it holds∫
Ω

%(u− uB) · ∇xvB · (u− uB) dx =

∫
Ω

%(u− uB)⊗ (u− uB) : DxvB dx ≥ 0,
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then

−
∫

Ω

%(u− uB) · ∇xuB · (u− uB) dx

= −
∫

Ω

%(u− uB) · ∇x[curl[dωwB]] · (u− uB) dx−
∫

Ω

%(u− uB) · ∇xvB · (u− uB) dx

≤ %

∫
Ω

|u− uB|2|∇x[curl(dωwB)]| dx

and, since

|∇x[curl(dωwB)]| ≤ |∇2
xdω|‖wB‖∞ + |∇xdω|‖∇xwB‖∞ + |dω|‖∇2

xwB‖∞ ≤ c
ω

dist2(x, ∂Ω)
,

employing (3.2) and (3.1), the assertion follows for a suitable ω > 0. In the remaining part of the
paper, we suppose that ω > 0 has been fixed for (3.7) to hold.

3.2 Approximate equation of continuity

Similarly to Chang et al. [6], the equation of continuity is approximated as

∂t%+ divx(%u) + ε% = ε∆x% in (0, T )× Ω,

ε∇x% · n + (%B − %)[uB · n]− = 0 on (0, T )× ∂Ω,
(3.8)

where ε > 0 is a positive parameter, and [uB · n]− = min {uB · n; 0}. Given u sufficiently regular
and the data %B,uB, then the existence of a unique solution to (3.8) with initial condition

%(0) = %0 in Ω, %0 ≥ 0,

follows from the application of the maximal regularity theory for parabolic initial-boundary value
problems with inhomogeneous data. Such result is obtained for instance in [6, Lemma 4.3] asking
%0 ∈ W 1,2(Ω) and employing the maximal regularity theorem by Denk et al. [10, Theorem 2.1].
However for our aims it is enough to first work with the Faedo–Galerkin approximation of problem
(3.8) and to this aim we need only to consider the initial density in a finite dimensional subspace
of L2(Ω). Thus, let us introduce

Yn = span
{
zi

∣∣∣ zi ∈ C∞(Ω), i = 1, . . . , n
}

where zi are orthonormal with respect to the standard scalar product in L2. We look for the
approximate density % ∈ C1([0, T ];Yn) such that∫

Ω

∂t%ϕ dx+

∫
Ω

divx(%u)ϕ dx+ ε

∫
Ω

%ϕ dx+ ε

∫
Ω

∇x% · ∇xϕ dx

+

∫
∂Ω

(%B − %)[uB · n]−ϕdσx = 0 for any ϕ ∈ Yn, t ∈ (0, T ),

(3.9)
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Given the initial condition %(0, ·) = %0 ∈ Yn, u ∈ L∞((0, T );W 1,∞(Ω;Rd)), uB and %B as in (3.6)
and (2.10) respectively, the existence of the Faedo-Galerkin approximation follows by the classical
theory of ODEs, indeed the problem (3.9) is a linear system of ODEs for the unknown %. Moreover,
taking ϕ = % it follows

1

2

d

dt
‖%‖2

L2(Ω) +

∫
Ω

% divx(%u) dx+ ε‖%‖2
L2(Ω) + ε‖∇x%‖2

L2(Ω)

+

∫
∂Ω

%(%B − %)[uB · n]− dσx = 0.

Since −
∫
∂Ω
%2[uB · n]−dσx ≥ 0, we have

1

2

d

dt
‖%‖2

L2(Ω) + ε‖%‖2
L2(Ω) + ε‖∇x%‖2

L2(Ω) ≤
∣∣∣∣∫

Ω

%2divx(u) dx

∣∣∣∣
+

∣∣∣∣∫
Ω

%∇x% · u dx

∣∣∣∣+

∣∣∣∣∫
∂Ω

%%B[uB · n]−dσx

∣∣∣∣
and, employing the Hölder and the Young inequalities, then the embedding of the trace spaces
into W 1,2 and the smoothness of the data, we conclude through the Gronwall inequality that

sup
[0,T ]

‖%‖2
L2(Ω) + ε

∫ T

0

‖%‖2
W 1,2(Ω) dt ≤ c (3.10)

where c is a positive constant depending only on the data and on the norm of u. Therefore the
Faedo–Galerkin approximation %, fulfilling (3.9), exists globally in time.

3.3 Approximate momentum equation

The momentum equation is replaced by a Faedo–Galerkin approximation. To this end, consider a
finite–dimensional space

Xn = span
{

wi

∣∣∣ wi ∈ C∞c (Ω;Rd), i = 1, . . . , n
}

where wi are orthonormal with respect to the standard scalar product in L2.
We look for the approximate velocity field in the form

u = v + uB, v ∈ C([0, T ];Xn),
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where[∫
Ω

(ε+ %)v ·ϕ dx

]t=τ
t=0

=

∫ τ

0

∫
Ω

[
(ε+ %)v · ∂tϕ + %v ⊗ (v + uB) : ∇xϕ + pδ(%)divxϕ− S(∇xv) : ∇xϕ

]
dx dt

−
∫ τ

0

∫
Ω

[
%∂tuB + %(v + uB) · ∇xuB

]
·ϕ dx dt+

∫ τ

0

∫
Ω

divxS(∇xuB) ·ϕ dx dt

− ε
∫ τ

0

∫
Ω

∇x% · ∇xv ·ϕ dx dt− ε
∫ τ

0

∫
Ω

%v ·ϕ dx dt

+

∫ τ

0

∫
Ω

%g ·ϕ dx dt−
∫ τ

0

∫
Ω

Λ(%)v ·ϕ dx dt

(3.11)

for any ϕ ∈ C1([0, T ];Xn). Here, we have set

pδ(%) =


p(%) + δ%2 for 0 ≤ % ≤ %− δ

(%− %+ δ)Γ + p(%− δ) + p′(%− δ)(%− %+ δ) + δ%2,
% > %− δ

(3.12)

for Γ > 2 large enough, and

Λ(%) = Λ

[
%− 3

2
%

]+

,

[
%− 3

2
%

]+

= max

{
%− 3

2
%; 0

}
, (3.13)

with Λ – a positive constant to be fixed below. It is easy to observe (see e.g. [12, Chapter 7]) that
for given %, the problem (3.11) represents a (nonlinear) system of ODE’s for the unknown v.

3.4 Approximate energy inequality

The energy balance for the approximate scheme can be obtained by using v = u − uB as a test
function in (3.11):
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d

dt

∫
Ω

[
1

2
(%+ ε)|u− uB|2 + Pδ(%)

]
dx+ ε

∫
Ω

[
%P ′δ(%) + P ′′δ (%)|∇x%|2

]
dx

+

∫
Γin(t)

Pδ(%B)uB · ndσx +

∫
Γout(t)

Pδ(%)uB · ndσx

+

∫
Ω

S(∇x(u− uB)) : ∇x(u− uB) dx+

∫
Ω

Λ(%)|u− uB|2 dx+
ε

2

∫
Ω

%|u− uB|2 dx

−
∫

Γin(t)

[
Pδ(%B)− P ′δ(%)(%B − %)− Pδ(%)

]
uB · n dσx

=−
∫

Ω

%(u− uB) · ∇xuB · (u− uB) dx−
∫

Ω

pδ(%)divxuB dx

+

∫
Ω

(
%g − %∂tuB + divxS(∇xuB)− %uB · ∇xuB

)
· (u− uB) dx

(3.14)

Now, there are two crucial observations:

1.

−
∫

Ω

pδ(%)divxuB dx dt = −
∫

Ω

pδ(%)divxvB dx dt ≤ 0 (3.15)

in view of (2.3);

2.

−
∫

Ω

%(u− uB) · ∇xuB · (u− uB) dx ≤

1

2

[∫
Ω

S(∇x(u− uB)) : ∇x(u− uB) dx+

∫
Ω

Λ(%)|u− uB|2 dx

] (3.16)

in view of (3.7), (3.13), if Λ in (3.13) is chosen large enough.

Therefore, adopting the standard approach we computed % in terms of u = v + uB, v ∈
C(0, T ;Xn), and then we can calculate v, solving (3.11) with given initial condition v(0, ·) = v0 ∈
Xn applying a fixed point argument following the steps in [6, Section 4.3.2]. Moreover, with the
help of the Gronwall inequality one can claim that v enjoys

sup
t∈[0,T ]

∫
Ω

[
1

2
(%+ ε)|u− uB|2 + Pδ(%)

]
dx ≤ c (3.17)

where c is a positive constant depending only on the data. Therefore the Faedo-Galerkin approx-
imations v is globally well defined.
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4 First approximation level

Keeping n > 0, ε > 0, and δ > 0 fixed, we aim to show the existence of a time–periodic solution
to the approximate system.

4.1 Time-periodic approximations

The existence of time-periodic approximations will follow from an application of the Brouwer
fixed-point theorem to the following mapping

F : Yn ×Xn → Yn ×Xn,

F [%(0),v(0)] = [%(T ),v(T )],

where (%(t),v(t)) are the solutions to (3.9), (3.11) with initial data %(0),v(0) respectively. First,
note that F is well-defined thanks to the existence and uniqueness of the approximating solutions
(%(t),v(t)). Indeed the existence theory is discussed in the previous section and however the proof
of the uniqueness follows the same lines than the proof of the continuity of F performed in this
section.

Now, let us observe that from (3.14), employing (3.15), (3.16), and the facts that Pδ is a convex
function and Pδ(%)uB · n is non-negative on Γout, it follows

d

dt

∫
Ω

[
1

2
(%+ ε)|v|2 + Pδ(%)

]
dx+ ε

∫
Ω

%P ′δ(%) dx+
1

2

∫
Ω

S(∇xv) : ∇xv dx

+
ε

2

∫
Ω

%|v|2 dx ≤
∫

Γin(t)

|Pδ(%B)uB · n|dσx

+

∫
Ω

[
%(|g|+ |∂tuB|+ |uB · ∇xuB|) + |divxS(∇xuB)|

]
|v| dx;

(4.1)

then using the Hölder and Young inequalities, (3.1), the integrability property % ∈ C(0, T ;L2(Ω))
and the fact that P ′δ(%)% = Pδ(%) + pδ(%) ≥ Pδ(%), we obtain

d

dt

∫
Ω

[
1

2
(%+ ε)|v|2 + Pδ(%)

]
dx+ ε

∫
Ω

[
1

2
(%+ ε)|v|2 + Pδ(%)

]
dx ≤ c (4.2)

where c is a positive constant depending on the data. Thus, after the integration in time we get
the existence of E = E(n, δ, ε) such that∫

Ω

[
1

2
(%+ ε)|v|2 + Pδ(%)

]
dx (0) ≤ E =⇒

∫
Ω

[
1

2
(%+ ε)|v|2 + Pδ(%)

]
dx (T ) ≤ E;

next employing % ≥ 0, the equivalence of the norms on Xn, the definition (3.12) and the equivalence
of the norms on Yn, we derive that

‖v(0)‖Xn ≤ E =⇒ ‖v(T )‖Xn ≤ E

12



and
‖%(0)‖Yn ≤ E =⇒ ‖%(T )‖Yn ≤ E.

Consequently F maps the following set into itself

K[E] := {(r,w) ∈ Yn ×Xn : ‖r‖Yn ≤ E, ‖w‖Xn ≤ E} .

Finally, we need to prove the continuity of F . Let %1, %2 be solutions to (3.9) with initial data
%1(0), %2(0) and, let v1,v2 be solutions to (3.11) with initial data v1(0),v2(0). Let us take the
difference among the Galerkin formulations (3.9) for %1, %2:∫

Ω

∂t(%1 − %2)ϕ dx+

∫
Ω

ϕdivx(%1u1 − %2u2) dx+ ε

∫
Ω

(%1 − %2)ϕ dx

+ ε

∫
Ω

∇x(%1 − %2) · ∇xϕ dx−
∫
∂Ω

ϕ(%1 − %2)[uB · n]− dσx = 0,

then choose ϕ = %1 − %2

d

dt

∫
Ω

1

2
|%1 − %2|2 dx+

∫
Ω

(%1 − %2)divx(%1u1 − %2u2) dx+ ε

∫
Ω

|%1 − %2|2 dx

+ ε

∫
Ω

|∇x(%1 − %2)|2 dx−
∫
∂Ω

|%1 − %2|2[uB · n]− dσx = 0,

since −
∫
∂Ω
|%1 − %2|2[uB · n]− dσx ≥ 0 and using the uniform estimates (3.10), (3.17), it follows

d

dt

∫
Ω

1

2
|%1 − %2|2 dx+

∫
Ω

|%1 − %2|2 dx
<∼ 1. (4.3)

Thus, there exists η = η(n, ε, δ) > 0 such that

‖%1(0)− %2(0)‖L2(Ω) ≤ η =⇒ ‖%1(T )− %2(T )‖L2(Ω) ≤ η. (4.4)

Now, analogously let us consider the Galerkin formulations (3.11) for v1,v2 and take the difference

ε

∫
Ω

∂t(v1 − v2) ·ϕ dx+

∫
Ω

(S(∇xv1)− S(∇xv2)) : ∇xϕ dx = −
∫

Ω

(%1∂tv1 − %2∂tv2) ·ϕ dx

−
∫

Ω

(%1u1 · ∇xu1 − %2u2 · ∇xu2) ·ϕ dx+ ε

∫
Ω

(∇x%1 −∇x%2) · ∇xϕ · v1 dx

+ε

∫
Ω

∇x%2 · ∇xϕ · (v1 − v2) dx+

∫
Ω

(pδ(%1)− pδ(%2))divxϕ dx

−
∫

Ω

(%1 − %2)∂tuB ·ϕ dx+

∫
Ω

(%1 − %2)g ·ϕ dx−
∫

Ω

(Λ(%1)v1 − Λ(%2)v2) ·ϕ dx,

choose ϕ = v1 − v2 and then arguing as in (4.2) in view of the uniform estimates obtained after
the integration in time of (3.14), we deduce

ε

2

d

dt

∫
Ω

|v1 − v2|2 dx+

∫
Ω

|v1 − v2|2 dx
<∼ 1

13



as a consequence it follows the existence of η = η(n, δ, ε) such that

‖v1(0)− v2(0)‖Xn ≤ η =⇒ ‖v1(T )− v2(T )‖Xn ≤ η. (4.5)

Therefore (4.4) and (4.5) prove that F is continuous.
Consequently, we conclude that there exists a time–periodic solution [%,u] at the first approx-

imation level. Moreover, it holds the energy balance

−
∫
T 1

∂tψ

∫
Ω

[
1

2
(%+ ε)|u− uB|2 + Pδ(%)

]
dx dt+ ε

∫
T 1

ψ

∫
Ω

[
%P ′δ(%) + P ′′δ (%)|∇x%|2

]
dx dt

+

∫
Γin

ψPδ(%B)uB · ndσx dt+

∫
Γout

ψPδ(%)uB · ndσx dt

+

∫
T 1

ψ

∫
Ω

S(∇x(u− uB)) : ∇x(u− uB) dx dt

+

∫
T 1

ψ

∫
Ω

Λ(%)|u− uB|2 dx dt+
ε

2

∫
T 1

ψ

∫
Ω

%|u− uB|2 dx dt

−
∫

Γin

ψ
[
Pδ(%B)− P ′δ(%)(%B − %)− Pδ(%)

]
uB · n dσx dt

=−
∫
T 1

ψ

∫
Ω

%(u− uB) · ∇xuB · (u− uB) dx dt−
∫
T 1

ψ

∫
Ω

pδ(%)divxuB dx dt

+

∫
T 1

ψ

∫
Ω

(
%g − %∂tuB + divxS(∇xuB)− %uB · ∇xuB

)
· (u− uB) dx dt

(4.6)

for any ψ ∈ C1(T 1).

Note that instead of the fixed point argument of [14], we could have used the direct argument
of [15] to prove the existence of a time–periodic approximation.

5 Asymptotic limit

There are three levels of limits to be performed in this order: n→∞, ε→ 0, and δ → 0. The limit
n→∞ is nowadays well understood and can be carried out in a way similar to Chang et al. [6] or
[14]. The limits ε → 0 and δ → 0 are quite similar, except handling the pressure perturbation in
the latter case. We therefore focus on the most difficult last limit δ → 0. Accordingly, we suppose
there is a family {%δ,uδ}δ>0 of time periodic solutions satisfying:

14



•

0 ≤ %δ a.e. in T 1 × Ω, %δ ∈ Cweak(T 1;LΓ(Ω)),

%δ, Pδ(%δ) ∈ L1(Γout; |uB · n|dσ dt),

uδ ∈ L2(T 1;W 1,2(Ω;Rd)), (uδ − uB) ∈ L2(T 1;W 1,2
0 (Ω;Rd)),

%δuδ ∈ Cweak(T 1;L
2Γ

Γ+1 (Ω;Rd));

(5.1)

• ∫
T 1

∫
Ω

[
%δ∂tϕ+ %δuδ · ∇xϕ

]
dx dt =

∫
Γin

ϕ%BuB · n dσx dt+

∫
Γout

ϕ%δuB · n dσx dt (5.2)

for all ϕ ∈ C1(T 1 × Ω);

• ∫
T 1

∫
Ω

[
%δuδ · ∂tϕ + %δuδ ⊗ uδ : ∇xϕ + pδ(%δ)divxϕ

]
dx dt

=

∫
T 1

∫
Ω

[
S(∇xuδ) : ∇xϕ− Λ(%δ)uδ ·ϕ + %δg ·ϕ

]
dx dt

(5.3)

for all ϕ ∈ C1
c (T 1 × Ω;Rd);

•

−
∫
T 1

∂tψ

∫
Ω

[
1

2
%δ|uδ − uB|2 + Pδ(%)

]
dx dt

+

∫
Γin

ψPδ(%B)uB · ndσx dt+

∫
Γout

ψPδ(%δ)uB · ndσx dt

+

∫
T 1

ψ

∫
Ω

S(∇x(uδ − uB)) : ∇x(uδ − uB) dx dt+

∫
T 1

ψ

∫
Ω

Λ(%δ)|uδ − uB|2 dx dt

≤ −
∫
T 1

ψ

∫
Ω

%δ(uδ − uB) · ∇xuB · (uδ − uB) dx dt−
∫
T 1

ψ

∫
Ω

pδ(%δ)divxuB dx dt

+

∫
T 1

ψ

∫
Ω

(
%δg − %δ∂tuB + divxS(∇xuB)− %δuB · ∇xuB

)
· (uδ − uB) dx dt

(5.4)

for any ψ ∈ C1(T 1), ψ ≥ 0.

5.1 Uniform bounds

Our goal is to derive uniform bounds for the approximate solution {%δ,uδ}δ>0 independent of
δ → 0.
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5.1.1 Energy bounds

The choice ψ = 1 in (5.4) yields∫
T 1

∫
D

pδ(%δ) dx dt+

∫
Γout

Pδ(%δ)uB · ndσt,x

+
1

2

∫
T 1

∫
Ω

S(∇x(uδ − uB)) : ∇x(uδ − uB) dx dt+
1

2

∫
T 1

∫
Ω

Λ(%δ)|uδ − uB|2 dx dt

≤−
∫

Γin

Pδ(%B)uB · ndσt,x

+

∫
T 1

∫
Ω

(
%δg − %δ∂tuB + divxS(∇xuB)− %δuB · ∇xuB

)
· (uδ − uB) dx dt,

where we have used (3.16) and hypothesis (2.3). Moreover, by virtue of hypothesis (1.7),

−
∫

Γin

Pδ(%B)uB · ndσt,x
<∼ 1.

Thus using Hölder inequality we may infer that∫
T 1

∫
D

pδ(%δ) dx dt+

∫
Γout

Pδ(%δ)uB · ndσt,x

+
1

4

∫
T 1

∫
Ω

S(∇x(uδ − ub)) : ∇x(uδ − uB) dx dt+
1

4

∫
T 1

∫
Ω

Λ(%δ)|uδ − uB|2 dx dt

≤ C

(
1 +

∫
T 1

∫
Ω

%δ dx dt

)
.

(5.5)

At this stage, we do not control the total mass (the integral on the right–hand side) and more
elaborated pressure estimates are needed.

5.1.2 Pressure estimates, I

At this stage, we need a suitable inverse of the divergence operator. We make use of the con-
struction due to Bogovskii [4] and introduce the operator B enjoying the following properties, see
Geißert, Heck, and Hieber [20]:

B : Lq0(Ω) ≡
{
f ∈ Lq(Ω)

∣∣∣ ∫
Ω

f dx = 0

}
→ W 1,q

0 (Ω, Rd), 1 < q <∞,

divxB[f ] = f.

Consider a function

φ = φ(x), φ ∈ C∞(Ω), φ|Ω\D = 1,

∫
Ω

φ dx = 0.
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Use
B[φ], where B is the Bogovskii operator,

as a test function in the momentum balance (5.3):∫
T 1

∫
Ω\D

pδ(%δ) dx dt+

∫
T 1

∫
D

pδ(%δ)φ dx dt

=

∫
T 1

∫
Ω

[
S(∇xuδ) : ∇xB[φ]− Λ(%δ)uδ · B[φ] + %δg · B[φ]

]
dx dt

−
∫
T 1

∫
Ω

%δuδ ⊗ uδ : ∇xB[φ] dx dt.

(5.6)

Multiplying (5.6) on a small positive constant and adding the resulting expression to (5.5) we
deduce the estimate∫

T 1

∫
Ω

pδ(%δ) dx dt+

∫
Γout

Pδ(%δ)uB · ndσx dt

+

∫
T 1

∫
Ω

S(∇x(uδ − uB)) : ∇x(uδ − uB) dx dt+

∫
T 1

∫
Ω

Λ(%δ)|uδ − uB|2 dx dt

<∼
(

1 +

∫
T 1

∫
Ω

%δ dx dt

)
.

(5.7)

Now, since the pressure becomes singular as %↗ % and enjoys the property in (1.9) with β ≥ 3,
passing to a suitable subsequence δ → 0 as the case may be, we may suppose

p′(%− δ)↗∞ as δ → 0.

Consequently, a short inspection of (3.12) yields∫
T 1

∫
Ω

1%δ≥%%δ dx dt∫
T 1

∫
Ω
pδ(%δ) dx dt

→ 0 as δ → 0. (5.8)

Thus (5.7) gives rise to uniform bounds∫
T 1

∫
Ω

pδ(%δ) dx dt+

∫
Γout

Pδ(%δ)uB · ndσt,x

+

∫
T 1

∫
Ω

S(∇x(uδ − uB)) : ∇x(uδ − uB) dx dt

+

∫
T 1

∫
Ω

Λ(%δ)|uδ − uB|2 dx dt
<∼ 1 as δ → 0,

(5.9)

and ∫
T 1

∫
Ω

1%δ≥%%
γ
δ dx dt→ 0 as δ → 0 for any 1 ≤ γ < Γ. (5.10)

17



5.2 Limit δ → 0

Our ultimate goal is to perform the limit in the sequence of approximate solutions {%δ,uδ}δ>0. To
begin, observe that the uniform bounds (5.9), (5.10), together with the energy inequality (5.4),
imply also the standard energy estimates

sup
t∈T 1

[∥∥%δ|uδ|2(t, ·)
∥∥
L1(Ω)

+ ‖Pδ(%δ)(t, ·)‖L1(Ω)

]
<∼ 1. (5.11)

Passing to a suitable subsequence if necessary we may therefore assume that

%δ → % in Cweak(T 1;LΓ(Ω)), where 0 ≤ % ≤ %,

%δ → % weakly in LΓ(Γout; |uB · n|dσx dt), 0 ≤ % ≤ %,∫
Γout

P (%)uB · ndσx dt ≤ lim inf
δ→0

∫
Γout

Pδ(%δ)uB · ndσx dt,

uδ → u weakly in L2(T 1;W 1,2(Ω;Rd)), u− uB ∈ L2(T 1;W 1,2
0 (Ω;Rd)),

%δuδ → %u in Cweak(T 1;L
2Γ

Γ+1 (Ω;Rd)).

(5.12)

In addition, as a consequence of (5.10), we get

Λ(%δ)uδ → 0 in Lq(T 1 × Ω;Rd) for some q > 1. (5.13)

5.2.1 Renormalized equation of continuity

As we have shown above, the limit functions [%,u] satisfy the equation of continuity (2.7). Unfortu-
nately, this is not enough to perform the last step of the convergence proof – pointwise convergence
of approximate densities. To this end, we need a renormalized version of (2.7), specifically,∫

T 1

∫
Ω

[
β(%)∂tϕ+ β(%)u · ∇xϕ+

(
β(%)− β′(%)%

)
divxuϕ

]
dx dt =

∫
Γin

ϕβ(%b)uB · n dσx dt

(5.14)
for any ϕ ∈ C1

c (T 1 × (Ω ∪ Γin)), β ∈ BC[0,∞), β′ ∈ Cc[0,∞).
As the limit density is uniformly bounded, relation (5.14) can be shown by the original reg-

ularizing argument of DiPerna and Lions [11]. The only problem here is to accommodate the
inhomogeneous boundary conditions. Chang et al. [6, Lemma 3.1] show (5.14) in the case of time
indepedent boundary data %B, uB. The proof in the time–dependent case is similar and may be
performed via several steps:

1. Consider a normal vector field [uB · n]−n defined on ∂Ω.

2. As ∂Ω is smooth, it admits an open neighborhood U , ∂Ω ⊂ U such that for any x ∈ U there
is a unique xb(x) ∈ ∂Ω – the boundary point nearest to x.
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3. Consider a vector field u∞ defined as

u∞(t, x) = [uB(t, xb(x)) · n(xb(x))]−n(xb(x)) for any x ∈ U .

4. Use the method of characteristics to find a solution %∞ of the transport equation

∂t%∞ + divx(%∞u∞) = 0 in T 1 × U ∩ (Rd \ Ω), %∞|∂Ω = %B.

5. As
%∞ = %B, u∞ · n = uB · n on Γin,

there is an open set Q ⊂ T 1 ×Rd such that

(T 1 × (Ω ∪ Γin)) ⊂ Q,

and the functions

%Q =


% in (T 1 × (Ω ∪ Γin))

%∞ in Q \ (T 1 × (Ω ∪ Γin))
, uQ =


u in (T 1 × (Ω ∪ Γin))

u∞ in Q \ (T 1 × (Ω ∪ Γin))

represent a weak solution of the equation of continuity in Q.

6. Apply regularizing kernels (both in time and space) to %Q, uQ and use the approach to
DiPerna and Lions [11] to deduce that %Q, uQ is a renormalized solution in Q.

7. As %Q, uQ are smooth outside T 1 × Ω, we deduce (5.14).

Remark 5.1. Validity of (5.14) can be extended to test functions in the class

ϕ ∈ W 1,∞(T 1 × Ω), ϕ|Γout = 0

by a density argument.

5.2.2 Pressure estimates II, compactness of the density

Our ultimate goal is to show equi–integrability of the pressure sequence {pδ(%δ)}δ>0, and strong
(pointwise) convergence of {%δ}δ>0. As the L1−bound on the pressure has already been established
in (5.9), equi–integrability of {pδ(%δ)}δ>0 can be shown similarly to [16, Section 3.4] or [13, Sections
3.2.2, 3.2.3].

We start with a test function

φ∇x∆
−1
x [φβ(%δ)], φ ∈ C1

c (Ω),
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in the momentum balance (5.3):∫
T 1

∫
Ω

[
%δuδ · ∂t

(
φ∇x∆

−1
x [φβ(%δ)]

)
+ %δuδ ⊗ uδ : ∇x

(
φ∇x∆

−1
x [φβ(%δ)]

) ]
dx dt

+

∫
T 1

∫
Ω

pδ(%δ)divx
(
φ∇x∆

−1
x [φβ(%δ)]

)
dx dt

=

∫
T 1

∫
Ω

[
S(∇xuδ) : ∇x

(
φ∇x∆

−1
x [φβ(%δ)]

)
+ %δg ·

(
φ∇x∆

−1
x [φβ(%δ)]

) ]
dx dt

−
∫
T 1

∫
Ω

Λ(%δ)uδ ·
(
φ∇x∆

−1
x [φβ(%δ)]

)
dx dt.

(5.15)

Next, using the renormalized equation (5.14) we may identify the integral∫
T 1

∫
Ω

%δuδ · ∂t
(
φ∇x∆

−1
x [φβ(%δ)]

)
dx dt

= −
∫
T 1

∫
Ω

%δuδ ·
(
φ∇x∆

−1
x [φdivx(β(%δ)uδ)]]

)
dx dt

+

∫
T 1

∫
Ω

%δuδ ·
(
φ∇x∆

−1
x [φ(β′(%δ)%δ − β(%δ))divxuδ)]]

)
dx dt.

(5.16)

Note that the boundary conditions are irrelevant here as φ is compactly supported.
Now, we repeat the arguments of [16] and consider in particular

φ∇x∆
−1
x [φηδ(%δ)]

in (5.15), where

ηδ(%) =


log(%− %) if 0 ≤ % ≤ %− δ

log(δ) otherwise
.

Given the available energy estimates (5.9), (5.10), and using the assumption in (1.9) with β ≥ 3
we deduce ∫

T 1

∫
Ω

φ2ηδ(%δ)pδ(%δ) dx dt ≤ c(∇xφ), (5.17)

which yields the interior pressure bounds. Here it is hidden the role of the growth assumption on
the pressure in (1.9), one can refer to [16, Section 3.5] for more details.

To control the pressure up to the boundary, we repeat the process with the test function

B[φ] for a suitable φ(x) ∈ W 1,q(Ω;Rd), φ(x)→∞ if x→ ∂Ω.

If q is large enough, we may use (5.17) to get∫
T 1

∫
Ω

φpδ(%δ) dx dt,
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which, together with (5.17), yields the desired equi–integrability of {pδ(%δ)}δ>0,∫
pδ(%δ)>ω

pδ(%δ) dx dt→ 0 for ω →∞. (5.18)

Thus
pδ(%δ)→ p(%) weakly in L1((0, T )× Ω).

Finally, exactly as in [16, Section 3.4], the choice

φ∇x∆
−1
x [φ%δ], φ ∈ C1

c (Ω),

gives rise to the so–called Lions identity,

p(%)%− p(%)% =

(
µ

(
2− 2

d

)
+ η

)(
%divxu− %divxu

)
, (5.19)

or, more precisely,

lim
δ→0

∫
Ω

∫
T 1

φ2
[
pδ(%δ)%δ − pδ(%δ)%

]
dx dt

= lim
δ→0

∫
T 1

∫
Ω

φ2

(
µ

(
2− 2

d

)
+ η

)[
%δdivxuδ − %divxu

]
dx dt.

As p = p(%) is strictly increasing the left-hand side of (5.19) is non-negative, thus relation (5.19)
implies convergence in measure (or a.a. convergence of a subsequence) of {%δ}δ>0, as soon as we
show ∫

T 1

∫
Ω

%divxu− %divxu dx dt ≤ 0, (5.20)

see [9, Section 7] for details.

5.3 Proof of (5.20)

Our ultimate goal is show (5.20). In accordance with Remark 5.1, we may consider

ϕε(t, x) = min

{
1;

1

ε
dist[(t, x); Γout]

}
as a test function in the renormalized equation of continuity (5.14), with β(%δ) = %δ log(%δ).
Performing the limit δ → 0 we obtain∫

T 1

∫
Ω

[
% log(%)∂tϕε + % log(%)u · ∇xϕε − %divxuϕε

]
dx dt =

∫
Γin

ϕεβ(%b)uB · n dσx dt. (5.21)
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Applying the same treatment to the limit equation, we get∫
T 1

∫
Ω

[% log(%)∂tϕε + % log(%)u · ∇xϕε − %divxuϕε] dx dt =

∫
Γin

ϕεβ(%B)uB · n dσx dt. (5.22)

Now, the task is to let ε → 0 in (5.21), (5.22). As ∂Ω is smooth (here we need at least C2),
there exists ε0 > 0 such that

•

Uε(∂Ω) ≡
{
x ∈ Rd

∣∣∣ dist[x, ∂Ω] < ε
}

= ∪xb∈∂Ω(xb − εn(xb), xb + εn(xb)), 0 < ε < ε0;

• the mapping

xb ∈ ∂Ω 7→ xb + λn(xb) is a diffeomorphism for any λ ∈ [−ε0, ε0]

• for any x ∈ Uε0 there is a unique nearest point xb(x) ∈ ∂Ω,

x− xb(x)

|x− xb(x)|
= −n(xb(x)), if x ∈ Uε0 \ ∂Ω.

Next, we introduce the sets

Oint = ∪[t,xb]∈Γint

{
[t, xb + λn(xb)]

∣∣∣ |λ| < min {ε0; dist[(t, xb); Γout]}
}
,

and
Oout = ∪[t,xb]∈int(Γout)

{
[t, xb + λn(xb)]

∣∣∣ |λ| < min {ε0; dist[(t, xb); Γin]}
}

The sets Oin, Oout enjoy the following properties:

• Oin, Oout are open in T 1 ×Rd;

•
Γin ⊂ Oin, int(Γout) ⊂ Oout;

•
dist([t, x]; Γout) < ε for any (t, x) ∈ Oout, whenever dist[x, ∂Ω] < ε

⇒

ϕε(t, x) =
1

ε
dist([t, x]; Γout), ∂tϕε(t, x) = 0, ∇xϕε(t, x) = −1

ε
n(xb(x)), xb(x) ∈ Γout;

•
dist([t, x]; Γout) > ε for any (t, x) ∈ Oin, whenever dist[x, ∂Ω] < ε

⇒
ϕε(t, x) = 1, ∂tϕε(t, x) = 0, ∇xϕε(t, x) = 0;
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•
1

ε

∣∣∣{(t, x) ∈ T 1 × Ω
∣∣∣ dist[x, ∂Ω] ≤ ε, (t, x) ∈ (T 1 × Ω) \ (Oin ∪ Oout)

}∣∣∣→ 0

as ε→ 0.

In view of the above observations, we may let ε→ 0 in (5.21) deducing

lim
ε→0

∫
T 1

∫
Ω

[
% log(%)∂tϕε + % log(%)u · ∇xϕε − %divxuϕε

]
dx dt

= − lim
ε→0

1

ε

∫
Oout∩Uε(∂Ω)

% log(%)u(t, x) · n(xb(x)) dx dt dx dt−
∫
T 1

∫
Ω

%divxu dx dt

=

∫
Γin

β(%b)uB · n dσx dt.

(5.23)

Similarly, we get from (5.22)

lim
ε→0

∫
T 1

∫
Ω

[% log(%)∂tϕε + % log(%)u · ∇xϕε − %divxuϕε] dx dt

= − lim
ε→0

1

ε

∫
Oout∩Uε(∂Ω)

% log(%)u(t, x) · n(xb(x)) dx dt dx dt−
∫
T 1

∫
Ω

%divxu dx dt

=

∫
Γin

β(%b)uB · n dσx dt.

(5.24)

Finally, we rewrite

lim
ε→0

1

ε

∫
Oout∩Uε(∂Ω)

% log(%)u(t, x) · n(xb(x)) dx dt

= lim
ε→0

1

ε

∫
Oout∩Uε(∂Ω)

% log(%)(u(t, x)− uB(t, x)) · n(xb(x)) dx dt

+ lim
ε→0

1

ε

∫
Oout∩Uε(∂Ω)

% log(%)(uB(t, x)− uB(t, xb(x))) · n(xb(x)) dx dt

+ lim
ε→0

1

ε

∫
Oout∩Uε(∂Ω)

% log(%)uB(t, xb(x)) · n(xb(x)) dx dt,

(5.25)

where

lim
ε→0

1

ε

∫
Oout∩Uε(∂Ω)

% log(%)(uB(t, x)− uB(t, xb(x))) · n(xb(x)) dx dt

+ lim
ε→0

1

ε

∫
Oout∩Uε(∂Ω)

% log(%)
(u(t, x)− uB(t, x))

dist[x, ∂Ω]
dist[x, ∂Ω] · n(xb(x)) dx dt = 0,
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and, similarly, ∣∣∣∣limε→0

1

ε

∫
Oout∩Uε(∂Ω)

% log(%)(uB(t, x)− uB(t, xb(x))) · n(xb(x)) dx dt

∣∣∣∣
≤ ‖∇xuB‖L∞ lim

ε→0

∫
Oout∩Uε(∂Ω)

|% log(%)| dx dt = 0.

By the same token, we obtain

lim
ε→0

1

ε

∫
Oout∩Uε(∂Ω)

% log(%)u(t, x) · n(xb(x)) dx dt

= lim
ε→0

1

ε

∫
Oout∩Uε(∂Ω)

% log(%)uB(t, xb(x)) · n(xb(x)) dx dt.

(5.26)

Seeing that % 7→ % log(%) is convex, and therefore % log(%) ≥ % log(%), and uB · n ≥ 0 on Γout,
we combine (5.24)–(5.26) to obtain the desired conclusion (5.20). We have proved Theorem 2.2.

6 Concluding remarks

The result can be possibly extended to the full Navier–Stokes–Fourier system elaborating the
arguments of [15]. Note, however, that the relevant existence theory in the case of the hard–sphere
pressure for the evolutionary problem is to be developed. The stationary problem for d = 2 and a
tangential boundary velocity field has been treated in [9].

The regularity of the boundary, and, in particular, its component Γin can be also relaxed, in
the spirit of Chang et al. [6]. Similar extension in the case of Navier–Stokes–Fourier system is
more delicate, see e.g. Poul [27].

Last but not the least, the hard pressure enables to study the long–time behavior of the system,
in particular the existence of bounded absorbing sets and attractors.
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Sobolev spaces of negative order, Partial differential equations and functional analysis, Oper.
Theory Adv. Appl., vol. 168, Birkhäuser, Basel, 2006, pp. 113–121.
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