Shifts of seasons at the European mid-latitudes:
Natural fluctuations correlated with the North Atlantic Oscillation
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Daily mean near-surface air temperature series from seven European locations were processed in
order to obtain reliable estimates of instantaneous phases of the annual cycle as an objective measure
of timing of seasons. The recent changes of the latter do not depart from the range of natural phase
fluctuations observed in the historical temperature records. Significant, geographically dependent
correlations of the phase fluctuations with the North Atlantic Oscillation index, as well as weaker,
negative correlations with the El Nino Southern Oscillation index have been observed.
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I. INTRODUCTION

The timing of seasons at mid and higher latitudes
has a strong influence on natural ecosystems and hu-
man activities such as agriculture, forestry, water man-
agement, transportation and tourism. Recently, a num-
ber of phenological studies have reported an earlier on-
set of spring seasons in many European locations [1, 3—
5, 13, 14, 16, 17]. Since the changes in timing of sea-
sons has been found correlated with changes in the air
temperature [4, 16], some authors have interpreted the
advancement of the spring seasons as a direct response
to a rise in global temperature, attributed to the COs-
induced global warming [3, 13]. Other studies have
looked for explanations in internal atmospheric circula-
tion processes and significant correlations between phe-
nology dates (the dates of the first leafing or blooming
of plants, pollen season starts, etc.) and phases of the
North Atlantic Oscillation (NAO) have been detected
[5, 16]. Start dates of climatic seasons, determined using
daily mean temperatures, have also been found correlated
with parameters of atmospheric circulation [10]. Rela-
tively a few studies, however, deal with the annual tem-
perature cycle itself. Using the complex demodulation
of the long-term monthly mean near-surface tempera-
ture records from Central England and several European
stations, Thomson [18] observed that the 20th century
changes in the phase of the annual cycle cannot be ex-
clusively explained by insolation variability and argued
for an anthropogenic greenhouse signal in the Northern
Hemisphere seasonal cycle, especially due to a significant
phase deviation starting in the 1940’s and continuing till
the 1990’s. Another work, however, observed in extended
European temperature records that the most significant
changes in the annual cycle occurred during the 1920’s,

with a distinct decrease in the annual cycle amplitude
[19]. More recently, the observed data have been com-
pared with simulations from general circulation climate
models [12, 23]. The observed changes in the amplitude
are consistent with the model simulations, yet the phase
trends are of opposite signs (i.e., the observed phase ad-
vances, but the simulated phase delays). This fact opens
the question of a correct estimation of the variability of
the annual temperature cycle and of assessing the ex-
istence of trends and significance of changes observed in
the recent decades in comparison with the historical tem-
perature records.

In this letter we apply four different methods for the es-
timation of instantaneous phases of the annual cycle from
historical records of daily mean near-surface air temper-
ature from seven European locations. The consistency of
the estimates is checked by comparing independent meth-
ods, their reliability by comparison with actual annual
temperature profiles. The recent phase changes are con-
fronted with the historical records and possible relations
of the estimated phase fluctuations with atmospheric cir-
culation indices are studied.

II. METHODS

Consider the dominant component of the annual tem-
perature cycle can be written, apart from a noise term,
as

T(t) = A(t) cos[wt + &(t)], (1)

where ¢ is time, A(t) is the amplitude, w is the (constant)
frequency given by the tropical (or anomalistic [18]) year.
The phase ¢(t) describes the difference from the exact
annual cycle, i.e., the fluctuations in the timing of the



seasons. There are several different ways how to esti-
mate the phase ¢(t). They can be sorted into two classes
of methods: (I.) model based (usually sinusoidal model
fitting - SMF) approaches and (I1.) analytic signal (com-
plex demodulation) techniques.

(I.) One of the possible SMF techniques assumes a
state-space model of the signal such that at each time
instant the signal is described by a parameter vector. If
the parameter vectors were constant in time, the out-
put signal would be a sinusoid with some amplitude, fre-
quency and phase. The state vectors, however, need not
be constant, but may be modelled as a random process,
for example as a process with independent identically
distributed increments. Such a random walk model for
evolution of a frequency of a random signal was described
in Ref. [20]. Here we assume that the mean frequency of
the signal is a known constant, but the phase ¢(t) of the
signal has random increments.

(I1.) The second class of the techniques are based on
the analytic signal concept of Gabor [7]. For an arbitrary
signal s(t) the analytic signal (¢) is a complex function
of time defined as

(1) = s(t) + j3(t) = At)e ™. (2)

The instantaneous phase ®(t) of the signal s(¢) is then

_ 5(t)
®(t) = arctan S0 (3)

The amplitude is
s(t)? + §(t)2. (4)

Now, there are several ways how to determine the
imaginary part §(¢) of the analytic signal ¢ (t):

(II.1. — HT) Using the standard approach of Ga-
bor [7], §(t) is given by the (discrete) Hilbert transform
of s(t) [15].

(I1.2. — SSA) The second approach is based on singu-
lar system analysis: Take the analyzed time series {y (%)},
i =1,...,Np, and construct a map into a space of n-
dimensional vectors x(i) with components z*(i), where
k=1,...,n, given as

2R (i) =y(i +k—1). (5)
Construct a symmetric n x n matrix C = X7 X, with

elements:

N

o = (1/N) Y ak(i)z! (i), (6)

=1

where 1/N is the proper normalization and the compo-
nents 2*(i), i = 1,..., N, are supposed to have a zero
mean. The symmetric matrix C can be decomposed as

C=vxvTl, (7)

where the n x n matrix V = {v;;} gives an orthonormal
basis in the space of vectors x(i), ¥=diag(co1,02,...,0n),
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FIG. 1: (a,b) The instantaneous phase (difference) ¢(¢) of
the annual cycle obtained from the daily mean near-surface
air temperature record from (a) Potsdam, extracted using the
wavelet (thick line) and the sine fitting method (thin line);
and (b) from Prague, extracted using the wavelet (thick line)
and the SSA method (thin line). (c¢) Annual (thick line) and
March — May (thin line) mean near-surface air temperatures,
Prague record.

o; are non-negative eigenvalues giving the variance of or-
thogonal modes

&= vl (8)
=1

into which the original series can be decomposed. For
more details see, e.g., [22].

The temperature time series are dominated by the an-
nual cycle and the two largest eigenvalues are related to
the following two modes: the extracted annual cycle and
its orthogonal (7/2-delayed or advanced) version. These
two modes can be considered as the real and imaginary
parts of the analytic signal and the phase ®(¢) can be
obtained according to Eq. (3).

(I1.3. — WYV) The final approach is based on the
wavelet transform [21]. Applying a continuous complex
wavelet transform to the temperature series, the complex
coefficients related to the scale (frequency) of the annual
cycle can be directly used in Eq. (3) for estimation of
the phase ®(t).

Then, in analogy with (1) we put:
D(t) = wt + (t), (9)
where w is the constant annual frequency and ¢(t) is the

instantaneous phase (difference) giving the fluctuations
in the timing of the seasons.



III. DATA AND RESULTS

The described methods have been applied to daily
mean near-surface air temperature series recorded in
Bamberg, Basel, DeBilt, Potsdam, Vienna and Zuerich
during the period of 1901-1999 [11] and Prague - Kle-
mentinum during 1775-2001. The WV and SMF es-
timates of ¢(t) for the Potsdam data are compared in
Fig. 1a), and the WV and SSA estimates for the Prague
record in Fig. 1b). The WV estimates from the all seven
European locations are presented in Fig. 2c) using the
thin smooth lines.

The WV method provides smooth, robust with respect
to noise estimates of ¢(t) which could, however, neglect
local extrema. The SMF, SSA and HT methods are more
sensitive to relatively fast fluctuations, but also more
vulnerable to noise. The overall agreement of all the
methods is very good, i.e., our estimates measure a real
physical phenomenon and are not significantly affected
by statistical biases or numerical artifacts potentially in-
herent to a particular method. In order to understand
consequences of the ¢(t) fluctuations, in Fig. 1c) we plot
the annual mean temperature and the mean tempera-
ture over March, April and May (M-A-M) in Prague.
Comparing Fig. 1c) with 1b) one could infer that the
extrema in the M-A-M temperature are caused either by
the extrema in the annual means such as in 1934 (warm
months M-A-M during a warm year, marked by the right
arrow in Fig. 1c) and in 1941 (left arrow) when the cold
year 1940 is followed by the cold months M-A-M in 1941;
or, more frequently, the whole year mean temperature
is not extremal but the M-A-M temperature reaches its
local extremum due to an extremal fluctuation in the
phase ¢(t) of the annual cycle: The peaks in the M-A-M
temperature, distant from the annual mean temperature
(Fig. 1c), coincide with the peaks in ¢(t) (Fig. 1b), e.g.,
in 1920 and 1946 (the down arrows), or in 1928 and 1955
(the up arrows in Fig. 1c). Fig. 2.: The annual profiles
of the daily temperatures in the years with the most dis-
tant ¢(t) extrema are illustrated in Fig. 2a): The 1929
annual cycle (full lines) is apparently delayed relatively
to the 1920 annual cycle (dashed lines). The tempera-
ture of March 21, 1920, is attained in 1929 on April 14,
i.e., with a delay of 24 days (given by the smoothed data,
illustrated by the thick lines; the delay is marked by the
full straight lines in Fig. 2a). The difference of the ¢(¢)
peaks in 1920 and 1929 in the SSA estimate (Fig. 1b,
thin line) is 21 days. This is a good agreement, consider-
ing the variance of the raw daily temperature (thin lines
in Fig. 2a). Further in the year, the delay is attenuated —
the temperature of May 1, 1920 is attained in 1929 with
the delay of 15 days. The summer maxima of the 1920
and 1929 cycles are shifted by approximately 10 days,
which agrees with the difference in the ¢(t) extrema in
the WV estimate (Fig. 1b, thick line). The combination
of the estimation methods gives us robust (WV) and sen-
sitive (SSA or SMF) estimates of the fluctuations in the
phase ¢(t) of the annual cycle from both the qualitative
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FIG. 2: (a) The daily mean near-surface air temperature

in Prague in 1920 (dashed lines) and in 1929 (full lines),
raw data (thin lines) and smoothed data (thick lines). The
full straight lines show that the temperature of March 21,
1920; was reached with a delay of 24 days in 1929. (b) The
phase ¢(t) of the annual cycle obtained from the full 1775 —
2001 Prague record (thin line — SSA, thick line — the wavelet
method). (c) The phase ¢(t) of the annual cycle obtained
from the seven European stations using the wavelet method
(thin smooth lines) and the NAO index averaged over the
January-March period (thick line). All data normalized to
the zero mean and the unit variance.

(positions of extrema) and quantitative (the agreement of
the ¢(t) estimates with the actual seasonal shifts given
by the smoothed temperature) points of view. Unlike
Thomson [18], we did not confirm any significant devi-
ations of ¢(¢) from 1940’s. The annual temperature cy-
cles in the 1990’s are generally advanced in comparison
with the period of the mid-1950’s to the 1980’s, so we
can confirm the 4-6 day spring advancement observed
in the phenological events [13]. This season shift, how-
ever, does not depart from the range of ¢(¢) fluctuations
observed in historical records (Fig. 2b,c). Instead of
disputing a cause of the particular ¢(¢) digression ob-
served in the 1990’s, it is more desirable to understand
mechanisms underlying the process of the fluctuations
of the phase ¢(t) of the annual temperature cycle. The
first step of research in this direction is a comparison of
the ¢(t) fluctuations with circulation indices. (The NAO
and SOI data, used below, and their descriptions are
available at http://www.cru.uea.ac.uk/cru/data/.) The
strongest effect of the North Atlantic Oscillation [8, 9] on
@(t) occurs in its January — March period, similarly as
in the case of the phenology dates [5]. The related cor-
relation coefficients range from 0.32 and 0.33 for Basel
and Zuerich, to 0.47 and 0.51 for Prague and Potsdam,



respectively, considering the 20th century records. The
correlations are geographically dependent and statisti-
cally significant. Considering the Southern Oscillation
Index (SOI), we obtain weaker, negative correlations,
e.g., -0.14 for Prague, or -0.16 for Potsdam. This is
an interesting result, considering that the crosscorrela-
tion of the related SOI and NAO indices is 0.004. (Ob-
tained using the annual SOI averages against the Jan-
uary — March NAO averages, used above. The correla-
tion between the monthly SOI and NAO indices is 0.06,
see http://www.cdc.noaa.gov/Correlation/table.html.)

IV. CONCLUSION

In this study we compared four methods for estimat-
ing the phase ¢(t) of the annual temperature cycle at
mid-latitudes using daily mean near-surface temperature
records from seven European locations. The estimates
have been found robust, mutually consistent and cor-
rectly capturing shifts in the temperature cycles of dif-
ferent years, i.e., the shifts in the onsets of seasons. The
latter can be estimated in an objective and robust way,
without any subjective definitions of the seasons, just by
computing relative differences of ¢(t) of different years
for the date(s) of interest. Using this approach we have
confirmed the advancement of the spring seasons in the
1990’s, observed in the phenological records. Without
further evidence, however, this season shift cannot be
regarded as a systematic trend or tendency due to re-

cent anthropogenic influences, since fluctuations of ¢(t)
of comparable amplitudes occurred throughout the his-
torical temperature records ranging back to the end of
the 18th century. Moreover, no significant trends were
detected using the wavelet and SSA decompositions of
the phases ¢(t). The ¢(t) fluctuations (the fluctuations
of the timing of seasons) can be regarded as a natural
dynamical phenomenon which should be accounted for in
deseasonalization and related processing of temperature
data. The process of ¢(¢) fluctuations is probably con-
nected with global atmospheric circulation processes, as
suggested by the correlations with the circulation indices,
esp. with the NAO index. Considering the recently grow-
ing interest in quantifying possible limits of predictability
of the NAO phenomenon and the ability of the climate
numerical models of simulating it [2, 6], such a signifi-
cant correlation is potentially very important. Since the
NAO does not fully explain the ¢(t) fluctuations, further
research of the ¢(t) dynamics and factors influencing it,
is desirable. Potential skills in prediction of onsets of sea-
sons could have significant socio-economic impacts, while
an unpredictable phase in the climate may be a more se-
rious problem to society than changes in the amplitude
of the annual cycle or even of the mean temperature [18].
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