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Abstract

We consider the Navier–Stokes–Fourier system describing the motion of a compressible,
viscous, and heat conducting fluid in a bounded domain Ω ⊂ Rd, d = 2, 3, with general non-
homogeneous Dirichlet boundary conditions for the velocity and the absolute temperature,
with the associated boundary conditions for the density on the inflow part. We introduce
a new concept of weak solution based on the satisfaction of the entropy inequality together
with a balance law for the ballistic energy. We show the weak–strong uniqueness principle as
well as the existence of global–in–time solutions.

Keywords: Navier–Stokes–Fourier system, Dirichlet boundary conditions, weak solution,
weak–strong uniqueness

To the memory of Andro Mikelić

1 Introduction

The time evolution of the density % = %(t, x), the bulk velocity u = u(t, x) and the (absolute)
temperature ϑ = ϑ(t, x) of a general compressible, viscous, and heat conducting fluid is governed
by the following system of field equations:

∂t%+ divx(%u) = 0,

∗The work of N.C. and E.F. was supported by the Czech Sciences Foundation (GAČR), Grant Agreement
18–05974S. The Institute of Mathematics of the Academy of Sciences of the Czech Republic is supported by
RVO:67985840.
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∂t(%u) + divx(%u⊗ u) +∇xp(%, ϑ) = divxS + %g,

∂t(%e(%, ϑ)) + divx(%e(%, ϑ)u) + divxq = S : Dxu− p(%, ϑ)divxu, Dxu ≡
1

2
(∇xu +∇t

xu). (1.1)

Here p = p(%, ϑ) is the pressure related to the internal energy e(%, ϑ) through Gibbs’ equation

ϑDs = De+ pD

(
1

%

)
, (1.2)

where the quantity s = s(%, ϑ) is called entropy. We suppose that the fluid is Newtonian, meaning
the viscous stress tensor S satisfies

S(ϑ,Dxu) = µ(ϑ)

(
∇xu +∇t

xu−
2

d
divxuI

)
+ η(ϑ)divxuI, (1.3)

with the shear viscosity coefficient µ and the bulk viscosity coefficient η. Similarly, we suppose
that the heat flux q is determined by Fourier’s law,

q(ϑ,∇xϑ) = −κ(ϑ)∇xϑ, (1.4)

with the heat conductivity coefficient κ. The symbol g = g(t, x) stands for a given external force
acting on the fluid. The system of equations (1.1), together with the constitutive relations (1.3),
(1.4) is called Navier–Stokes–Fourier system.

We suppose the fluid is confined to a bounded regular domain Ω ⊂ Rd, d = 2, 3. Our main
goal is to discuss solvability of the initial–boundary value problem for the Navier–Stokes–Fourier
system endowed with the non–homogeneous Dirichlet boundary conditions

u|∂Ω = uB,

ϑ|∂Ω = ϑB (1.5)

Accordingly, the inflow boundary conditions for the density must be prescribed,

%|Γin
= %B, Γin ≡

{
(t, x)

∣∣∣t ∈ [0, T ], x ∈ ∂Ω, uB(t, x) · n(x) < 0
}
, (1.6)

where n denotes the outer normal vector to ∂Ω.
The problem (1.1)–(1.6) is well posed locally in time for smooth initial data in the class of

smooth solutions, see e.g. Valli and Zajaczkowski [12]. Our objective is global–in–time solvability
in the class of weak solutions. The overwhelming majority of the available literature on the
weak solvability of the Navier–Stokes–Fourier system is devoted to conservative or space periodic
boundary conditions, where the total energy of the system is conserved, see Lions [11, Chapter
8], Bresch and Desjardins [2], [3], Bresch and Jabin [4] or the monographs [7], [9]. Recently,
the approach of [9] has been extended to the open system with general in/out flow boundary
conditions, see [10]. Still, the choice of boundary conditions admissible in [10] requires the control
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of the internal (heat) energy flux q on ∂Ω. Thus the important class of problems, where the
boundary temperature ϑB is given, among which the well known Rayleigh-Bénard problem, is not
covered by the theory developed in [10]. The goal of the present paper is to fill this gap.

The principal and well known difficulty of nonlinear systems of fluid mechanics is that the a
priori bounds based on the energy estimates are not strong enough to render certain quantities,
specifically the source term S : Dxu − pdivxu, equi–integrable. The approach used in [9] replaces
the internal energy equation by the entropy inequality

∂t(%s(%, ϑ)) + divx(%s(%ϑ)u) + divx

(
q(ϑ,∇xϑ)

ϑ

)
≥ 1

ϑ

(
S(ϑ,Dxu) : Dxu−

q(ϑ,∇xϑ) · ∇xϑ

ϑ

)
(1.7)

supplemented by the total energy balance

d

dt

∫
Ω

[
1

2
%|u|2 + %e(%, ϑ)

]
dx =

∫
Ω

%g · u dx. (1.8)

Of course, the energy balance (1.8) holds only for energetically insulated systems, where uB = 0,
q·n|∂Ω = 0. The main idea to accommodate the Dirichlet boundary conditions for the temperature
is to replace (1.8) by a similar relation for the ballistic energy∫

Ω

[
1

2
%|u− uB|2 + %e(%, ϑ)− ϑ̃%s(%, ϑ)

]
dx,

where ϑ̃ is an arbitrary smooth function satisfying the boundary conditions ϑ̃|∂Ω = ϑB. Here the
term ballistic is motivated by Ericksen [6], where the quantity

%e− ϑB%s

is called ballistic free energy. The advantage of working with the ballistic energy rather than the
total energy is that the time evolution of the former can be described only in terms of the boundary
values uB, ϑB, %B.

The weak formulation based on the balance of entropy and ballistic free energy gives rise to
the concept of weak solution enjoying the following properties:

• Global existence. The weak solutions exist globally in time for any physically admissible
choice of the initial/boundary data.

• Weak-strong uniqueness. A weak solution and the strong solution corresponding to the
same initial/boundary data coincide as long as the strong solution exists.

• Compatibility. Any regular weak solution is a strong solution.

The paper is organized as follows. In Section 2, we collect the available preliminary material
and introduce the concept of weak solution. In Section 3, we prove the weak–strong uniqueness
property. Finally, in Section 4, we show the existence of weak solutions on an arbitrary time
interval.
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2 Weak formulation

Our goal is to derive a suitable weak formulation for the Navier–Stokes–Fourier system supple-
mented with the boundary conditions (1.5), (1.6).

2.1 Equation of continuity

We say that %, u satisfy the equation of continuity (1.1)1 if the integral identity∫ τ

0

∫
Ω

[
%∂tϕ+ %u · ∇xϕ

]
dx dt

=

∫
∂Ω

ϕ%B [uB · n]−dσx +

∫
∂Ω

ϕ% [uB · n]+dσx +

[∫
Ω

ϕ% dx

]t=τ
t=0

(2.1)

holds for any 0 ≤ τ ≤ T , ϕ ∈ C1([0, T ]× Ω). Here and hereafter, we use the notation

[v]+ = max{v, 0}, [v]− = min{v, 0}.

The quantity on the right–hand side should be interpreted as the normal trace of the (d +
1)−dimensional vector field [%,u] on the space–time cylinder (0, τ)× Ω, cf. Chen, Torres, Ziemer
[5]. We tacitly assume that all integrals exist finite.

2.2 Momentum equation

We suppose that the velocity admits a Sobolev trace uB on ∂Ω, specifically,

(u− uB) ∈ Lr(0, T ;W 1,r
0 (Ω;Rd)) for some r > 1, (2.2)

where uB = uB(t, x) has been extended to all (t, x) ∈ Rd+1. The momentum equation (1.1)2 is
then interpreted in the following sense:∫ τ

0

∫
Ω

[
%u · ∂tϕ + %u⊗ u : ∇xϕ + p(%, ϑ)divxϕ

]
dx dt

=

∫ τ

0

∫
Ω

[
S(ϑ,Dxu) : Dxϕ− %g ·ϕ

]
dx dt+

[∫
Ω

%u ·ϕ dx

]t=τ
t=0

(2.3)

for any 0 ≤ τ ≤ T , ϕ ∈ C1
c ([0, T ]× Ω;Rd).

2.3 Entropy inequality

As pointed out in the introduction, our strategy is to “replace” the internal energy balance (1.1)3 by
the entropy inequality (1.7). To comply with the Dirichlet boundary condition for the temperature,
we suppose

(ϑ− ϑB) ∈ L2(0, T ;W 1,2
0 (Ω)), (2.4)
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where ϑB = ϑB(t, x) has been extended as a smooth strictly positive function on Rd+1. The weak
formulation of (1.7) reads

−
∫ T

0

∫
Ω

[
%s∂tϕ+ %su · ∇xϕ+

q

ϑ
· ∇xϕ

]
dx dt

≥
∫ T

0

∫
Ω

ϕ

ϑ

(
S(ϑ,Dxu) : Dxu−

q(ϑ,∇xϑ) · ∇xϑ

ϑ

)
dx dt+

∫
Ω

(%s)(0, ·)ϕ dx (2.5)

for any ϕ ∈ C1
c ([0, T )×Ω), ϕ ≥ 0. Unlike the density % or the momentum %u the total entropy %s

is in general not weakly continuous in the time variable. Nevertheless, it follows from (2.5) that

t ∈ [0, T ] 7→
∫

Ω

(%s)(t, ·)φ dx, φ ∈ C1
c (Ω), φ ≥ 0,

can be written as a sum of a non–decreasing and a continuous function. Consequently, setting∫
Ω

%s(τ, ·)φ dx = lim
δ↘0

1

δ

∫ τ

τ−δ

∫
Ω

%sφ dx, 0 < τ ≤ T,

we may consider the total entropy %s is weakly càglàd (left continuous with the limit from the
right) function of t ∈ [0, T ] with the convention that its value at t = 0 is given by the initial data.
Accordingly, the weak formulation (2.5) can be written in the form[∫

Ω

%sϕ dx

]t=τ2
t=τ1

−
∫ τ2

τ1

∫
Ω

[
%s∂tϕ+ %su · ∇xϕ+

q

ϑ
· ∇xϕ

]
dx dt

≥
∫ τ2

τ1

∫
Ω

ϕ

ϑ

(
S(ϑ,Dxu) : Dxu−

q(ϑ,∇xϑ) · ∇xϑ

ϑ

)
dx dt (2.6)

for any 0 ≤ τ1 < τ2 ≤ T , and any ϕ ∈ C1
c ([0, T ]× Ω), ϕ ≥ 0.

2.4 Ballistic energy

Assuming for a moment that all quantities in question are smooth, we multiply the momentum
equation on (u − uB) and integrate by parts over Ω. Similarly, we integrate the internal energy
equation (1.1)3. Summing up the results, we obtain the total energy balance

d

dt

∫
Ω

[
1

2
%|u− uB|2 + %e

]
dx+

∫
∂Ω

%Be(%B, ϑB) [uB · n]−dσx +

∫
∂Ω

%e(%, ϑB) [uB · n]+dσx

+

∫
∂Ω

q · n dσx = −
∫

Ω

[
%u⊗ u + pI− S

]
: DxuB dx+

1

2

∫
Ω

%u · ∇x|uB|2 dx

+

∫
Ω

%(u− uB) · (g − ∂tuB) dx (2.7)
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Unfortunately, relation (2.7) cannot be used in the weak formulation as we do not control the
boundary integral ∫

∂Ω

q · n dσx.

Consider ϑ̃ ∈ C1([0, T ]× Ω), ϑ̃ > 0, ϑ̃|∂Ω = ϑB. Multiplying the entropy inequality (1.7) by ϑ̃
and integrating by parts we obtain

− d

dt

∫
Ω

ϑ̃%s dx−
∫
∂Ω

%ϑBsuB · n dσx −
∫
∂Ω

q · ndσx ≤ −
∫

Ω

ϑ̃

ϑ

(
S : Dxu−

q · ∇xϑ

ϑ

)
dx

−
∫

Ω

[
%s
(
∂tϑ̃+ u · ∇xϑ̃

)
+

q

ϑ
· ∇xϑ̃

]
dx (2.8)

Summing up (2.7), (2.8) we get the ballistic energy inequality

d

dt

∫
Ω

[
1

2
%|u− uB|2 + %e− ϑ̃%s

]
dx

+

∫
∂Ω

[
%Be(%B, ϑB)− ϑB%Bs(%B, ϑB)

]
[uB · n]−dσx

+

∫
∂Ω

[
%e(%, ϑB)− ϑB%s(%, ϑB)

]
[uB · n]+dσx

+

∫
Ω

ϑ̃

ϑ

(
S : Dxu−

q · ∇xϑ

ϑ

)
dx

≤ −
∫

Ω

[
%u⊗ u + pI− S

]
: DxuB dx+

1

2

∫
Ω

%u · ∇x|uB|2 dx

+

∫
Ω

%(u− uB) · (g − ∂tuB) dx

−
∫

Ω

[
%s
(
∂tϑ̃+ u · ∇xϑ̃

)
+

q

ϑ
· ∇xϑ̃

]
dx. (2.9)

Note carefully that (2.9) does not contain the boundary heat flux and therefore it is suitable to be
included in the weak formulation of the problem. Accordingly, we require

−ψ(0)

∫
Ω

(
1

2
%|u− uB|2 + %e− ϑ̃%s

)
dx

−
∫ T

0

∂tψ

∫
Ω

(
1

2
%|u− uB|2 + %e− ϑ̃%s

)
dx dt

+

∫ T

0

ψ

∫
∂Ω

[
%Be(%B, ϑB)− ϑB%Bs(%B, ϑB)

]
[uB · n]−dσx dt

+

∫ T

0

ψ

∫
∂Ω

[
%e(%, ϑB)− ϑB%s(%, ϑB)

]
[uB · n]+dσx dt
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+

∫ T

0

ψ

∫
Ω

ϑ̃

ϑ

(
S : Dxu−

q · ∇xϑ

ϑ

)
dx dt

≤ −
∫ T

0

ψ

∫
Ω

[
%u⊗ u + pI− S

]
: DxuB dx dt+

∫ T

0

ψ
1

2

∫
Ω

%u · ∇x|uB|2 dx dt

+

∫ T

0

ψ

∫
Ω

%(u− uB) · (g − ∂tuB) dx dt

−
∫ T

0

ψ

∫
Ω

[
%s
(
∂tϑ̃+ u · ∇xϑ̃

)
+

q

ϑ
· ∇xϑ̃

]
dx dt (2.10)

for any ϑ̃ ∈ C1([0, T ]× Ω), ϑ̃ > 0, ϑ̃|∂Ω = ϑB, and any ψ ∈ C1
c [0, T ), ψ ≥ 0. By a proper choice of

the test function ψ, it is a routine matter to deduce the integrated from of (2.10), namely[∫
Ω

(
1

2
%|u− uB|2 + %e− ϑ̃%s

)
dx

]t=τ
t=0∫ τ

0

∫
∂Ω

[
%Be(%B, ϑB)− ϑB%Bs(%B, ϑB)

]
[uB · n]−dσx dt

+

∫ τ

0

∫
∂Ω

[
%e(%, ϑB)− ϑB%s(%, ϑB)

]
[uB · n]+dσx dt

+

∫ τ

0

∫
Ω

ϑ̃

ϑ

(
S : Dxu−

q · ∇xϑ

ϑ

)
dx dt

≤ −
∫ τ

0

∫
Ω

[
%u⊗ u + pI− S

]
: DxuB dx dt+

1

2

∫ τ

0

∫
Ω

%u · ∇x|uB|2 dx dt

+

∫ τ

0

∫
Ω

%(u− uB) · (g − ∂tuB) dx dt

−
∫ τ

0

∫
Ω

[
%s
(
∂tϑ̃+ u · ∇xϑ̃

)
+

q

ϑ
· ∇xϑ̃

]
dx dt (2.11)

for a.a. 0 < τ < T whenever ϑ̃ ∈ C1([0, T ]× Ω), ϑ̃ > 0, ϑ̃|∂Ω = ϑB.

2.5 Constitutive relations

The constitutive relation imposed on the equation of state and the transport coefficients are mo-
tivated by [9]. Specifically, we suppose

p(%, ϑ) = ϑ
5
2P

(
%

ϑ
3
2

)
+
a

3
ϑ4, e(%, ϑ) =

3

2

ϑ
5
2

%
P

(
%

ϑ
3
2

)
+
a

%
ϑ4, a > 0, (2.12)

where P ∈ C1[0,∞) satisfies

P (0) = 0, P ′(Z) > 0 for Z ≥ 0, 0 <
5
3
P (Z)− P ′(Z)Z

Z
≤ c for Z > 0. (2.13)
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This implies, in particular, that Z 7→ P (Z)/Z
5
3 is decreasing, and we suppose

lim
Z→∞

P (Z)

Z
5
3

= p∞ > 0. (2.14)

Accordingly, the entropy s takes the form

s(%, ϑ) = S
(
%

ϑ
3
2

)
+

4a

3

ϑ3

%
, (2.15)

where

S ′(Z) = −3

2

5
3
P (Z)− P ′(Z)Z

Z2
. (2.16)

The reader may consult [9, Chapter 1] for the physical background of the above constitutive theory.
As for the transport coefficients, we suppose that µ, η, and κ are continuously differentiable

functions of the temperature ϑ satisfying

0 < µ
(
1 + ϑΛ

)
≤ µ(ϑ) ≤ µ

(
1 + ϑΛ

)
, |µ′(ϑ)| ≤ c for all ϑ ≥ 0,

1

2
≤ Λ ≤ 1,

0 ≤ η(ϑ) ≤ η
(
1 + ϑΛ

)
,

0 < κ
(
1 + ϑ3

)
≤ κ(ϑ) ≤ κ

(
1 + ϑ3

)
. (2.17)

The property that both µ and κ are unbounded for ϑ→∞ is characteristic for gases, see Becker
[1].

2.6 Weak solutions

We are ready to introduce the concept of weak solution to the Navier–Stokes–Fourier system.

Definition 2.1 (Weak solution). We say that a trio (%, ϑ,u) is a weak solution of the Navier–
Stokes–Fourier system (1.1)–(1.6) in (0, T )× Ω with the initial data

%(0, ·) = %0, (%u)(0, ·) = m0, (%s(%, ϑ))(0, ·) = S0, (2.18)

if the following holds:

• Conservation of mass.

% ∈ Cweak([0, T ];L
5
3 (Ω)) ∩ L

5
3 ((0, T )× ∂Ω; |uB · n|+( dt⊗ dσx)), % ≥ 0 a.a.;

%u ∈ Cweak([0, T ];L
5
4 (Ω;Rd));

the weak formulation of the equation of continuity (2.1) is satisfied with %(0, ·) = %0 for any
0 ≤ τ ≤ T , and any test function ϕ ∈ C1([0, T ]× Ω).
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• Balance of momentum.

u ∈ Lr(0, T ;W 1,r(Ω;Rd)), r =
8

5− Λ
, (u− uB) ∈ Lr(0, T ;W 1,r

0 (Ω;Rd));

the weak formulation of the momentum balance (2.3) holds with (%u)(0, ·) = m0 for any
0 ≤ τ ≤ T , and any ϕ ∈ C1

c ([0, T ]× Ω;Rd).

• Entropy inequality.

ϑ ∈ L∞(0, T ;L4(Ω)) ∩ L2(0, T ;W 1,2(Ω)), (ϑ− ϑB) ∈ L2(0, T ;W 1,2
0 (Ω)), ϑ > 0 a.a.,

log(ϑ) ∈ L2((0, T );W 1,2(Ω));

the weak formulation of the entropy inequality (2.5) is satisfied with (%s)(0, ·) = S0 for any
ϕ ∈ C1

c ([0, T )× Ω), ϕ ≥ 0.

• Ballistic energy balance. The inequality (2.10) holds for any

ϑ̃ ∈ C1([0, T ]× Ω), ϑ̃ > 0, ϑ̃|∂Ω = ϑB,

and any ψ ∈ C1
c [0, T ), ψ ≥ 0.

In the next section, we show that the weak solutions introduced in Definition 2.1 comply with
the weak–strong uniqueness principle and therefore represent a suitable generalization of classical
solutions

3 Relative energy and weak–strong uniqueness principle

The proof of the weak–strong uniqueness principle is in the same spirit as in [10]. We introduce
the relative energy and use it as a Bregman distance between the strong and weak solution.

3.1 Relative energy

The relative energy is defined in the same way as in [10]:

E
(
%, ϑ,u

∣∣∣%̃, ϑ̃, ũ)
=

1

2
%|u− ũ|2 + %e− ϑ̃

(
%s− %̃s(%̃, ϑ̃)

)
−
(
e(%̃, ϑ̃)− ϑ̃s(%̃, ϑ̃) +

p(%̃, ϑ̃)

%̃

)
(%− %̃)− %̃e(%̃, ϑ̃)

=
1

2
%|u− ũ|2 + %e− ϑ̃%s−

(
e(%̃, ϑ̃)− ϑ̃s(%̃, ϑ̃) +

p(%̃, ϑ̃)

%̃

)
%+ p(%̃, ϑ̃) (3.1)
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As observed in [10], the relative energy interpreted in terms of the conservative entropy variables
(%, S = %s,m = %u) represents a Bregman distance associated to the energy functional

E(%, S,m) =
1

2

|m|2

%
+ %e(%, S).

Indeed it follows from our hypotheses concerning the form of the equation of state that e, p satisfy
the hypothesis of thermodynamic stability

∂p(%, ϑ)

∂%
> 0,

∂e(%, ϑ)

∂ϑ
> 0,

which in turn yields convexity of the internal energy %e(%, S) with respect to the variables (%, S).
In addition,

∂(%e(%, S))

∂%
= e− ϑs+

p

%
,
∂(%e(%, S))

∂S
= ϑ. (3.2)

Thus the relative energy expressed in the conservative entropy variable may be interpreted as

E
(
%, S,m

∣∣∣%̃, S̃, m̃) = E(%, S,m)−
〈
∂E(%̃, S̃, m̃); (%− %̃, S − S̃,m− m̃)

〉
− E(%̃, S̃, m̃).

3.2 Relative energy inequality

Our goal is to describe the time evolution of the relative energy

t 7→
∫

Ω

E
(
%, ϑ,u

∣∣∣%̃, ϑ̃, ũ) (t, ·) dx,

where (%, ϑ,u) is a weak solution of the Navier–Stokes–Fourier system and (%̃, ϑ̃, ũ) is an arbitrary
trio of “test” functions satisfying

%̃ ∈ C1([0, T ]× Ω), inf %̃ > 0, ϑ̃ ∈ C1([0, T ]× Ω), inf ϑ̃ > 0, ϑ̃|∂Ω = ϑB,

ũ ∈ C1([0, T ]× Ω;Rd), ũ|∂Ω = uB. (3.3)

Going back to (3.1) we observe that∫
Ω

E
(
%, ϑ,u

∣∣∣%̃, ϑ̃, ũ) dx =

∫
Ω

[
1

2
%|u− ũ|2 + %e− ϑ̃%s

]
dx︸ ︷︷ ︸

ballistic energy

−
∫

Ω

(
e(%̃, ϑ̃)− ϑ̃s(%̃, ϑ̃) +

p(%̃, ϑ̃)

%̃

)
% dx+

∫
Ω

p(%̃, ϑ̃) dx,

10



where the time evolution of the ballistic energy is given by (2.11). Indeed the inequality (2.11)
is in fact independent of the specific extension of the boundary velocity uB inside Ω. As for the
integral ∫

Ω

(
e(%̃, ϑ̃)− ϑ̃s(%̃, ϑ̃) +

p(%̃, ϑ̃)

%̃

)
% dx,

it can be evaluated by using
(
e(%̃, ϑ̃)− ϑ̃s(%̃, ϑ̃) + p(%̃,ϑ̃)

%̃

)
as a test function in the weak form of the

equation of continuity (2.5).
Summarizing, we deduce the relative energy inequality in the form[∫

Ω

E
(
%, ϑ,u

∣∣∣%̃, ϑ̃, ũ) dx

]t=τ
t=0

+

∫ τ

0

∫
∂Ω

[
%Be(%B, ϑB)− ϑB%Bs(%B, ϑB)−

(
e(%̃, ϑB)− ϑBs(%̃, ϑB) +

p(%̃, ϑB)

%̃

)
%B

]
[uB · n]−dσx dt

+

∫ τ

0

∫
∂Ω

[
%e(%, ϑB)− ϑB%s(%, ϑB)−

(
e(%̃, ϑB)− ϑBs(%̃, ϑB) +

p(%̃, ϑB)

%̃

)
%

]
[uB · n]+dσx dt

+

∫ τ

0

∫
Ω

ϑ̃

ϑ

(
S(ϑ,Dxu) : Dxu−

q(ϑ,∇xϑ)

ϑ

)
dx dt

≤
∫ τ

0

∫
Ω

%

%̃
(u− ũ) · ∇xp(%̃, ϑ̃) dx dt

−
∫ τ

0

∫
Ω

(
%(s− s(%̃, ϑ̃))∂tϑ̃+ %(s− s(%̃, ϑ̃))u · ∇xϑ̃+

(
q(ϑ,∇xϑ)

ϑ

)
· ∇xϑ̃

)
dx dt

−
∫ τ

0

∫
Ω

[
%(u− ũ)⊗ (u− ũ) + p(%, ϑ)I− S(ϑ,Dxu)

]
: Dxũ dx dt

+

∫ τ

0

∫
Ω

%

[
g − ∂tũ− (ũ · ∇x)ũ−

1

%̃
∇xp(%̃, ϑ̃)

]
· (u− ũ) dx dt

+

∫ τ

0

∫
Ω

[(
1− %

%̃

)
∂tp(%̃, ϑ̃)− %

%̃
u · ∇xp(%̃, ϑ̃)

]
dx dt (3.4)

for a.a. 0 < τ < T , for any weak solution (%, ϑ,u) of the Navier–Stokes–Fourier system in the
sense of Definition 2.1 and any trio of test functions (%̃, ϑ̃, ũ) belonging to the class (3.3).

3.3 Weak strong uniqueness

The obvious idea how to compare a weak and strong solution is to use the strong solution (%̃, ϑ̃, ũ)
as the trio of test functions in the relative energy inequality (3.4). Keeping in mind that (%, ϑ,u)
and (%̃, ϑ̃, ũ) share the same initial and boundary data as well as the driving force g, the inequality
(3.4) simplifies to∫

Ω

E
(
%, ϑ,u

∣∣∣%̃, ϑ̃, ũ) (τ, ·) dx−
∫ τ

0

∫
∂Ω

p(%B, ϑB) [uB · n]−dσx dt

11



+

∫ τ

0

∫
∂Ω

[
%e(%, ϑB)− ϑB%s(%, ϑB)−

(
e(%̃, ϑB)− ϑBs(%̃, ϑB) +

p(%̃, ϑB)

%̃

)
%

]
[uB · n]+dσx dt

+

∫ τ

0

∫
Ω

ϑ̃

ϑ

(
S(ϑ,Dxu) : Dxu−

q(ϑ,∇xϑ) · ∇xϑ

ϑ

)
dx dt

≤
∫ τ

0

∫
Ω

%

%̃
(u− ũ) · ∇xp(%̃, ϑ̃) dx dt

−
∫ τ

0

∫
Ω

(
%(s− s(%̃, ϑ̃))∂tϑ̃+ %(s− s(%̃, ϑ̃))u · ∇xϑ̃+

(
q(ϑ,∇xϑ)

ϑ

)
· ∇xϑ̃

)
dx dt

−
∫ τ

0

∫
Ω

[
%(u− ũ)⊗ (u− ũ) + p(%, ϑ)I− S(ϑ,Dxu)

]
: Dxũ dx dt

+

∫ τ

0

∫
Ω

%

%̃
divxS(ϑ̃,Dxũ) · (ũ− u) dx dt

+

∫ τ

0

∫
Ω

[(
1− %

%̃

)
∂tp(%̃, ϑ̃)− %

%̃
u · ∇xp(%̃, ϑ̃)

]
dx dt. (3.5)

Moreover, regrouping certain integrals in (3.5) we obtain∫
Ω

E
(
%, ϑ,u

∣∣∣%̃, ϑ̃, ũ) (τ, ·) dx−
∫ τ

0

∫
∂Ω

p(%B, ϑB) [uB · n]−dσx dt

+

∫ τ

0

∫
∂Ω

[
%e(%, ϑB)− ϑB%s(%, ϑB)−

(
e(%̃, ϑB)− ϑBs(%̃, ϑB) +

p(%̃, ϑB)

%̃

)
%

]
[uB · n]+dσx dt

+

∫ τ

0

∫
Ω

(
ϑ̃

ϑ
− 1

)
S(ϑ,Dxu) : Dxu dx dt+

∫ τ

0

∫
Ω

(
1− ϑ̃

ϑ

)(
q(ϑ,∇xϑ) · ∇xϑ

ϑ

)
dx dt

+

∫ τ

0

∫
Ω

q(ϑ,∇xϑ) · ∇x(ϑ̃− ϑ)

ϑ
dx dt

+

∫ τ

0

∫
Ω

(
S(ϑ̃,Dxũ)− S(ϑ,Dxu)

)
: Dx(ũ− u) dx dt

≤
∫ τ

0

∫
Ω

(u− ũ) · ∇xp(%̃, ϑ̃) dx dt

−
∫ τ

0

∫
Ω

(
%̃(s− s(%̃, ϑ̃))∂tϑ̃+ %̃(s− s(%̃, ϑ̃))ũ · ∇xϑ̃

)
dx dt

−
∫ τ

0

∫
Ω

p(%, ϑ)divxũ dx dt

+

∫ τ

0

∫
Ω

[(
1− %

%̃

)
∂tp(%̃, ϑ̃)− %

%̃
u · ∇xp(%̃, ϑ̃)

]
dx dt+

∫ τ

0

∫
Ω

R1 dx dt (3.6)

with the quadratic error

R1 =%(ũ− u)⊗ (u− ũ) : Dxũ +

(
%

%̃
− 1

)
divxS(ϑ̃,Dxũ)(ũ− u)

12



+

(
%

%̃
− 1

)
(u− ũ) · ∇xp(%̃, ϑ̃) + %(s− s(%̃, ϑ̃))(ũ− u) · ∇xϑ̃

− (%− %̃)(s− s(%̃, ϑ̃))(∂tϑ̃+ ũ · ∇xϑ̃). (3.7)

3.3.1 Pressure

Obviously,

−
∫

Ω

ũ · ∇xp(%̃, ϑ̃) dx = −
∫
∂Ω

p(%B, ϑB) [uB · n]−dσx −
∫
∂Ω

p(%̃, ϑB) [uB · n]+dσx

+

∫
Ω

p(%̃, ϑ̃)divxũ dx;

whence (3.7) can be written as∫
Ω

E
(
%, ϑ,u

∣∣∣%̃, ϑ̃, ũ) (τ, ·) dx

+

∫ τ

0

∫
∂Ω

[
%e(%, ϑB)− ϑB%s(%, ϑB)−

(
e(%̃, ϑB)− ϑBs(%̃, ϑB) +

p(%̃, ϑB)

%̃

)
%

]
[uB · n]+dσx dt

+

∫ τ

0

∫
∂Ω

p(%̃, ϑB) [uB · n]+dσx

+

∫ τ

0

∫
Ω

(
ϑ̃

ϑ
− 1

)
S(ϑ,Dxu) : Dxu dx dt+

∫ τ

0

∫
Ω

(
1− ϑ̃

ϑ

)(
q(ϑ,∇xϑ) · ∇xϑ

ϑ

)
dx dt

+

∫ τ

0

∫
Ω

q(ϑ,∇xϑ) · ∇x(ϑ̃− ϑ)

ϑ
dx dt

+

∫ τ

0

∫
Ω

(
S(ϑ̃,Dxũ)− S(ϑ,Dxu)

)
: Dx(ũ− u) dx dt

≤ −
∫ τ

0

∫
Ω

(
%̃(s− s(%̃, ϑ̃))∂tϑ̃+ %̃(s− s(%̃, ϑ̃))ũ · ∇xϑ̃

)
dx dt

+

∫ τ

0

∫
Ω

(p(%̃, ϑ̃)− p(%, ϑ))divxũ dx dt

+

∫ τ

0

∫
Ω

[(
1− %

%̃

)(
∂tp(%̃, ϑ̃)− ũ · ∇xp(%̃, ϑ̃)

)]
dx dt+

∫ τ

0

∫
Ω

R2 dx dt, (3.8)

with

R2 = R1 +

(
1− %

%̃

)
(u− ũ) · ∇xp(%̃, ϑ̃) . (3.9)

Next, we use the identity
∂s(%̃, ϑ̃)

∂%
= − 1

%̃2

∂p(%̃, ϑ̃)

∂ϑ
,

13



to compute (
1−%

%̃

)(
∂tp(%̃, ϑ̃) + ũ · ∇xp(%̃, ϑ̃)

)
+ divxũ

(
p(%̃, ϑ̃)− p(%, ϑ)

)
=divxũ

(
p(%̃, ϑ̃)− ∂p(%̃, ϑ̃)

∂%
(%̃− %)− ∂p(%̃, ϑ̃)

∂ϑ
(ϑ̃− ϑ)− p(%, ϑ)

)
+

(
1− %

%̃

)
∂p(%̃, ϑ̃)

∂ϑ

(
∂tϑ̃+ ũ · ∇xϑ̃

)
− ϑ̃− ϑ

%̃

∂p(%̃, ϑ̃)

∂ϑ

(
∂t%̃+ ũ · ∇x%̃

)
=divxũ

(
p(%̃, ϑ̃)− ∂p(%̃, ϑ̃)

∂%
(%̃− %)− ∂p(%̃, ϑ̃)

∂ϑ
(ϑ̃− ϑ)− p(%, ϑ)

)
−%̃(%̃− %)

∂s(%̃, ϑ̃)

∂%

(
∂tϑ̃+ ũ · ∇xϑ̃

)
+ %̃(ϑ̃− ϑ)

∂s(%̃, ϑ̃)

∂%

(
∂t%̃+ ũ · ∇x%̃

)
=divxũ

(
p(%̃, ϑ̃)− ∂p(%̃, ϑ̃)|

∂%
(%̃− %)− ∂p(%̃, ϑ̃)

∂ϑ
(ϑ̃− ϑ)− p(%, ϑ)

)
−%̃(%̃− %)

∂s(%̃, ϑ̃)

∂%

(
∂tϑ̃+ ũ · ∇xϑ̃

)
− %̃(ϑ̃− ϑ)

∂s(%̃, ϑ̃)

∂ϑ

(
∂tϑ̃+ ũ · ∇xϑ̃

)
−(ϑ̃− ϑ)divx

(
q̃

ϑ̃

)
+

(
1− ϑ

ϑ̃

)(
S̃ : ∇xũ−

q̃ · ∇xϑ̃

ϑ̃

)
.

Consequently, (3.8) gives rise to∫
Ω

E
(
%, ϑ,u

∣∣∣%̃, ϑ̃, ũ) (τ, ·) dx

+

∫ τ

0

∫
∂Ω

[
%e(%, ϑB)− ϑB%s(%, ϑB)−

(
e(%̃, ϑB)− ϑBs(%̃, ϑB) +

p(%̃, ϑB)

%̃

)
%

]
[uB · n]+dσx dt

+

∫ τ

0

∫
∂Ω

p(%̃, ϑB) [uB · n]+dσx

+

∫ τ

0

∫
Ω

(
ϑ̃

ϑ
− 1

)
S(ϑ,Dxu) : Dxu dx dt+

∫ τ

0

∫
Ω

(
1− ϑ̃

ϑ

)(
q(ϑ,∇xϑ) · ∇xϑ

ϑ

)
dx dt

+

∫ τ

0

∫
Ω

q(ϑ,∇xϑ) · ∇x(ϑ̃− ϑ)

ϑ
dx dt

+

∫ τ

0

∫
Ω

(
S(ϑ̃,Dxũ)− S(ϑ,Dxu)

)
: Dx(ũ− u) dx dt

≤ −
∫ τ

0

∫
Ω

(ϑ̃− ϑ)divx

(
q(ϑ̃,∇xϑ̃)

ϑ̃

)
dx dt

+

∫ τ

0

∫
Ω

(
1− ϑ

ϑ̃

)(
S(ϑ̃,Dxũ) : Dxũ−

q(ϑ̃,∇xϑ̃)

ϑ̃

)
dx dt+

∫ τ

0

∫
Ω

R3 dx dt (3.10)
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with the quadratic error

R3 = R2 + divxũ
(
p(%̃, ϑ̃)− ∂p(%̃, ϑ̃)

∂%
(%̃− %)− ∂p(%̃, ϑ̃)

∂ϑ
(ϑ̃− ϑ)− p(%, ϑ)

)
+ %̃

(
s(%̃, ϑ̃)− ∂s(%̃, ϑ̃)

∂%
(%̃− %)− ∂s(%̃, ϑ̃)

∂ϑ
(ϑ̃− ϑ)− s

)
(∂tϑ̃+ ũ · ∇xϑ̃). (3.11)

Finally, using the fact that ϑ− ϑ̃ vanishes on the boundary, we may integrate by parts

−
∫

Ω

(ϑ̃− ϑ)divx

(
q(ϑ̃,∇xϑ̃)

ϑ̃

)
dx =

∫
Ω

(
q(ϑ̃,∇xϑ̃)

ϑ̃

)
· ∇x(ϑ̃− ϑ) dx

to conclude∫
Ω

E
(
%, ϑ,u

∣∣∣%̃, ϑ̃, ũ) (τ, ·) dx

+

∫ τ

0

∫
∂Ω

[
%e(%, ϑB)− ϑB%s(%, ϑB)−

(
e(%̃, ϑB)− ϑBs(%̃, ϑB) +

p(%̃, ϑB)

%̃

)
%

]
[uB · n]+dσx dt

+

∫ τ

0

∫
∂Ω

p(%̃, ϑB) [uB · n]+dσx

+

∫ τ

0

∫
Ω

(
ϑ̃

ϑ
− 1

)
S(ϑ,Dxu) : Dxu dx dt+

∫ τ

0

∫
Ω

(
ϑ

ϑ̃
− 1

)
S(ϑ̃,Dxũ) : Dxũ dx dt

+

∫ τ

0

∫
Ω

(
1− ϑ̃

ϑ

)(
q(ϑ,∇xϑ) · ∇xϑ

ϑ

)
dx dt+

∫ τ

0

∫
Ω

(
1− ϑ

ϑ̃

)
q(ϑ̃,∇xϑ̃)

ϑ̃
dx dt

+

∫ τ

0

∫
Ω

(
q(ϑ,∇xϑ)

ϑ
− q(ϑ̃,∇xϑ̃)

ϑ̃

)
· ∇x(ϑ̃− ϑ) dx dt

+

∫ τ

0

∫
Ω

(
S(ϑ̃,Dxũ)− S(ϑ,Dxu)

)
: Dx(ũ− u) dx dt ≤

∫ τ

0

∫
Ω

R3 dx dt (3.12)

with the quadratic error R3 determined successively via (3.7), (3.9), and (3.11).
The final inequality (3.12) as well as the quadratic error (3.11) are exactly the same (modulo

the boundary flux not present in (3.12)) as in [10, Section 4, formula (4.5)]. Thus repeating the
arguments of [10] we deduce the desired conclusion∫

Ω

E
(
%, ϑ,u

∣∣∣%̃, ϑ̃, ũ) (τ, ·) dx = 0 for a.a. τ ∈ (0, T ).

We have proved the following result.
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Theorem 3.1 (Weak–strong uniqueness principle). Let the pressure p = p(%, ϑ), the internal
energy e = e(%, ϑ), and the entropy s = s(%, ϑ) satisfy the hypotheses (2.12)–(2.15). Let the
transport coefficients µ = µ(ϑ), η = η(ϑ), κ = κ(ϑ) be continuously differentiable functions of ϑ
satisfying (2.17). Let (%, ϑ,u) be a weak solution of the Navier–Stokes–Fourier system in (0, T )×Ω
in the sense of Definition 2.1. Suppose that the same problem with the same initial data %0, m0,
S0, the boundary data %B, ϑB, uB, and the driving force g admits a strong solution (%̃, ϑ̃, ũ) in the
class

%̃, ϑ̃ ∈ C1([0, T ]×Ω), ũ ∈ C1([0, T ]×Ω), ∇2
xϑ̃ ∈ BC((0, T )×Ω;Rd), ∇2

xũ ∈ BC((0, T )×Ω;Rd×d).

Then
% = %̃, ϑ = ϑ̃, u = ũ in (0, T )× Ω.

4 Existence of weak solutions

Our ultimate goal is to establish the existence of a weak solution for given data on an arbitrary
time interval (0, T ). We address in detail two principal issues:

• a priori bounds that guarantee boundedness of the ballistic energy as well as the dissipation
term in the inequality (2.9);

• a suitable approximation scheme to construct the weak solutions.

Having established this, we omit the proof of convergence of approximate solutions as it is basically
the same as in [10]. As a matter of fact, the present setting is even easier than in [10] as the
temperature is given on the whole domain boundary. To avoid technicalities, we assume that
Ω ⊂ Rd is a smooth bounded domain of class at least C3, and that the boundary data %B, uB, ϑB
are at least twice continuously differentiable. In particular, the outer normal is well defined.

4.1 A priori bounds

In comparison with [9] or [10], the a priori bounds for the Dirichlet problem are more difficult to
obtain as the heat flux through the boundary is not controlled. The relevant estimates are derived
from the ballistic energy inequality (2.9) evaluated for a suitable temperature ϑ̃. To simplify, we
shall assume that the viscosity coefficients satisfy hypothesis (2.17) with Λ = 1. Consequently, by
virtue of Korn–Poincaré inequality,∫

Ω

ϑ̃

ϑ
S(ϑ;Dxu) : Dxu dx

>∼ inf
Ω
{ϑ̃}

(
‖u‖2

W 1,2(Ω) − c(uB)
)
. (4.1)

By the same token, we get∣∣∣∣∫
Ω

S(%,Dxu) : DxuB dx

∣∣∣∣ ≤ ω‖Dxu‖2
L2(Ω;Rd×d) + c(uB)(1 +

∫
Ω

ϑ2 dx).
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Thus we may rewrite the ballistic energy inequality (2.11) in the form∫
Ω

(
1

2
%|u− uB|2 + %e− ϑ̃%s

)
(τ, ·) dx

+

∫ τ

0

∫
∂Ω

[
%e(%, ϑB)− ϑB%Bs(%, ϑB)

]
[uB · n]+dσx dt

+

∫ τ

0

inf
Ω
{ϑ̃}

∫
Ω

(
‖u‖2

W 1,2(Ω;Rd) +
κ(ϑ)|∇xϑ|2

ϑ2

)
dx dt

≤
∫

Ω

(
1

2
%0|u0 − uB|2 + %0e(%0, ϑ0)− ϑ̃%0s(%0, ϑ0)

)
dx

+ c(%B, ϑB,uB,g)
[
1 +

∫ τ

0

∫
Ω

(
1

2
%|u− uB|2 + %e− ϑ̃%s

)
dx dt

−
∫ τ

0

∫
Ω

[
%s
(
∂tϑ̃+ u · ∇xϑ̃

)
+

q

ϑ
· ∇xϑ̃

]
dx dt

]
. (4.2)

It remains to control the last integral in (4.2). To this end, we first fix the extension ϑ̃ to be
the unique solution of the Laplace equation

∆xϑ̃(τ, ·) = 0 in Ω, ϑ̃(τ, ·)|∂Ω = ϑB for any τ ∈ [0, T ]. (4.3)

It follows from the standard maximum principle for harmonic functions that

min
[0,T ]×∂Ω

ϑB ≤ ϑ̃(t, x) ≤ max
[0,T ]×∂Ω

ϑB for any (t, x) ∈ (0, T )× Ω.

Let us denote this particular extension as ϑB.
A simple integration by parts yields

−
∫

Ω

q

ϑ
· ∇xϑB dx =

∫
Ω

κ(ϑ)

ϑ
∇xϑ · ∇xϑB dx =

∫
Ω

∇xK(ϑ) · ∇xϑB dx =

∫
∂Ω

K(ϑB)∇xϑB · n,

where K ′(ϑ) = κ(ϑ)
ϑ

.
Next, as ϑB is continuously differentiable in time, we get

−
∫

Ω

%s∂tϑB dx ≤ c1 + c2

∫
Ω

(
1

2
%|u− uB|2 + %e− ϑB%s

)
dx for some c1, c2 > 0.

Summarizing we deduce from (4.2):∫
Ω

(
1

2
%|u− uB|2 + %e− ϑB%s

)
(τ, ·) dx

+

∫ τ

0

∫
∂Ω

[
%e(%, ϑB)− ϑB%Bs(%, ϑB)

]
[uB · n]+dσx dt
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+ inf
[0,T ]×∂Ω

{ϑB}
∫ τ

0

∫
Ω

(
‖u‖2

W 1,2(Ω;Rd) +
κ(ϑ)|∇xϑ|2

ϑ2

)
dx dt

≤
∫

Ω

(
1

2
%0|u0 − uB|2 + %0e(%0, ϑ0)− ϑB%0s(%0, ϑ0)

)
dx+ c1

+ c2

∫ τ

0

∫
Ω

(
1

2
%|u− uB|2 + %e− ϑB%s

)
dx dt

−
∫ τ

0

∫
Ω

%su · ∇xϑB dx dt . (4.4)

As the entropy is given by (2.15), we have

−
∫

Ω

%su · ∇xϑB dx = −
∫

Ω

%S
(
%

ϑ
3
2

)
u · ∇xϑB dx− 4a

3

∫
Ω

ϑ3u · ∇xϑB dx, (4.5)

where S is determined, modulo an additive constant, by (2.16). In addition to the hypotheses
(2.12)–(2.14), we suppose that s satisfies the Third law of thermodynamics, specifically,

s(%, ϑ)→ 0 as ϑ→ 0 for any % > 0. (4.6)

As shown in [8, Section 4, formula (4.6)], this implies

%

∣∣∣∣S ( %

ϑ
3
2

)∣∣∣∣ <∼ (%+ %| log(%)|+ %[log(ϑ)]+
)

for any % ≥ 0, ϑ ≥ 0.

Consequently, going back to (4.5) we obtain∣∣∣∣∫
Ω

%S
(
%

ϑ
3
2

)
u · ∇xϑB dx

∣∣∣∣
<∼
(∫

Ω

%|u|2 dx+

∫
Ω

%S2

(
%

ϑ
3
2

)
dx

)
<∼
(

1 +

∫
Ω

%|u|2 dx+

∫
Ω

%
5
3 dx+

∫
Ω

ϑ4 dx

)
≤ c3 + c4

∫
Ω

(
1

2
%|u− uB|2 + %e− ϑB%s

)
dx, c3, c4 > 0. (4.7)

In order to control the radiative component of the entropy flux, we have to strengthen our
hypothesis concerning the growth of the heat conductivity coefficient κ(ϑ) for large values of ϑ. In
accordance with our previous agreement concerning the linear growth of the viscosity coefficients,
we replace (2.17) by

0 < µ (1 + ϑ) ≤ µ(ϑ) ≤ µ (1 + ϑ) , |µ′(ϑ)| ≤ c for all ϑ ≥ 0,

0 ≤ η(ϑ) ≤ η (1 + ϑ) ,

0 < κ
(
1 + ϑβ

)
≤ κ(ϑ) ≤ κ

(
1 + ϑβ

)
, β > 6. (4.8)
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Consequently, on the one hand,∫
Ω

κ(ϑ)|∇xϑ|2

ϑ2
dx

>∼
∫

Ω

(
1

ϑ2
+ ϑβ−2

)
|∇xϑ|2 dx, (4.9)

while, on the other hand,∣∣∣∣∫
Ω

ϑ3u · ∇xϑB dx

∣∣∣∣ ≤ ε‖u‖2
W 1,2(Ω;Rd) + c(ε)‖ϑ3‖2

L2(Ω) (4.10)

for any ε > 0. Furthermore,

‖ϑ3‖2
L2(Ω) =

∫
ϑ≤K

ϑ6 dx+

∫
ϑ>K

ϑ6 dx ≤ |Ω|K6 +K6−β
∫

Ω

ϑβ dx.

Next, by Hölder and Poincaré inequalities,∫
Ω

ϑβ dx
<∼ ‖ϑβ‖L3(Ω) = ‖ϑ

β
2 ‖2

L6(Ω)
<∼ ‖ϑ

β
2 ‖2

W 1,2(Ω)
<∼ ‖∇xϑ

β
2 ‖2

L2(Ω) + c(ϑB)

<∼
∫

Ω

ϑβ−2|∇xϑ|2 dx+ c(ϑB).

As β > 6, we can first fix ε > 0 small enough and then K = K(ε) large enough so that the integral
(4.10) is dominate by the left–hand side of (4.4).

Summing up the previous estimates we may convert (4.4) in the desired relation∫
Ω

(
1

2
%|u− uB|2 + %e− ϑ̃%s

)
(τ, ·) dx

+

∫ τ

0

∫
∂Ω

[
%e(%, ϑB)− ϑB%Bs(%, ϑB)

]
[uB · n]+dσx dt

+ inf
[0,T ]×∂Ω

{ϑB}
∫ τ

0

∫
Ω

(
‖u‖2

W 1,2(Ω;Rd) +
κ(ϑ)|∇xϑ|2

ϑ2

)
dx dt

≤
∫

Ω

(
1

2
%0|u0 − uB|2 + %0e(%0, ϑ0)− ϑ̃%0s(%0, ϑ0)

)
dx+ c5

+ c6

∫ τ

0

∫
Ω

(
1

2
%|u− uB|2 + %e− ϑ̃%s

)
dx dt. (4.11)

The required a priori bounds follow form (4.11) by means of Gronwall lemma.

Remark 4.1 (Constant boundary temperature). Of course, the extra hypotheses (4.6), (4.8) are
not necessary provided the boundary temperature ϑB is a positive constant or a function that
depends only on t, in which case ∇xϑB = 0.
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4.2 Approximation scheme

First we choose a system of functions {wj}∞j=1 ⊂ C∞c (Ω;Rd) that form an orthonormal basis of
the space L2(Ω;Rd) and fix two positive parameters ε > 0, δ > 0. We also introduce an auxiliary
function

[z]−n ∈ C∞(R), [z]−n =


z if z < − 1

n
,

non–decreasing ≤ min{z, 0} if − 1
n
≤ z ≤ 1

n
,

0 if z > 1
n
.

In other words, [z]−n is a smooth approximation of the negative part [z]− = min{0, z}.
The basic level approximate solution is a trio of functions (%, ϑ,u), where

u = v + uB, v ∈ C1([0, T ];Xn), Xn = span
{

wj

∣∣∣ 1 ≤ j ≤ n
}
.

The functions (%, ϑ,u) solve the following system of equations:

• Vanishing viscosity approximation of the equation of continuity.

∂t%+ divx(%u) = ε∆x% in (0, T )× Ω,

ε∇x% · n = (%− %B)[uB · n]−n in (0, T )× ∂Ω,

%(0, ·) = %0,δ. (4.12)

• Galerkin approximation of the momentum equation.

∫ τ

0

∫
Ω

[
%u · ∂tϕ + %u⊗ u : ∇xϕ + δ

(
%Γ + %2

)
divxϕ + p(%, ϑ)divxϕ

]
dx dt

=

∫ τ

0

∫
Ω

[
Sδ(ϑ,Dxu) : Dxϕ− %g ·ϕ

]
dx dt+

[∫
Ω

%u ·ϕ dx

]t=τ
t=0

, %u(0, ·) = m0,

(4.13)

for any 0 ≤ τ ≤ T , ϕ ∈ C1([0, T ];Xn). Here Sδ denotes the viscous stress with the shear
viscosity µδ = µ+ δϑ.

• Approximate internal energy balance.

∂t

[
%(e(%, ϑ) + δϑ)

]
+ divx

[
%(e(%, ϑ) + δϑ)u

]
− divx

[(
δ

(
ϑΓ +

1

ϑ

)
+ κ(ϑ)

)
∇xϑ

]
= Sδ : Dxu− p(%, ϑ)divxu

+ εδ
(
Γ%Γ−2 + 2

)
|∇x%|2 +

δ

ϑ2
− εϑ5 in (0, T )× Ω,

ϑ = ϑB in (0, T )× ∂Ω,

ϑ(0, ·) = ϑ0. (4.14)

20



Thus the scheme at the basic level is almost identical with that used in [10] except the boundary
conditions in (4.14). Consequently, we can pass to the entropy as well as the ballistic energy balance
as long as the temperature is strictly positive. Indeed it is legal to use (u− uB) as a test function
in the approximate momentum balance and to integrate the approximate internal energy equation
to obtain an analogue of the total energy balance (2.7) as well as the ballistic energy inequality
(2.11). With the a priori estimates established in the preceding section at hand, the convergence
of the approximate scheme can be shown similarly to [10]. We conclude by stating the global
existence result.

Theorem 4.2 (Global existence). Let Ω ⊂ Rd, d = 2, 3 be a bounded domain of class at least
C3. Suppose that the boundary data uB = uB(t, x), %B = %B(t, x), and ϑB = ϑB(t, x) are twice
continuously differentiable, and

inf
[0,T ]×∂Ω

%B > 0, inf
[0,T ]×∂Ω

ϑB > 0.

Let the pressure p = p(%, ϑ), the internal energy e = e(%, ϑ), the entropy s = s(%, ϑ) satisfy the
hypotheses (2.12)–(2.16), and let the transport coefficients µ = µ(ϑ), η = η(ϑ), and κ = κ(ϑ)
satisfy (2.17). In addition, if ϑB 6= const, we suppose (4.6) and (4.8).

Then for any T > 0, any initial data

%0, ϑ0,u0, %0 > 0, ϑ0 > 0,

∫
Ω

(
1

2
%0|u0|2 + %0e(%0, ϑ0)− ϑB%0s(%0, ϑ0)

)
dx <∞,

and any g ∈ L∞((0, T )×Ω;Rd), there exists a weak solution (%, ϑ,u) of the Navier–Stokes–Fourier
system in (0, T )× Ω in the sense of Definition 2.1.
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