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MATRIX REPRESENTATIONS OF ARBITRARY

BOUNDED OPERATORS ON HILBERT SPACES

VLADIMIR MÜLLER AND YURI TOMILOV

Abstract. We show that under natural and quite general assumptions,
a large part of a matrix for a bounded linear operator on a Hilbert space
can be preassigned. The result is obtained in a more general setting of
operator tuples leading to interesting consequences, e.g. when the tuple
consists of powers of a single operator. We also prove several variants
of this result of independent interest. The paper substantially extends
former research on matrix representations in infinite-dimensional spaces
dealing mainly with prescribing the main diagonals.

1. Introduction

Let H be a separable infinite-dimensional Hilbert space, and let B(H)
stand for the space of bounded linear operators on H. If T ∈ B(H), then T
allows for a variety of matrix representations AT := 〈Tuj , un〉∞n,j=1 induced

by the set of orthonormal bases (un)∞n=1 in H. In other words, for a fixed
basis (un)∞n=1 we study the matrix elements 〈UTU−1uj , un〉 of the unitary
orbit {UTU−1 : U is unitary} of T (where then the choice of (un)∞n=1 is
essentially irrelevant).

While the study of matrix representations goes back to the birth of oper-
ator theory, a number of pertinent facts and insights of their structure were
obtained only recently. In particular, starting from the pioneering works
[26], [27], [5], and [6] by Kadison and Arveson on the main diagonals of pro-
jections (and normal operators with finite spectrum), the research on main
diagonals of Hilbert space operators attracted a substantial attention. For
sample works in this direction see e.g. [8], [9], [25], [28], [32], [33], and the
recent survey [30]. The mainstream of the research on diagonals concen-
trated around normal operators and their natural subclasses, consisting of
unitary and selfadjoint operators, and addressed the problem of character-
izing sets of possible main diagonals D(T ) = {(〈Tun, un〉)∞n=1} for classes of
operators of T ∈ B(H) when (un)∞n=1 varies through the set all orthonormal
bases in H. In [38] we’ve changed this point of view to a more demanding
task of describing the set D(T ), or at least its substantial subsets, for a fixed
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T ∈ B(H). In addition, in [38], the problem was addressed in a more general
framework of operator tuples T = (T1, . . . , Tk) ∈ B(H)k. We relied on the
properties of the so-called essential numerical range We(T ) and their rela-
tions to the essential spectrum σe(T ), especially in the case of power tuples
T = (T, . . . , T k), T ∈ B(H). These properties revealed a new structure in
D(T ) and led in particular to the so-called non-Blaschke type conditions

∞∑
n=1

dist(λn, ∂We(T )) =∞

on (λn)∞n=1 in the interior Int We(T ) of We(T ) to be realized by the main
diagonal of T . The relevance of We(T ) in this context was first noted by
Stout [47], Fan [17] and Herrero [22], and these works were generalized sub-
stantially in [38]. The ideas of [38] appeared to be fruitful and were further
developed in [40], where a systematic approach to matrix representations of
bounded operators and operator tuples was initiated. Among other things,
we found conditions for prescribing three diagonals, for having bands od
zeros around the main diagonal, and described several general situations
where matrix representations with size restrictions on the set of their ma-
trix elements are possible. In particular, it was shown that if T ∈ B(H),
then 0 ∈We(T ) if and only if for each sequence (an)∞n=1 6∈ `1(N) there exists

an orthonormal basis (un)∞n=1 in H such that |〈Tuj , un〉| ≤
√
|anaj | for all

j and n, see Section 6 for more on this.
However, a more general and natural problem of matching arrays (anj),

(n, j) ∈ B, with B ⊂ N×N being ”large” by a matrix of a given T ∈ B(H)
has been left in [40] widely open. It was not even quite clear whether
our methods can handle a band of (anj) consisting from more than three
diagonals. This paper will bridge this gap and show that following the ideas
in [40], one can prescribe the arrays of quite a general nature.

We study the following problem:

Problem 1.1. Let T = (T1, . . . , Tk) ∈ B(H)k, B ⊂ N × N and {anj :
(n, j) ∈ B} ⊂ C be fixed. What are natural assumptions on T , B and (anj)
to ensure the existence of an orthonormal basis (un)∞n=1 ⊂ H such that

〈T uj , un〉 = anj , (n, j) ∈ B.
In other words, what is the degree of arbitrariness in a matrix representation
of T ?

Note that a similar problem in the setting of finite-dimensional spaces
was studied by a number of authors.

A particular case of Problem 1.1 are so-called sparse matrix representa-
tions for T ∈ B(H) when the arrays (anj) corresponding to admissible sets
B of (n, j) consist solely of zeros. Note that sparse representations appear
useful in a number of problems from operator theory. Recall, in particular,
that any T ∈ B(H) admits a universal block three-diagonal form with an ex-
ponential control on (finite-dimensional) block sizes. Moreover, such blocks
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can be further sparsified. To our knowledge, in a full generality, such block
three-diagonal forms appeared first in [49] and they appeared to be crucial
e.g. in the study of commutators [3], [49], [31] or operator norm estimates
[35]. Nice accounts of sparse representations can be found in [42] and [31,
Sections 4 and 5]. It is instructive to observe that matrix representations
of the opposite kind can be found for any T ∈ B(H) which is not a scalar
multiple of the identity operator: by [43, Theorem 2], one can find a basis
(un)∞n=1 ⊂ H such that 〈T uj , un〉 6= 0 for all n and j. Note also that the
issue of sparse representations arises also in the finite-dimensional setting,
where patterns of zeros in a matrix achievable by a unitary transformation
are studied. For sample papers in this direction one may consult [24], [23]
and [2], though we feel that this setting is rather different from the subject
of the present paper.

Let T ∈ B(H) and (un)∞n=1 be an orthonormal basis. It is natural to
measure the sparsity of the corresponding matrix AT by the so-called density
given by

d(AT ) := lim sup
N→∞

N−2card {(n, j) ∈ N× N : n, j ≤ N, 〈Tuj , un〉 6= 0}.

The density is of course bases dependent, and it is of practical interest to
have it as small as possible. Among other things, it was proved in [31,
Corollary 5.7] that for every operator T ∈ B(H) there is an orthonormal
basis (un)∞n=1 in which AT has density zero. Our technique allows one to
show that in fact much stronger statements hold. Our sparse representations
are quite different from the ones mentioned above, since, in particular, apart
from being sparse in a much stronger sense, the set of their zero elements
can have a comparatively general geometry.

To state our results we need to define several notions describing size of
subsets in N× N. They will be basic for all of our considerations to follow.
Denote by ∆ the main diagonal of N × N, ∆ = {(n, n) : n ∈ N}. A set
B ⊂ N × N is said to be subdiagonal if B ⊂

{
(n, j) ∈ N × N : n > j

}
. We

say that a set B ⊂ (N×N) \∆ is admissible if for every m ∈ N there exists
n ∈ N, n > m, such that (j, n) /∈ B and (n, j) /∈ B for all j = 1, . . . ,m.

Clearly a subdiagonal set B is admissible if and only if for every m ∈ N
there exists n > m such that (n, j) /∈ B for all j = 1, . . . ,m.

Note that an admissible set can be quite large. For example, the set

{(n, j) : n > j} \ {(2k, j) : k ∈ N, j ≤ k}
is an admissible subdiagonal set. Similarly

{(n, j) : n 6= j} \ {(2k, n), (n, 2k) : k ∈ N, n ≤ k}
is admissible.

First, as a warm-up, we study the sparse representations and prove that
any tuple of bounded operators has a very sparse matrix representation.

Theorem 1.2. Let T = (T1, . . . , Tk) ∈ B(H)k and B ⊂ (N × N) \ ∆ an
admissible set. Then there exists an orthonormal basis (un)∞n=1 ⊂ H such
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that
〈T uj , un〉 = 0

for all (n, j) ∈ B.

Note that in Theorem 1.2 the orthonormal basis (un)∞n=1 is common for
all operators T1, . . . , Tk.

The condition B∩∆ = ∅ is in general necessary even for single operators.
Indeed, if T ∈ B(H) and the numerical range W (T ) of T does not contain
zero, then the main diagonal of any matrix representation of T consists of
non-zero entries.

A better result can be obtained if we assume that 0 ∈ IntWe(T ). In this
situation we can obtain even the zero main diagonal and the matrix repre-
sentation becomes extremely sparse. In particular, the folowing statement
holds.

Theorem 1.3. Let T = (T1, . . . , Tk) ∈ B(H)k and 0 ∈ IntWe(T ). Let
f : N→ N be any function satisfying limm→∞ f(m) =∞. Then there exists
an orthonormal basis (un)∞n=1 in H such that

card
{

(n, j) ∈ N× N : n, j ≤ m, 〈T uj , un〉 6= 0
}
≤ f(m)

for all m ∈ N.

Let us now consider Problem 1.1 in full generality. Under mild assump-
tions on T ∈ B(H) we show that large subdiagonal subsets of a matrix
AT can be preassigned if the size of the corresponding matrix elements is
restricted appropriately.

Theorem 1.4. Let T ∈ B(H) be an operator, which is not of the form
T = λI +K for some λ ∈ C and a compact operator K ∈ B(H). Then there
exists δ > 0 (depending only on the diameter of We(T )) with the following
property: if B ⊂ N × N is subdiagonal and admissible, and {anj : (n, j) ∈
B} ⊂ C satisfy∑

n:(n,j)∈B

|anj | ≤ δ for all j and
∑

j:(n,j)∈B

|an,j | ≤ δ for all n,

then there is an orthonormal basis (un)∞n=1 in H such that

〈Tuj , un〉 = anj

for all n, j ∈ N with (n, j) ∈ B.

Theorem 1.4 can be formulated also for k-tuples T = (T1, . . . , Tk) ∈
B(H)k, where none of the operators T1, . . . , Tk is of the form λI + K with
λ ∈ C and K ∈ B(H) compact. However, we preferred to prove its simplified
version.

A technically more involved framework of operator tuples will be ad-
dressed in Theorem 1.5 below. Under assumptions stronger than in Theo-
rem 1.4, we prove that large subsets of the whole of AT can be preassigned
under size restrictions on the matrix elements similar to those in Theorem
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1.4. Note however that one requires additional restrictions on the diagonal
elements, which reflects a special role of the main diagonal in the matrix
representations of T, see e.g. [30] and [38] for more on the topic of main
diagonals.

For λ = (λ1, . . . , λk) ∈ Ck write ‖λ‖∞ = max{|λ1|, . . . , |λk|}.

Theorem 1.5. Let T = (T1, . . . , Tk) ∈ B(H)k be such that IntWe(T ) 6= ∅,
and let ε > 0 be fixed. Then there exists δ > 0 with the following property:
if B ⊂ (N× N) \∆ is admissible, and {anj : (n, j) ∈ B ∪∆} ⊂ Ck satisfy :

(i) ann ∈ IntWe(T ) and dist {ann, ∂We(T )} > ε for all n ∈ N;
(ii)

∑
j:(n,j)∈B ‖anj‖∞ ≤ δ for all n ∈ N, and

∑
n:(n,j)∈B ‖ajn‖∞ ≤ δ for

all j ∈ N,

then there is an orthonormal basis (un)∞n=1 in H such that

〈T uj , un〉 = anj

for all n, j ∈ N with (n, j) ∈ B ∪∆.

Clearly for any m ∈ N, the set {(n, j) : 1 ≤ |n− j| ≤ m} is an admissible
set. So in particular we can prescribe any finite number of diagonals in the
matrix representation of T subject to mild restrictions on absolute values
of their elements. We formulate this conclusion as a separate statement
generalising essentially [40, Theorem 2.4].

Corollary 1.6. Let T = (T1, . . . , Tk) ∈ B(H)k be such that IntWe(T ) 6= ∅,
and let ε > 0 and m ∈ N be fixed. Then there exists δ = δ(k,m, ε) > 0 such
that if {anj : |n− j| ≤ m} ⊂ Ck satisfy :

(i) ann ∈ IntWe(T ) and dist {ann, ∂We(T )} > ε for all n ∈ N;
(ii) sup{‖anj‖∞ : 1 ≤ |n− j| ≤ m} ≤ δ;

then there is an orthonormal basis (un)∞n=1 in H such that

〈T uj , un〉 = anj , |n− j| ≤ m.

The framework of operator tuples makes it possible to formulate similar
results for tuples of powers T = (T, T 2, . . . , T k) under the spectral assump-
tions on T ∈ B(H) rather than the assumptions on We(T ) as above, making
the obtained results more explicit.

If T ∈ B(H) is such that 0 ∈ Int σ̂(T ), where σ̂(T ) stands for the polyno-
mial hull of σ(T ), then 0 ∈ IntWe(T, T

2, . . . , T k) for all k ∈ N (see Section
2). So we can prescribe quite large subset of entries simultaneously for any
finite number of powers T j .

Similar results are also proved in the case of an invertible operator T ∈
B(H) and for tuples consisting of both positive and negative powers of T . In
this case we impose a stronger assumption rT∪sT ⊂ σe(T ), where 0 < r < s
and T stands for the unit circle.
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2. Preliminaries and notations

2.1. The relevance of numerical ranges. First, we recall some stan-
dard notation used in the context of operator tuples. For a k-tuple T =
(T1, . . . , Tk) ∈ B(H)k and x, y ∈ H we write shortly

〈T x, y〉 = (〈T1x, y〉, . . . , 〈Tkx, y〉) ∈ Ck and T x = (T1x, . . . , Tkx) ∈ Hk.

If λ = (λ1, . . . , λk) ∈ Ck we denote T − λ = (T1 − λ1, . . . , T − λk) and

(2.1) ‖λ‖∞ = max{|λ1|, . . . , |λk|}.
In our studies of matrix representations for a bounded operator T on H

and more generally for operator tuples T ∈ B(H)k, we will rely on the
well-studied notions of the (joint) numerical range W (T ), given by

W (T ) =
{

(〈T1x, x〉, ..., 〈Tkx, x〉) : x ∈ H, ‖x‖ = 1
}
,

and of the essential numerical range We(T ) of T . Being an approximate ver-
sion of W (T ), the latter notion allows for several equivalent definitions. To
fix one of them, for T = (T1, . . . , Tk) ∈ B(H)k we define the (joint) essential
numerical range We(T ) of T as the set of all k-tuples λ = (λ1, . . . , λk) ∈ Ck
such that there exists an orthonormal sequence (un)∞n=1 ⊂ H with

lim
n→∞

〈Ttun, un〉 = λt, t = 1, . . . , k.

Recall that We(T ) is a nonempty, compact and, in contrast to W (T ), convex

subset of W (T ), see e.g. [29]. At the same time, W (T ) is convex if k = 1,
and it may be non-convex if k > 1. Moreover, even if k = 1, then W (T ) can
be neither closed nor open.

The next properties of We(T ) and W (T ) are crucial for the sequel and
will be used frequently.

Proposition 2.1. Let T ∈ B(H)k.

(a) One has λ ∈We(T ) if and only if for every ε > 0 and every subspace
M ⊂ H of finite codimension there is a unit vector x ∈M such that

‖〈T x, x〉 − λ‖∞ < ε.

(b) If λ ∈ Int We(T ), then for every subspace M ⊂ H of a finite codi-
mension there is x ∈M such that ‖x‖ = 1 and

〈T x, x〉 = λ.

The proof of the first property is easy and can be found e.g. in [37,
Proposition 5.5]. Since W (T ) is not in general convex, the second property
is more involved, see [36, Corollary 4.5] for its proof and other related state-
ments. The properties (a) and (b) are very useful in inductive constructions
of sequences in H. In particular, by absorbing all of the elements constructed
after a finite number of induction steps into a finite-dimensional subspace F ,
one may still use We(T ) when dealing with vectors from F⊥. The properties
will play a similar role in this paper.
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To note another usage of numerical ranges, recall that the joint spec-
trum of a commuting tuple T = (T1, . . . , Tk) can be defined as the (Harte)
spectrum of the n-tuple (T1, . . . , Tk) in the algebra B(H). Similarly, the
joint essential spectrum σe(T ) is defined as the (Harte) spectrum of the
k-tuple (T1 + K(H), . . . , Tk + K(H)) in the Calkin algebra B(H)/K(H),
where K(H) denotes the ideal of all compact operators on H. One of
the main features of W (T ) and We(T ) is that in view of the inclusions

σ(T ) ⊂ W (T ) and σe(T ) ⊂ We(T ) these numerical ranges help to local-
ize spectrum. Sometimes, when the spectral information is more acces-
sible, one may argue the other way round and to identify big subsets of
W (T ) and We(T ) in spectral terms. In particular, this becomes appar-
ent for tuples T of special form T = (T, . . . , T k), T ∈ B(H). Note that
σ(T ) = {(λ, . . . , λk) : λ ∈ σ(T )} and σe(T ) = {(λ, . . . , λk) : λ ∈ σe(T )} (cf.
Section 6) so that the spectral properties of the tuple (T, . . . , T k) are deter-
mined by the spectral properties of T . The relevance of spectrum for the
study of numerical ranges can be illustrated by the next ”numerical ranges”
mapping theorem [36, Theorem 4.6], important for the sequel (see Section
6). To formulate it, recall that if K ⊂ C is compact, then the polynomial

hull K̂ := {λ ∈ C : |p(λ)| ≤ supz∈K |p(z)| for all polynomials p} of K can be
described as the union of K with all bounded components of the complement

C \K. If convK stands for the convex hull of K, then clearly K̂ ⊂ convK.

Theorem 2.2. Let T ∈ B(H). If λ ∈ Int σ̂(T ), then

(λ, λ2, . . . , λk) ∈ conv {(z, z2, . . . , zk) : z ∈ σe(T )} ⊂ IntWe(T, T
2, . . . , T k)

for all k ∈ N.

More information on joint essential numerical range for operator tuples
and its relation to spectral theory can be found in [37] and [38], see also [29].
The classical case k = 1 is considered in details in [7] and [18].

2.2. Some notations. Let T ∈ B(H) and u, v ∈ H. We write for short

u ⊥(T ) v if u ⊥ v, Tv, T ∗v. More generally, if T = (T1, . . . , Tk) ∈ B(H)k

then we write u ⊥(T ) v if

u ⊥ v, T1v, . . . , Tkv, T
∗
1 v, . . . , T

∗
k v.

Clearly u ⊥(T ) v if and only if v ⊥(T ) u. Note that if T = (T1, . . . , Tk) ∈
B(H)k and v1, . . . , vm ∈ H then the set

{u ∈ H : u ⊥(T ) v1, . . . , vm}

is a subspace of H of finite codimension.
For a subspace L ⊂ H denote by PL the orthogonal projection onto L.
As above, for a compact subset K ⊂ Cn we denote by IntK the interior

of K, by ∂K the topological boundary of K, by convK the convex hull of

K and by K̂ the polynomial hull of K.
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3. Sparse representations

First we prove Theorem 1.2 that any tuple of operators has a very sparse
matrix representation.

Proof of Theorem 1.2. Let T = (T1, . . . , Tk) ∈ B(H)k be any k-tuple of
operators and B ⊂ (N×N)\∆ an admissible set. We show that there exists
an orthonormal basis (un)∞n=1 in H such that

〈T uj , un〉 = 0

for all (n, j) ∈ B.
Let n0 = 0 and construct inductively an increasing sequence of integers

(ns)
∞
s=0 such that

(j, ns) /∈ B and (ns, j) /∈ B, j = 1, . . . , ns−1.

Let (yr)
∞
r=1 be a sequence of vectors in H such that

∨∞
r=1 yr = H.

We construct the vectors un inductively.
Let s ≥ 1 and suppose that orthonormal vectors u1, . . . , uns−1 ∈ H satisfy

(i) 〈Ttun, uj〉 = 0 for all t = 1, . . . , k and all (n, j) ∈ B with n, j ≤ ns−1;
(ii) yr ∈

∨nr
n=1 un for all r ≤ s− 1.

For all n, ns−1 < n < ns, find inductively unit vectors un such that

un ⊥(T ) u1, . . . , un−1, ys.

Then 〈T un, um〉 = 〈T um, un〉 = 0 for all m ≤ n− 1, ns−1 < n < ns.
In order to construct uns we distinguish two cases. If ys ∈

∨ns−1

j=1 uj then
choose uns any unit vector satisfying

uns ⊥(T ) u1, . . . , uns−1.

If ys /∈
∨ns−1

j=1 uj then set

uns =
(I − PMns−1

)ys

‖(I − PMns−1
)ys‖

,

where PMns−1
is the orthogonal projection onto the subspace Mns−1 :=∨ns−1

j=1 uj . Clearly ‖uns‖ = 1 and uns ⊥ u1, . . . , uns−1 . Moreover,

uns ∈
∨
{ys, u1, . . . , uns−1} ⊥(T ) um

for all m,ns−1 < m < ns by the construction. So the set {u1, . . . , uns} is
orthonormal.

If m < ns and either (m,ns) ∈ B or (ns,m) ∈ B then m > ns−1 and

Ttuns ∈
∨
{Ttys, Ttu1, . . . , Ttuns−1} ⊂ u⊥m

for all t = 1, . . . , k. So 〈T uns , um〉 = 0. Similarly, 〈T um, uns〉 = 0.
Moreover, we have ys ∈

∨ns
j=1 uj .
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If we construct the vectors un, n ∈ N, in this way then they will form an
orthonormal system satisfying

〈T uj , un〉 = 0

for all (n, j) ∈ B. Moreover, yr ∈
∨∞
n=1 un for all r, and so (un)∞n=1 form an

orthonormal basis.
�

As mentioned in the introduction, the assumption that B ⊂ (N× N) \∆
cannot be in general omitted. In general, all entries on the main diagonal
may be non-zero for any choice of an orthonormal basis if 0 6∈W (T ) (e.g. if
ReT ≥ cI, c > 0).

If we assume that 0 ∈ IntWe(T ) then it is possible to obtain also the zero
main diagonal. The next result is a consequence of a more general Theorem
1.5. However, we give a direct proof because it is much simpler and, at the
same time, contains all of the main ideas behind the proof of Theorem 1.5.

Theorem 3.1. Let T = (T1, . . . , Tk) ∈ B(H)k satisfy 0 ∈ IntWe(T ) and
let B ⊂ (N×N) \∆ be an admissible set. Then there exists an orthonormal
basis (un)∞n=1 ⊂ H such that

(3.1) 〈T uj , un〉 = 0

for (n, j) ∈ B ∪∆.

Proof. Without loss of generality we may assume that ‖Tt‖ ≤ 1 for all
t = 1, . . . , k.

Let n0 = 0 and construct inductively an increasing sequence of integers
(ns)

∞
s=0 such that

(j, ns) /∈ B and (ns, j) /∈ B, j = 1, . . . , ns−1.

Fix a number η ∈ (0, 1) such that

η

1− η
< dist {0, ∂We(T )}.

Fix a sequence of unit vectors (yr)
∞
r=0 in H such that

∨∞
r=0 yr = H.

Each s ∈ N can be written as s = 2r(s)(2l(s) − 1) where r(s) ≥ 0 and
l(s) ≥ 1 are uniquely determined integers.

We construct the vectors un inductively.
Let s ≥ 1 and suppose that orthonormal vectors u1, . . . , uns−1 ∈ H satis-

fying

(i) 〈T uj , uj〉 = 0 for all j = 1, . . . , ns−1;
(ii) 〈Ttun, uj〉 = 0 for all t = 1, . . . , k and all (n, j) ∈ B with n 6= j and

n, j ≤ ns−1;

(iii) dist 2
{
yr,
∨n2r(2l−1)

j=1 uj

}
≤ (1− η)l for all r, l with 2r(2l− 1) ≤ s− 1.

For n, ns−1 < n < ns find inductively unit vectors un such that

un ⊥(T ) u1, . . . , un−1, yr(s)
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and
〈T un, un〉 = 0.

Then 〈T un, um〉 = 〈T um, un〉 = 0 for all m ≤ n, ns−1 < n < ns.
In order to construct uns we distinguish two cases. If yr(s) ∈

∨ns−1

j=1 uj
then let uns be any unit vector satisfying

uns ⊥(T ) u1, . . . , uns−1

and
〈T uns , uns〉 = 0.

Then clearly (i)–(iii) are satisfied.
If yr(s) /∈

∨ns−1

j=1 uj then set

bns =
(I − PMns−1

)yr(s)

‖(I − PMns−1
)yr(s)‖

,

where PMns−1
is the orthogonal projection onto the subspace Mns−1 :=∨ns−1

j=1 uj . We have∣∣∣ η

1− η
〈T bns , bns〉

∣∣∣ < dist {0, ∂We(T )},

so there exists a unit vector vns ∈ H such that

vns ⊥(T ) u1, . . . , un−1, bns

and
〈T vns , vns〉 = − η

1− η
〈T bns , bns〉.

Define
uns =

√
1− η vns +

√
η bns .

Clearly ‖uns‖ = 1 since vns ⊥ bns .
Clearly uns ⊥ u1, . . . , uns−1 . For j, ns−1 < j < ns, we have

〈uns , uj〉 = 〈√ηbns , uj〉 = 0

since bns ∈
∨
{yr(s), u1, . . . , uns−1} ⊂ u⊥j . So the vectors u1, . . . , uns are or-

thonormal.
We have

〈T uns , uns〉 = (1− η)〈T vns , vns〉+ η〈T bns , bns〉 = 0.

If j < ns and (ns, j) ∈ B then j > ns−1 and 〈T uj , uns〉 = 〈T uj ,
√
ηbns〉 = 0

since
bns ∈

∨
{yr(s), u1, . . . , uns−1} ⊂⊥(T ) uj .

Similarly, 〈T uns , uj〉 = 0 if j < ns and (j, ns) ∈ B.
Finally,

dist 2{yr(s),Mns} =dist 2{yr(s),Mns−1} − |〈yr(s), uns〉|2

≤dist 2{yr(s),Mns−1} − |〈yr(s),
√
ηbns〉|2

=dist 2{yr(s),Mns−1}(1− η) ≤ (1− η)l(s)
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by the induction assumption.
Suppose that the vectors un, n ∈ N, have been constructed in the way

described above. Then the vectors (un)n∈N form an orthonormal system
satisfying

〈T uj , un〉 = 0

for all (n, j) ∈ B ∪∆. Moreover, for each r ≥ 0 we have

dist 2
{
yr,

∞∨
j=1

uj

}
= lim

l→∞
dist 2

{
yr,M2r(2l−1)

}
≤ lim

l→∞
(1− η)l = 0.

So yr ∈
∨∞
j=1 uj . Since

∨∞
r=0 yr = H, the vectors (un)∞n=1 form an orthonor-

mal basis. �

Theorem 3.1 implies that operators T ∈ B(H) with 0 ∈ IntWe(T ) have
extremely sparse representations as stated in Theorem 1.3 given in the in-
troduction.

Proof of Theorem 1.3. Without loss of generality we may assume that the
function f is nondecreasing (if not, then replace f(m) by inf{f(j) : j ≥ m}).

Find an increasing sequence (nk)
∞
k=1 such that f(nk) ≥ (k + 1)2 for each

k ∈ N.
Let

B = N× N \
{

(nk, j), (j, nk) : k ∈ N, j ≤ k
}
.

For each m, nk ≤ m < nk+1, we have

card
{

(n, j) : n, j ≤ m, (n, j) /∈ B
}
≤

k∑
r=1

(2r) ≤ (k + 1)2 ≤ f(nk) ≤ f(m).

Clearly B \ ∆ is an admissible set. By Theorem 3.1, there exists an or-
thonormal basis (un)∞n=1 such that 〈T uj , un〉 = 0 for all (n, j) ∈ B. �

Clearly the condition f(m) → ∞ as m → ∞ is in general necessary. It
is easy to see that there exists a matrix representation of T ∈ B(H) with
card {(n, j) : 〈Tun, uj〉 6= 0} <∞ if an only if T is a finite rank operator.

If we do not assume that 0 ∈ IntWe(T ) then in general all entries on the
main diagonal may be non-zero for all orthonormal bases. So we can state
the next version of Theorem 1.3 (having the same proof).

Theorem 3.2. Let T = (T1, . . . , Tk) ∈ B(H)k. Let f : N → N be any
function satisfying limm→∞ f(m) = ∞. Then there exists an orthonormal
basis (un)∞n=1 in H such that

card
{

(n, j) ∈ N× N : n, j ≤ m, 〈T uj , un〉 6= 0
}
≤ m+ f(m)

for all m ∈ N.

Theorem 3.1 applies directly to k-tuples of the form (T, T 2, . . . , T k) where
T ∈ B(H) satisfies 0 ∈ Int σ̂(T ). We discuss this in the last section.
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4. Prescribing subdiagonal entries

Recall that T ∈ B(H) is compact if and only if We(T ) = {0}. So T is of
the form T = λI +K for some λ ∈ C and a compact operator K ∈ B(H) if
and only if We(T ) is a singleton, i.e.,

diamWe(T ) = max{|λ− µ| : λ, µ ∈We(T )} = 0.

The next lemma will be crucial in the inductive construction leading to
Theorem 1.4. Similar statements can be found in [10, Section 2,3] and [40,
Section 5].

Lemma 4.1. Let T ∈ B(H) be an operator, which is not of the form T =
λI+K for some λ ∈ C and a compact operator K ∈ B(H), and let 0 < C <
diamWe(T ). Let M ⊂ H be a subspace of finite codimension. Then there
exist vectors v, z ∈M such that

‖v‖ · ‖z‖ ≤ 2
√

2

C
, v ⊥ z, and 〈Tv, z〉 = 1.

Proof. Let λ, µ ∈ We(T ) be such that |λ − µ| = diamWe(T ). Choose a
positive number ε such that ε < (diamWe − C)/4. Using Lemma 2.1, (i),
let x ∈M ∩ T−1M be a unit vector such that |〈Tx, x〉 − λ| < ε.

Similarly, let y ∈M∩T−1M , y ⊥(T ) x be a unit vector such that |〈Ty, y〉−
µ| < ε.

Let v = x+y√
2

. Then

v ∈M ∩ T−1M, ‖v‖ = 1, 〈Tv, v〉 =
1

2

(
〈Tx, x〉+ 〈Ty, y〉

)
,

and so ∣∣∣〈Tv, v〉 − λ+ µ

2

∣∣∣ < ε.

Let

w = Tv − 〈Tv, v〉v.
Then w ∈M , w ⊥ v and

‖w‖ ≥ |〈w, x〉| =
∣∣〈Tv, x〉 − 〈Tv, v〉〈v, x〉∣∣ =

1√
2

∣∣∣〈Tx, x〉 − 〈Tv, v〉∣∣∣
≥ 1√

2

(∣∣∣λ− λ+ µ

2

∣∣∣− 2ε
)

=
1√
2

|λ− µ|
2

− 2ε√
2
>

C

2
√

2
.

Set

z =
w

‖w‖2
.

Then

z ∈M, z ⊥ v, ‖z‖ =
1

‖w‖
≤ 2
√

2

C
and 〈Tv, z〉 = 〈w, z〉 = 1,

as required. �
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The proof of Theorem 1.4 is less technically demanding than the proof of
its full matrix analogue, Theorem 1.5, and it thus provides a good intuition
needed for understanding a more involved argument for Theorem 1.5 in the
next section.

Proof of Theorem 1.4. Choose positive numbers C and δ such that C <
diamWe(T ), and

δ <
C

4
√

2
.

For a given subdiagonal and admissible set B ⊂ N×N and the corresponding
array {anj : (n, j) ∈ B} subject to the size restrictions∑

n:(n,j)∈B

|anj | ≤ δ for all j and
∑

j:(n,j)∈B

|an,j | ≤ δ for all n,

we construct an orthonormal basis (un)∞n=1 ⊂ H such that

(4.1) 〈Tuj , un〉 = anj for all n, j ∈ N, (n, j) ∈ B.
To clarify technical details, the proof will be divided into several steps.

The construction of (un)∞n=1 will be based on several inductive arguments.
We start with an appropriate choice of parameters needed for our subsequent
considerations.

Fix the next initial settings:

(i) Fix a positive number η such that η < 1− 4δ
√

2
C .

(ii) For s ∈ N write s = 2r(s)(2l(s)− 1), where the integers r(s) ≥ 0 and
l(s) ≥ 1 are defined uniquely.

(iii) Fix (very small) positive numbers ρs, s ∈ N. The precise size of these
numbers is not important, we require only that

∑∞
s=1 ρs < 1 and

(4.2)
(
(1− η/2)(l−2)/2 + ρs

)2
(1− η) ≤ (1− η/2)l−1

for all integers l ≥ 2.
(iv) Set formally n0 = 0 and define inductively an increasing sequence

(ns)
∞
s=1 such that n1 = 1 and (ns,m) /∈ B for all m = 1, . . . , ns−1.

(v) For (n, i) ∈ B let

βni := |ani|1/2 arg(ani) and γni := |ani|1/2.
The vectors un, n ∈ N, forming an orthonormal basis in H, will be con-
structed in the form

un = αnwn +
∑

j:(j,n)∈B

βjnvjn +
∑

i:(n,i)∈B

γnizni + bn,

where wn, vjn, zni and bn are suitable elements of H. Each of the pairs
vjn, zjn will ensure that 〈Tuj , un〉 = anj for (n, j) ∈ B. The vectors wn are
used only to have ‖un‖ = 1. The vectors bn will help to arrange

∨∞
n=1 un =

H. To this end, we fix in advance an orthonormal basis (yr)
∞
r=0 in H, and

for every r we construct a sequence {yr,l : l ≥ 0} such that liml→∞ yr,l = y′r
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with y′r ∈
∨∞
n=1 un and y′r being close enough to yr. This will imply that∨∞

r=0 y
′
r = H and then

∨∞
n=1 un = H. Set formally yr,0 = yr for all r.

First, by an inductive argument, we construct vectors bn, wn, n ∈ N, and
vni, zni, (n, i) ∈ B, and numbers αn ≥ 0 in the following way:

Let s ∈ N and suppose that the vectors

bn, wn, vni, zni, n ≤ ns−1, (n, i) ∈ B

yr,l, 2r(2l − 1) ≤ s− 1,

and numbers αn, n ≤ ns−1, have already been constructed in such a way
that if

un,s−1 := αnwn +
∑

j:(j,n)∈B
j≤ns−1

βjnvjn +
∑

i:(n,i)∈B

γnizni + bn, n = 1, . . . , ns−1,

then the vectors u1,s−1, . . . , uns−1,s−1 are mutually orthogonal,

‖un,s−1‖2 = 1−
∑

j>ns−1,(j,n)∈B

|ajn|
2
√

2

C
, n = 1, . . . , ns−1,

and

‖yr,l − yr,l−1‖ ≤ ρ2r(2l−1) for all r, l with 2r(2l − 1) ≤ s− 1.

(A) Define first vectors bn, ns−1 < n ≤ ns.
If ns1 < n < ns, then set bn = 0.

Write s = 2r(s)(2l(s)− 1) and define

Ls−1 =

ns−1∨
n=1

un,s−1.

If yr(s),l(s)−1 /∈ Ls−1 then set yr(s),l(s) = yr(s),l(s)−1. If otherwise yr(s),l(s)−1 ∈
Ls−1, then choose yr(s),l(s) /∈ Ls−1 such that

‖yr(s),l(s)‖ ≤ 1 and
∥∥yr(s),l(s) − yr(s),l(s)−1

∥∥ < ρs.

In both cases yr(s),l(s) /∈ Ls−1, so that we can set

bns =
(I − PLs−1)yr(s),l(s)

‖(I − PLs−1)yr(s),l(s)‖
· √η,

where PLs−1 is the orthogonal projection onto Ls−1.
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(B) For ns−1 < n ≤ ns and i such that (n, i) ∈ B, using Lemma 4.1,
define inductively vectors vni, zni ∈ H such that

‖vni‖2 =
2
√

2

C
, ‖zni‖2 ≤

2
√

2

C
,

vni, zni ⊥(T ) vm,i′ , zm,i′ , m ≤ ns, (m, i′) ∈ B, (m, i′) 6= (n, i),

vni, zni ⊥(T ) wm, m ≤ ns−1,(4.3)

vni, zni ⊥(T ) bm, m ≤ ns,
vni, zni ⊥ yr,l, 2r(2l − 1) ≤ s,

zni ⊥ vni,
〈Tvni, zni〉 = 1.

(C) For ns−1 < n ≤ ns find inductively vectors wn ∈ H such that

‖wn‖ = 1,

wn ⊥(T ) vm,i, zm,i, m ≤ ns, (m, i) ∈ B,

wn ⊥(T ) wm, m ≤ ns,m 6= n,(4.4)

wn ⊥(T ) bm, m ≤ ns,
wn ⊥ yr,l, 2r(2l − 1) ≤ s.

(D) If n is such that ns−1 < n ≤ ns, then

∑
j:(j,n)∈B

|βjn|2 ·
2
√

2

C
+
∥∥∥ ∑
i:(n,i)∈B

γnizni + bn

∥∥∥2

≤ 2δ
√

2

C
+

∑
i:(n,i)∈B

|γni|2‖zni‖2 + ‖bn‖2

≤ 4δ
√

2

C
+ η ≤ 1.

Thus we can set

αn =
(

1−
∑

j:(j,n)∈B

|βjn|2 ·
2
√

2

C
−
∥∥∥ ∑
i:(n,i)∈B

γnizni + bn

∥∥∥2)1/2
.

For n ≤ ns set

un,s = αnwn +
∑

j:(j,n)∈B
j≤ns

βjnvjn +
∑

i:(n,i)∈B

γnizni + bn.
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Observe that

‖un,s‖2 = α2
n +

∑
j≤ns

(j,n)∈B

|βjn|2 ·
2
√

2

C
+
∥∥∥ ∑
i:(n,i)∈B

γnizni + bn

∥∥∥2

= 1−
∑
j>ns

(j,n)∈B

|βjn|2 ·
2
√

2

C
= 1−

∑
j>ns

(j,n)∈B

|ajn| ·
2
√

2

C
.

Moreover, in view of (4.3) and (4.4), the vectors u1,s, . . . , uns,s are mutually
orthogonal.

This finishes our inductive construction.

(E) Suppose now that the vectors bn, wn, vni, zni, n ∈ N, (n, i) ∈ B, and
yr,l, r, l ≥ 0 have been constructed in the way described above. For n ∈ N
set

un = αnwn +
∑

j:(j,n)∈B

βjnvjn +
∑

i:(n,i)∈B

γnizni + bn,

and note that

un = lim
s→∞

un,s.

So

‖un‖2 = lim
s→∞

‖un,s‖2 = lim
s→∞

(
1−

∑
j>ns

(j,n)∈B

|ajn|
2
√

2

C

)
= 1

for every n ∈ N. Moreover, for any m ∈ N,m 6= n, we have

〈um, un〉 = lim
s→∞
〈um,s, un,s〉 = 0.

Hence (un)∞n=1 is an orthonormal system in H.

(F) Next we show that 〈Tum, un〉 = anm, (n,m) ∈ B, so that T will have
the required matrix with respect to (un)∞n=1 after we prove that (un)∞n=1 is
a basis.

Fix (n,m) ∈ B, and note that m < n. To evaluate 〈Tum, un〉, decompose
it as follows:

〈Tum, un〉 = A1 +A2 +A3 +A4 +A5 +A6 +A7,
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where

A1 =
〈
αmTwm +

∑
j′:(j′,m)∈B

βj′,mTvj′,m, αnwn +
∑

j:(j,n)∈B

βjnvjn

〉
,

A2 =
〈
αmTwm +

∑
j′:(j′,m)∈B

βj′,mTvj′,m,
∑

i:(n,i)∈B

γnizni

〉
,

A3 =
〈 ∑
i:(m,i)∈B

γm,iTzm,i, αnwn +
∑

j:(j,n)∈B

βjnvjn

〉
,

A4 =
〈 ∑
i′:(m,i′)∈B

γm,i′Tzm,i′ ,
∑

i:(n,i)∈B

γnizni

〉
,

A5 =
〈
Tbm, αnwn +

∑
j:(j,n)∈B

βjnvjn

〉
,

A6 =
〈
Tbm,

∑
i:(n,i)∈B

γnizni

〉
,

A7 =〈Tum, bn〉.

Using the properties given in (4.3) and (4.4), it is direct to verify that

A1 = A3 = A4 = A5 = A6 = 0.

To evaluate A7, note that clearly A7 = 0 if n /∈ {n1, n2, . . . }. If otherwise
n = ns, then (n,m) ∈ B implies that m > ns−1. In particular, bm = 0, so

Tum ∈
∨
{Twm, T vjm, T zmi : (j,m) ∈ B, (m, i) ∈ B} ⊂ {bn}⊥

by our construction. Hence A7 = 0 for all n ∈ N. Finally, using (4.3), we
infer that

A2 =
〈
βnmTvnm, γnmznm

〉
= anm.

and 〈Tum, un〉 = anm as required.

(G) It remains to prove that (un)∞n=1 is a basis in H, i.e., that (un)∞n=1 is
complete. For n ∈ N write Mn =

∨
{u1, . . . , un}, and for every r ≥ 0 let

y′r = lim
l→∞

yr,l,

where yr,l are defined in Step A and the limit exists by construction and the
initial setting (iii).

We show by induction on l that

(4.5) dist 2
{
yr,l,Mn2r(2l−1)

}
≤ (1− η/2)l−1

for all l ∈ N. This is clear if l = 1. For l ≥ 2 let n = n2r(2l−1) and suppose
(4.5) is true with l replaced by l − 1. Then using (4.2), we have

dist 2{yr,l,Mn} =dist 2{yr,l,Mn−1} − |〈yr,l, un〉|2

=dist 2{yr,l,Mn−1} − |〈yr,l, bn〉|2,
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by the construction of un. Moreover,

|〈yr,l, bn〉|2 = η‖(I − PLs−1)yr,l‖2 = η‖(I − PMn−1)yr,l‖2,
where s = 2r(2l − 1). Thus

dist 2{yr,l,Mn} =‖(I − PMn−1)yr,l‖2(1− η)

≤
(
‖(I − PMn−1yr,l−1‖+ ‖yr,l − yr,l−1‖

)2
(1− η)

≤
(
(1− η/2)(l−2)/2 + ρs

)2
(1− η) ≤ (1− η/2)l−1.

So, for every r ≥ 0,

dist 2
{
y′r,

∞∨
n=1

un

}
= lim

l→∞
dist 2

{
yr,l,M2r(2l−1)

}
≤ lim

l→∞
(1− η/2)l−1 = 0.

Hence y′r ∈
∨∞
n=1 un for all r ≥ 0. Now using (5.4) observe that

∞∑
r=0

‖y′r − yr‖ ≤
∞∑
r=0

∞∑
l=0

‖yr,l+1 − yrl‖ <
∞∑
s=1

ρs < 1.

Then by a standard perturbation result for bases, see e.g. [1, Theorem
1.3.9], (y′m)∞m=1 is a (not necessarily orthonormal) basis in H. Therefore,∨∞
m=0 y

′
m = H, and then

∨∞
n=1 un = H as well. Thus, the vectors (un)∞n=1

form an orthonormal basis of H. �

As noted in the introduction, Theorem 1.4 can be formulated also for
k-tuples T = (T1, . . . , Tk) ∈ B(H)k, where none of the operators T1, . . . , Tk
is of the form λI +K with λ ∈ C and K ∈ B(H) compact. The arguments
given above can be easily adapted to the multi-operator setting. So the
proof remains unchanged and we omit it.

5. Prescribing matrix entries: general case

In this section we address a more general setting of operator tuples T =
(T1, . . . , Tk) ∈ B(H)k and prescribing elements within the whole of matrix
representation for T rather than its sub (or upper)-diagonal. We start with
proving counterparts of Lemma 4.1. Necessarily they are a bit more involved
though based on the same idea.

Lemma 5.1. Let T = (T1, . . . , Tk) ∈ B(H)k, k ∈ N, let 0 ∈ IntWe(T ), and
assume that

dist {0, ∂We(T )} > ε > 0,

for some ε > 0. Then for any subspace M ⊂ H of finite codimension, there
exist vectors v, z ∈M satisfying the following conditions:

(a) ‖v‖ = 1;
(b) ‖z‖ ≤ 2

ε ;
(b) 〈T v, v〉 = 0;

(c) z ∈
∨k
j=1{Tjv, T ∗j v};

(d) z ⊥ v;
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(e) 〈T1v, z〉 = 1, 〈T ∗1 v, z〉 = 0, and

〈Tjv, z〉 = 〈T ∗j v, z〉 = 0 for all j = 2, . . . , k.

Proof. Denote for short T −1M := {x ∈ H : Tjx ∈ M, 1 ≤ j ≤ k}. Since
(±ε, 0, . . . , 0) and (±iε, 0, . . . , 0) ∈ IntWe(T ), by Lemma 2.1, (ii) there exists
a unit vector x1 ∈M ∩ T −1M ∩ T ∗−1M such that

〈T x1, x1〉 = (ε, 0, . . . , 0).

Similarly, there exists a unit vector

x2 ∈M ∩ T −1M ∩ (T ∗)−1M ∩ {u ∈ H : u ⊥(T ) x1}
such that

〈T x2, x2〉 = (iε, 0, . . . , 0),

and there exist unit vectors

x3 ∈M ∩ T −1M ∩ (T ∗)−1M ∩ {u ∈ H : u ⊥(T ) x1, x2}
and

x4 ∈M ∩ T −1M ∩ (T ∗)−1M ∩ {u ∈ H : u ⊥(T ) x1, x2, x3}
with

〈T x3, x3〉 = (−ε, 0, . . . )
and

〈T x4, x4〉 = (−iε, 0, . . . , 0).

Let

v =
1

2
(x1 + x2 + x3 + x4).

Then v ∈M ∩ T −1M ∩ (T ∗)−1M , ‖v‖ = 1 and

〈T v, v〉 =
1

4

(
〈T x1, x1〉+ 〈T x2, x2〉+ 〈T x3, x3〉+ 〈T x4, x4〉

)
= 0.

Define

L :=

k∨
j=1

{Tjv, T ∗j v}

and
L′ :=

∨
{T2v, . . . , Tkv, T

∗
1 v, . . . , T

∗
k v}.

If we let

u := αT ∗1 v +
k∑
j=2

(βjTjv + γjT
∗
j v),

then u ∈ L′, and we have

‖T1v + u‖ ≥ |〈T1v + u, x1〉| =
∣∣∣〈T1x1, x1〉

2
+ α〈T ∗1 x1, x1〉

∣∣∣ =
∣∣∣ε
2

+ αε
∣∣∣.

Similarly,

‖T1v + u‖ ≥ |〈T1v + u, x2〉| =
∣∣∣〈T1x2, x2〉

2
+ α〈T ∗1 x2, x2〉

∣∣∣ =
∣∣∣ iε

2
− iεα

∣∣∣.
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So

‖T1v + u‖ ≥ εmax
{∣∣1

2
+ α

∣∣, ∣∣1
2
− α

∣∣} ≥ ε

2
and dist {T1v, L

′} ≥ ε
2 .

Denoting by PL′ the orthogonal projection from L onto L′, set finally

z =
(I − PL′)T1v

‖(I − PL′)T1v‖2
.

We have ‖(I − PL′)T1v‖ = dist {T1v, L
′} ≥ ε

2 and ‖z‖ ≤ 2
ε .

Moreover, 〈T1v, z〉 = 1 and z ⊥ L′. Thus, v and z satisfy all of the
conditions (a)–(e). � �

Next we generalise Lemma 5.1 by ”symmerising” it over all of the elements
T1, . . . , Tk of the tuple T .

Lemma 5.2. Let T = (T1, . . . , Tk) ∈ B(H)k, k ∈ N, and let λ ∈ IntWe(T ).
For any 0 < ε < dist {λ, ∂We(T )} and subspace M ⊂ H of finite codi-
mension, there exist vectors v1, . . . , vk, ṽ1, . . . , ṽk, z1, . . . , zk, z̃1, . . . , z̃k ∈ M
satisfying the following conditions for all j = 1, . . . , k :

(a) ‖vj‖ · ‖zj‖ ≤ 2
ε and ‖ṽj‖ · ‖z̃j‖ ≤ 2

ε ;

(b) 〈T vj , vj〉 = λ‖vj‖2 and 〈T ṽj , ṽj〉 = λ‖ṽj‖2;
(c) if i 6= j, 1 ≤ i, j ≤ k, then

vj , ṽj , zj , z̃j ⊥(T ) vi, ṽi, zi, z̃i,

ṽj , z̃j ⊥(T ) vj , zj ,

zr ∈
k∨
j=1

{Tjvr, T ∗j vr},

z̃r ∈
k∨
j=1

{Tj ṽr, T ∗j ṽr},

zj ⊥ vj , T ∗j vj , Trvj , T ∗r vj , r 6= j,

z̃j ⊥ ṽj , Tj ṽj , Trṽj , T ∗r ṽj r 6= j,

(d) 〈Tjvj , zj〉 = 〈T ∗j ṽj , z̃j〉=1.

Proof. Without loss of generality we may assume that λ = 0. Otherwise, re-
place T by T −λI and construct the vectors {vi, ṽi, zi, z̃i : 1 ≤ i ≤ k} for the
k-tuple T − λI. Since the vectors v1, . . . , vk, ṽ1, . . . , ṽk, z1, . . . , zk, z̃1, . . . , z̃k
are mutually orthogonal, these vectors satisfy all the conditions required for
the k-tuple T as well.

By Lemma 5.1, construct vectors v1, z1 ∈M satisfying conditions (a)–(d).
Consider the k-tuple (T ∗1 , T2, . . . , Tk). By Lemma 5.1, find vectors

ṽ1, z̃1 ∈M ∩ {u ∈ H : u ⊥(T ) v1, z1}

satisfying the conditions (a)–(d).
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Consider now the k-tuple (T2, T3, . . . , Tk, T1) and using Lemma 5.1 again
construct vectors

v2, z2 ∈M ∩ {u ∈ H : u ⊥(T ) v1, z1, ṽ1, z̃1}

satisfying the conditions (a)–(d).
Continuing this procedure for tuples

(T ∗2 , T3, . . . , Tk, T1), (T3, . . . , Tk, T1, T2), . . . , (T ∗k , T1, . . . , Tk−1)

we construct a family {vi, ṽi, zi, z̃i : 1 ≤ i ≤ k} ⊂ H with the required
properties. �

Now we are ready to prove Theorem 1.5, which is one of the main results
of this paper. Recall that for λ = (λ1, . . . , λk) ∈ Ck, we denote ‖λ‖∞ =
max{|λ1|, . . . , |λk|}.

Proof of Theorem 1.5. Given ε > 0 and an admissible set B ⊂ N× N, let δ
be such that

0 < δ <
ε
√
ε

18k
.

For a given array {anj : (n, j) ∈ B ∪∆} ⊂ Ck satisfying the size conditions

ann ∈ IntWe(T ), dist {ann, ∂We(T )} > ε for all n ∈ N

and∑
j:(n,j)∈B

‖anj‖∞ ≤ δ for all n ∈ N and
∑

n:(n,j)∈B

‖ajn‖∞ ≤ δ for all j ∈ N,

we construct an orthonormal basis (un)∞n=1 in H such that

(5.1) 〈T uj , un〉 = anj for all n, j ∈ N, (n, j) ∈ B ∪∆.

Similarly to the proof of Theorem 1.4, we will use inductive arguments,
and for clarification purposes, we will divide them into several steps.

For (j, n) ∈ B ∪∆ let ajn = (a
(1)
jn , . . . , a

(k)
jn ).

Fix the following initial settings:

(i) Without loss of generality we can assume that ‖Tt‖ ≤ 1 for all t =
1, . . . , k.

(ii) We can also assume that B is symmetric, i.e., (j, n) ∈ B ⇐⇒ (n, j) ∈
B. Let B∆ := {(j, n) ∈ B, j > n}.

(iii) Fix η such that 0 < η ≤ δ.
(iv) For s ∈ N write s = 2r(s)(2l(s)− 1), where the integers r(s) ≥ 0 and

l(s) ≥ 1 are defined uniquely.
(v) Fix positive numbers ρs, s ∈ N, such that

∑∞
s=1 ρs < 1 and (4.2)

holds.
(vi) Set formally n0 = 0. Fix an increasing sequence (ns)

∞
s=1 such that

n1 = 1 and (ns, 1), (ns, 2), . . . , (ns, ns−1) /∈ B∆ for all s ≥ 2.
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(vii) For (n, i) ∈ B∆ and t ∈ {1, . . . , k} let

β
(t)
ni =|a(t)

ni |
1/2 arg(a

(t)
ni ),

γ
(t)
ni =|a(t)

ni |
1/2,

β̃
(t)
ni =|a(t)

in |
1/2arg(a

(t)
in ),

γ̃
(t)
ni =|a(t)

in |
1/2.

The construction is similar to the one in the subdiagonal case, though
technical details deviate at many steps. We look for vectors un, n ∈ N,
forming the required orthonormal basis by writing them in the form

un = αnwn+
k∑
t=1

∑
j:(j,n)∈B∆

(
β

(t)
jn v

(t)
jn + β̃

(t)
jn ṽ

(t)
jn

)
+

k∑
t=1

∑
i:(n,i)∈B∆

(
γ

(t)
ni z

(t)
ni + γ̃

(t)
ni z̃

(t)
ni ) + bn,

where wn, bn, v
(t)
jn , ṽ

(t)
jn , z

(t)
ni , z̃

(t)
ni ∈ H with (j, n), (n, i) ∈ B∆, t = 1, . . . , k.

Similarly to the subdiagonal case, the pairs vj,n, zj,n for (j, n) ∈ B∆ will be

constructed in order to have 〈Ttun, uj〉 = a
(t)
jn for all 1 ≤ t ≤ k, and the pairs

ṽ
(t)
jn , z̃

(t)
jn will ensure that 〈Ttuj , un〉 = a

(t)
nj , 1 ≤ t ≤ k.

As in the subdiagonal case, we fix in advance an orthonormal basis (yr)
∞
r=0

in H. Then for each r ≥ 0, setting yr,0 = yr, we construct a sequence
{yr,l : l ≥ 0} such that liml→∞ yr,l = y′r, y

′
r ∈

∨∞
n=1 un and y′r is close to yr.

From here we derive that
∨∞
r=0 y

′
r = H, hence

∨∞
n=1 un = H as well.

Arguing inductively we construct vectors

bn, wn ∈ H, n ∈ N, and v
(t)
ni , ṽ

(t)
ni , z

(t)
ni , z̃

(t)
ni ∈ H, (n, i) ∈ B∆, t ∈ {1, . . . , k},

numbers αn ≥ 0, and k-tuples λn ∈ IntWe(T ) as follows:
Let s ∈ N and suppose that the vectors

wn, bn, v
(t)
ni , ṽ

(t)
ni , z

(t)
ni , z̃

(t)
ni ∈ H, n ≤ ns−1, (n, i) ∈ B∆, t ∈ {1, . . . , k},

vectors yr,l, 2r(2l − 1) ≤ s − 1, numbers αn ≥ 0 and k-tuples λn ∈
IntWe(T ), n ≤ ns−1, have been already constructed in such a way that
if for 1 ≤ n ≤ ns−1 one sets

un,s−1 :=αnwm +

k∑
t=1

∑
j≤ns−1

(j,n)∈B∆

(
β

(t)
jn v

(t)
jn + β̃

(t)
jn ṽ

(t)
jn

)

+

k∑
t=1

∑
i:(n,i)∈B∆

(
γ

(t)
ni z

(t)
ni + γ̃

(t)
ni z̃

(t)
ni

)
+ bn,
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then the elements

(5.2) u1,s−1, . . . , uns−1,s−1 are mutually orthogonal

and

(5.3) ‖un,s−1‖2 = 1−
k∑
t=1

∑
j>ns−1

(j,n)∈B∆

(|ajn|+ |anj |) ·
4

ε3/2
.

Moreover, we assume that ‖yr,l − yr,l−1‖ ≤ η2r(2l−1) for all r ≥ 0, l ≥ 1 with
2r(2l − 1) ≤ s− 1.

(A) We first define bn, ns−1 < n ≤ ns :

For ns−1 < n < ns set bn = 0. Let s = 2r(s)(2l(s)− 1), and define

Ls−1 :=

ns−1∨
n=1

un,s−1.

Find yr(s),l(s) ∈ H \ Ls−1 such that ‖yr(s),l(s)‖ ≤ 1 and

(5.4)
∥∥yr(s),l(s) − yr(s),l(s)−1

∥∥ < ρs.

Then set

(5.5) bns :=
(I − PLs−1)yr(s),l(s)∥∥(I − PLs−1)yr(s),l(s)

∥∥ · √η.
(B) Next, arguing inductively for n = ns−1 + 1, . . . , ns, we construct

vectors v
(t)
ni , ṽ

(t)
ni , z

(t)
ni , z̃

(t)
ni ∈ H and k-tuples λn ∈ IntWe(T ).

Let ns−1 < n < ns and suppose that the vectors v
(t)
mi, ṽ

(t)
mi, z

(t)
mi, z̃

(t)
mi ∈ H

and λm ∈ IntWe(T ) have been constructed for all m < n, (m, i) ∈ B∆ and
t ∈ {1, . . . , k}.

Using Lemma 5.2 repeatedly, find for all i, (n, i) ∈ B∆ and t = 1, . . . , k

vectors v
(t)
ni , ṽ

(t)
ni , z

(t)
ni , z̃

(t)
ni ∈ H such that for all m ≤ n, (n, i), (m, j) ∈
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B∆, 1 ≤ t, t′ ≤ k, (n, i, t) 6= (m, j, t′),

‖v(t)
ni ‖ = ‖ṽ(t)

ni ‖ =
2

ε3/4
,(5.6)

‖z(t)
ni ‖, ‖z̃

(t)
ni ‖ ≤ ε

−1/4,

v
(t)
ni , ṽ

(t)
ni , z

(t)
ni , z̃

(t)
ni ⊥

(T ) v
(t′)
mj , ṽ

(t′)
mj , z

(t′)
mj , z̃

(t′)
mj

ṽ
(t)
ni , z̃

(t)
ni ⊥

(T ) v
(t)
ni , z

(t)
ni ,

v
(t)
ni , ṽ

(t)
ni , z

(t)
ni , z̃

(t)
ni ⊥

(T ) bm, m ≤ ns,

v
(t)
ni , ṽ

(t)
ni , z

(t)
ni , z̃

(t)
ni ⊥

(T ) wm, m ≤ ns−1,

v
(t)
ni , ṽ

(t)
ni , z

(t)
ni , z̃

(t)
ni ⊥

(T ) yr,l, 2r(2l − 1) ≤ s,(5.7)

z
(t)
ni ⊥ v

(t)
ni , z̃

(t)
ni ⊥ ṽ

(t)
ni ,

〈T ∗v(t)
ni , z

(t)
ni 〉 = 〈T ṽ(t)

ni , z̃
(t)
ni 〉 = 0,

〈Ttv(t′)
ni , z

t′
ni〉 = 〈T ∗t ṽ

(t′)
ni , z̃

(t′)
ni 〉 = δt,t′ ,

where δt,t′ is the Kronecker symbol and

〈T v(t)
ni , v

(t)
ni 〉 = 〈T ṽ(t)

ni , ṽ
(t)
ni 〉 =

4λi

ε3/2

(note that i < n, and so λi ∈ IntWe(T ) was already constructed).
Write for short

xn =

k∑
t=1

∑
i:(n,i)∈B

(
γ

(t)
ni z

(t)
ni + γ̃

(t)
ni z̃

(t)
ni

)
+ bn.

We have

‖xn‖2 =
k∑
t=1

∑
i:(n,i)∈B∆

(|γ(t)
ni |

2+|γ̃(t)
ni |

2)+‖bn‖2 ≤ 2kδ+η ≤ (2k+1)δ ≤ ε

6
≤ 1

6
.

Thus if we set

λn =
ann − 〈T xn, xn〉

1− ‖xn‖2
,

then

‖λn−ann‖∞ ≤
∥∥∥ann− ann

1− ‖xn‖2
∥∥∥
∞

+
∣∣∣ ‖xn‖2
1− ‖xn‖2

∣∣∣ ≤ 2‖xn‖2

1− ‖xn‖2
≤ ε/3

1− 1
6

≤ ε

2
.

So λn ∈ IntWe(T ) and dist {λn, ∂We(T )} > ε/2.

(C) Suppose that the vectors

v
(t)
ni , ṽ

(t)
ni , z

(t)
ni , z̃

(t)
ni , n ≤ ns, (n, i) ∈ B∆, t = 1, . . . , k,

and the k-tuples λn ∈ IntWe(T ) have been constructed.
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Choose inductively vectors wn, ns−1 < n ≤ ns, satisfying

‖wn‖ = 1,

〈T wn, wn〉 = λn,

wn ⊥(T ) v
(t)
mi, ṽ

(t)
mi, z

(t)
mi, z̃

(t)
mi, m ≤ ns, (m, i) ∈ B∆, t = 1, . . . , k,

wn ⊥(T ) bm, m ≤ ns,(5.8)

wn ⊥(T ) wm, m 6= n,

wn ⊥ yr,l 2r(2l − 1) ≤ s.

(D) For every n such that ns−1 + 1 ≤ n ≤ ns we have

k∑
t=1

∑
j:(j,n)∈B

(|β(t)
jn |

2 + |β̃(t)
jn |

2)
4

ε3/2
+ ‖xn‖2 ≤

8kδ

ε3/2
+ ε/6 ≤ 1.

Define now

αn =
(

1−
k∑
t=1

∑
j:(j,n)∈B

(
|β(t)
jn |

2 + |β̃(t)
jn |

2
) 4

ε3/2
+ ‖xn‖2

)1/2
.

For n ≤ ns set

un,s = αnwn+
k∑
t=1

∑
j≤ns

(j,n)∈B∆

(
β

(t)
jn v

(t)
jn + β̃

(t)
jn ṽ

(t)
jn

)

+

k∑
t=1

∑
i:(n,i)∈B∆

(
γ

(t)
ni z

(t)
ni + γ̃

(t)
ni z̃

(t)
ni

)
+ bn.

Then the vectors u1,s, . . . , uns,s are mutually orthogonal and

‖un,s‖2 = 1−
k∑
t=1

∑
j>ns

(j,n)∈B∆

(|ajn|+ |anj |)
4

ε3/2
.

In other words, (5.2) and (5.3) hold with s− 1 replaced by s.

(E) Suppose that the vectors wn, bn, n ∈ N, and v
(t)
ni , ṽ

(t)
ni , z

(t)
ni , z̃

(t)
ni , (n, i) ∈

B∆, t = 1, . . . , k, are constructed.
Set

un := αnwn+
k∑
t=1

∑
j:(j,n)∈B∆

(
β

(t)
jn v

(t)
jn + β̃

(t)
jn ṽ

(t)
jn

)
(5.9)

+

k∑
t=1

∑
i:(n,i)∈B∆

(
γ

(t)
ni z

(t)
ni + γ̃

(t)
ni z̃

(t)
ni

)
+ bn.
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Since

un = lim
s→∞

un,s

for all n ∈ N, we have

‖un‖ = lim
s→∞

‖un,s‖ = 1 for all n ∈ N.

Moreover, for all m,n ∈ N, m 6= n,

〈um, un〉 = lim
s→∞
〈um,s, un,s〉 = 0.

Hence the vectors (un)∞n=1 form an orthonormal system in H.

(F) Let (n,m) ∈ B∆ and t ∈ {1, . . . , k}. To evaluate the inner product
〈Ttum, un〉 we use definition (5.9) of (un)∞n=1 and decompose 〈Ttum, un〉 as

〈Ttum, un〉 = A1 +A2 +A3 +A4 +A5 +A6 +A7,

where

A1 =
〈
αmTtwm +

k∑
t′=1

∑
j:(j,m)∈B∆

(
β

(t′)
jm Ttv

(t′)
jm + β̃jmTtṽ

(t′)
jm

)
,

αnwn +
k∑

t′′=1

∑
j′:(j′n)∈B∆

(
β

(t′′)
j′n v

(t′′)
j′n + β̃

(t′′)
j′n z̃

(t′′)
j′n

)〉
,

A2 =
〈
αmTtwm +

k∑
t′=1

∑
j:(j,m)∈B∆

(
β

(t′)
jm Ttv

(t′)
jm + β̃jmTtṽ

(t′)
jm

)
,

k∑
t′′=1

∑
i:(n,i)∈B

(γ
(t′′)
ni z

(t′′)
ni + γ̃

(t′′)
ni z̃

(t′′)
ni )

〉
,

A3 =
〈 k∑
t′=1

∑
i:(m,i)∈B∆

(
γ

(t′)
mi Ttz

(t′)
mi + γ̃

(t′)
mi Ttz̃

(t′)
mi

)
,

αnwn +
k∑

t′′=1

∑
j′:(j′n)∈B∆

(
β

(t′′)
j′n v

(t′′)
j′n + β̃

(t′′)
j′n z̃

(t′′)
j′n

)〉
,
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A4 =
〈 k∑
t′=1

∑
i:(m,i)∈B∆

(
γ

(t′)
mi Ttz

(t′)
mi + γ̃

(t′)
mi Ttz̃

(t′)
mi

)
,

k∑
t′′=1

∑
i:(n,i)∈B

(
γ

(t′′)
ni z

(t′′)
ni + γ̃

(t′′)
ni z̃

(t′′)
ni

)〉
,

A5 =
〈
Ttbm, αnwn +

k∑
t′′=1

∑
j′:(j′n)∈B∆

(β
(t′′)
j′n v

(t′′)
j′n + β̃

(t′′)
j′n z̃

(t′′)
j′n )

〉
,

A6 =
〈
Ttbm,

k∑
t′′=1

∑
i:(n,i)∈B

(
γ

(t′′)
ni z

(t′′)
ni + γ̃

(t′′)
ni z̃

(t′′)
ni

)〉
,

A7 =〈Ttum, bn〉.

By construction, using the properties of wm, vni, and zni listed in (5.6) and
(5.8), we have

A1 = A3 = A4 = A5 = A6 = 0.

Similarly,

A2 =
〈
β(t)
nmTtv

(t)
nm, γ

(t)
nmz

(t)
nm

〉
= a(t)

nm.

It remains to consider A7. Clearly A7 = 0 if n /∈ {n1, n2, . . . }. Suppose
that n = ns for some s ∈ N. Since (n,m) ∈ B∆, we have m > ns−1. So
bm = 0 and

Ttum ∈
∨{

Ttwm, Ttv
(t′)
jm , Ttṽ

(t′)
jm , Ttz

(t′)
mi , Ttz̃

(t′)
mi :

(m, i) ∈ B∆, (j,m) ∈ B∆, t
′ = 1, . . . , k

}
⊂ {bn}⊥.

So A7 = 0. Thus, summarising the above,

〈
Ttum, un

〉
= a(t)

nm.

Similarly,

〈Ttun, um〉 = 〈T ∗t um, un〉 = β̃
(t)
nmTtṽ

(t)
nm, γ̃

(t)
nmz̃

(t)
nm〉 = a(t)

m,n.
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(G) Finally, for each n ∈ N, we compute the diagonal elements 〈T un, un〉.
We have

〈T un, un〉 =α2
n〈T wn, wn〉+

k∑
t=1

∑
j:(j,n)∈B∆

(
〈T v(t)

jn , v
(t)
jn 〉‖v

(t)
jn‖

2

+〈T v(t)
jn , v

(t)
jn 〉
)
‖v(t)
jn‖

2 + 〈T xn, xn〉

=λn

(
α2
n +

k∑
t=1

∑
j:(j,n)∈B∆

(|ajn|+ |anj |)
4

ε3/2

)
+ 〈T xn, xn〉

=λn(1− ‖xn‖2) + 〈T xn, xn〉
=ann.

Thus, (un)∞n=1 satisfies (5.1).

(H) It remains to show that (un)∞n=1 is a basis in H. The argument in this
step is analogous to the corresponding argument in the proof of Theorem
1.4, step G, and its sketch below is given for completness.

Fix r ≥ 0 and let

y′r = lim
l→∞

yr,l,

where the sequence {yr,l : l ≥ 0} is defined in Step A, and the limit exists in
view of the initial setting (v). Setting Mn =

∨
{u1, . . . , un}, n ∈ N, we show

by induction on l that

(5.10) dist 2
{
yr,l,Mn2r(2l−1)

}
≤ (1− η/2)l−1

for all l ∈ N. Since the inequality is obvious if l = 1, we let l ≥ 2 and
n = n2r(2l−1). Assuming that (5.10) is true with l replaced by l − 1, as in
the step G from the proof of Theorem 1.4, we infer that

dist 2{yr,l,Mn} =dist 2{yr,l,Mn−1}(1− η)

≤
(
(1− η/2)(l−2)/2 + ρs

)2
(1− η)

≤(1− η/2)l−1.

From here it follows that

dist 2
{
y′r,

∞∨
n=1

un

}
= lim

l→∞
dist 2

{
yr,l,M2r(2l−1)

}
≤ lim

l→∞
(1− η/2)l−1 = 0,

hence y′r ∈
∨∞
n=1 un. Since, taking into account (5.4),

∞∑
r=0

‖y′r − yr‖ ≤
∞∑
r=0

∞∑
l=0

‖yr,l+1 − yr‖ <
∞∑
s=1

ρs < 1,

we conclude, similarly to the proof of Theorem 1.4, step G, that (y′r)
∞
r=0

is a basis by [1, Theorem 1.3.9]. Hence
∨∞
n=1 un = H, so that the vectors

(un)∞n=1 form an orthonormal basis in H. This finishes the proof. �
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6. Tuples consisting of powers of a single operator

Theorem 1.5 can be directly applied to any k-tuple (T, T 2, . . . , T k), where
T ∈ B(H) satisfies Int σ̂(T ) 6= ∅. By Theorem 2.2,

(λ, λ2, . . . , λk) ∈ IntWe(T, . . . , T
k)

for all λ ∈ Int σ̂(T ). In particular we have the following corollary.

Corollary 6.1. Let T ∈ B(H) satisfy 0 ∈ Int σ̂(T ), and k ∈ N. Then
there exists δ > 0 with the following property: if B ⊂ (N × N) \ ∆ is ad-

missible, and {anj = (a
(1)
nj , . . . , a

(k)
nj ) : (n, j) ∈ B ∪ ∆} ⊂ Ck is such that∑

j:(n,j)∈B∪∆ ‖anj‖∞ ≤ δ for all n ∈ N, and
∑

n:(n,j)∈B∪∆ ‖ajn‖∞ ≤ δ for

all j ∈ N, then there is an orthonormal basis (un)∞n=1 in H satisfying

〈T tuj , un〉 = a
(t)
nj

for all t = 1, . . . , k and n, j ∈ N with (n, j) ∈ B ∪∆.
In particular, there exists an orthonormal basis (un)∞n=1 in H such that

〈T tuj , un〉 = 0

for all t = 1, . . . , k and n, j ∈ N with (n, j) ∈ B ∪∆.

It is a standard intuition behind many properties in operator theory that
if T ∈ B(H) is invertible then the operators T and T−1 cannot be ”small” at
the same time. However, as far as matrix representations are concerned our
technique allows one to get several statements which seem to oppose this
general principle. One statement of this kind concerns the size of matrix
elements for T and T−1.

Recall that as it was proved in [40, Theorems 2.5 and 6.2], for T =
(T1, . . . , Tk) ∈ B(H)k one has 0 ∈ We(T ) if and only if for any (an)∞n=1 ⊂
(0,∞) satisfying (an)∞n=1 /∈ `1(N) there exists an orthonormal basis (un)∞n=1

in H such that
|〈Ttun, uj〉| ≤

√
anaj

for all n, j ∈ N and t = 1, . . . , k.
Then, given an invertible T ∈ B(H) and considering the tuple T =

(T−1, T ) the next statement was obtained ([40, Theorem 6.3]).

Theorem 6.2. Let T ∈ B(H) be an invertible operator such that there exists
a nonzero λ ∈ C satisfying {λ,−λ} ⊂ σe(T ). Then for any (an)∞n=1 ⊂ (0,∞)
satisfying (an)∞n=1 /∈ `1(N) there exists an orthonormal basis (un)∞n=1 ⊂ H
such that

|〈Tun, uj〉| ≤
√
anaj and |〈T−1un, uj〉| ≤

√
anaj

for all n, j ∈ N.

Developing this interesting effect a bit further, we will consider more
general (2k)-tuples T of the form

(6.1) T = (T−k, . . . , T−1, T, . . . , T k), k ∈ N,
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where T ∈ B(H) is an invertible operator. We will be interested in providing
sparse matrix representations for the elements of T with respect to the same
basis and for the same admissible set B ⊂ N × N. It is instructive to recall
that the set B can be quite large.

To deduce them from Theorem 1.5, note first that

σe(T ) = {(λ−k, . . . , λ−1, λ, . . . , λk) : λ ∈ σe(T )}

by the spectral mapping theorem for the essential spectrum, see [34, Corol-
lary 30.11]. Since the spectral mapping theorem in this generality is quite
involved we offer a simple argument for our particular situation. To this aim
and to make a link to the studies in [40], recall that λ = (λ1, . . . , λk) ∈ Ck ∈
σe(T ) if and only if there exists a sequence of unit vectors (xn)∞n=1 ∈ H
converging weakly to zero such that either ‖Ttxn − λtxn‖ → 0, n→∞, for
every 1 ≤ t ≤ k, or ‖T ∗t xn − λ̄txn‖ → 0, n→∞, 1 ≤ t ≤ k, see e.g. [11, p.
122-123]. Rather than ‖xn‖ = 1, n ∈ N, it suffices to require infn ‖xn‖ > 0.
On the other hand, the sequence (xn)∞n=1 can be chosen orthonormal, see
e.g. [11, p. 123]. The next simple lemma uses the case k = 1 of the above,
and addresses just one implication needed in the sequel.

Lemma 6.3. Let T ∈ B(H) be an invertible operator, k ∈ N, and let T be
given by (6.1). If λ ∈ σe(T ), then

(λ−k, . . . , λ−1, λ, . . . , λk) ∈ σe(T ).

Proof. Let (xn)∞n=1 ⊂ H be a sequence converging weakly to 0 such that
infn≥1 ‖xn‖ > 0 and either ‖(T − λ)xn‖ → 0 or ‖(T ∗ − λ̄)xn‖ → 0 as
n→∞.

In the first case let yn = λkT kxn, n ≥ 1. Then infn ‖yn‖ > 0 since T is
invertible, yn → 0, n→∞, weakly and

(T j − λj)yn = λkT k(T j−1 + λT j−2 + · · ·+ λj−1)(T − λ)xn → 0

for all j = 1, . . . , k. Furthermore, (T−j−λ−j)yn = λk−jT k−j(λj−T j)xn → 0
for all j = 1, . . . , k. So

(λ−k, . . . , λ−1, λ, . . . , λk) ∈ σe(T ).

In the second case set zn = λ̄kT ∗kxn. We have similarly (T ∗j − λ̄j)zn →
0, n → ∞, for all j = ±1, . . . ,±k, hence again (λ−k, . . . , λ−1, λ, . . . , λk) ∈
σe(T ).

�

To be able to apply Theorem 1.5 to (2k)-tuples T of the form (6.1), we
should ensure that 0 ∈ IntWe(T ), and the statement below provides T with
this property under natural geometric spectral assumptions on T .

Proposition 6.4. Let T ∈ B(H) be an invertible operator, and let s > r > 0
be fixed. Suppose that {reiϕ, seiϕ : 0 ≤ ϕ < 2π} ⊂ σe(T ). Let k ∈ N and
T = (T−k, . . . , T−1, T, . . . , T k) ∈ B(H)k. Then 0 ∈ IntWe(T ).
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Proof. By Theorem 2.2, there exists a > 0 such that if z = (z1, . . . , zk) ∈ Ck
satisfies ‖z‖∞ < a, then z ∈ conv {(λ, . . . , λk) : |λ| = r}. So for all z =
(z1, . . . , zk) with ‖z‖∞ ≤ a, using Lemma 6.3, one has( z̄kk

r2k
, . . . ,

z̄1

r2
, z1, . . . , zk

)
∈ conv σe(T ).

Similarly, there exists a′ > 0 such that all z = (z1, . . . , zk) ∈ Ck with
‖z‖∞ ≤ a′ satisfy z ∈ conv {λ, . . . , λk) : |λ| = s}, hence(−z̄k

s2k
, . . . ,

−z̄1

s2
,−z1, . . . ,−zk

)
∈ conv σe(T ).

Therefore, for all z = (z1, . . . , zk) ∈ Ck with ‖z‖∞ ≤ min{a, a′} we have( z̄k
2r2k

− z̄k
2s2k

, . . . ,
z̄1

2r2
− z̄1

2s2
, 0, . . . , 0

)
∈ conv σe(T ) ⊂We(T ).

since We(T ) is a convex set. So (z−k, . . . , z−1, 0, . . . , 0) ∈ We(T ) for all
z−k, . . . , z−1 ∈ C with sufficiently small max{|z−j | : 1 ≤ j ≤ k}.

Similarly, (0, . . . , 0, z1, . . . , zk) ∈We(T ) for all z1, . . . , zk ∈ C with max{|zj | :
1 ≤ j ≤ k} small enough. Combining these two inclusions and using the
convexity of We(T ) again, we obtain that (0, . . . , 0) ∈ IntWe(T ). �

This together with Theorem 1.5 proves the following corollary.

Corollary 6.5. Let T ∈ B(H) be an invertible operator, and B ⊂ (N×N)\∆
be an admissible set. Assume that there exist s > r > 0 such that sT∪ rT ⊂
σe(T ), where T stands for the unit circle. Then for every k ∈ N there exists
an orthonormal basis (un)n∈N in H such that

〈T tuj , un〉 = 0

for all t = ±1, . . . ,±k and (n, j) ∈ B ∪∆.

Simple examples enjoying spectral assumptions in Corollary 6.5 can be
found already within the class of normal operators. In particular, one may
consider a multiplication operator Mf(z) = zf(z) on L2(S, dµ), where S ⊂
C is a Borel set containing rT and sT, s > r > 0, and µ is a Borel measure
on S whose essential support contains rT and sT as well. Of course, more
general examples of this kind can be provided by replacing z with a function
g ∈ L∞(S, dµ). Even in this case the existence of sparse representations
provided by Corollary 6.5 is far from being obvious.

Another class of examples of operators fitting Corollary 6.5 is provided
by invertible composition operators C considered e.g. in [45]. If the spectral
radius r(C) of C equals s and r(C−1) = r−1, then by rotation invariance
([45, Theorem B]) we have ∂σ(C) ⊃ sT and ∂σ(C−1) ⊃ r−1T whenever r
and s are different from 1. So sT ⊂ σe(T ) and rT ⊂ σe(T ) since sT and
rT belong to ∂σ(C). A concrete example of such a composition operator on
L2(0, 1) is considered e.g. in [45, Example (2)]. A similar and quite general
example now addressing composition operators on the Hardy space H2(D)
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is analysed in [41, Theorem 6]. In the framework of composition operators,
the availability of sparse representations seem to be also highly nontrivial

Remark finally that similar applications of our results can be provided in
the setting of subdiagonal arrays B, but we omit easy formulations of the
corresponding corollaries in this setting.
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