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Abstract. A countable group G has the strong topological Rokhlin
property (STRP) if it admits a continuous action on the Cantor space
with a comeager conjugacy class. We show that having the STRP is a
symbolic dynamical property. We prove that a countable group G has
the STRP if and only if certain sofic subshifts over G are dense in the
space of subshifts. A sufficient condition is that isolated shifts over G
are dense in the space of all subshifts.

We provide numerous applications including the proof that a group
that decomposes as a free product of finite or cyclic groups has the
STRP. We show that finitely generated nilpotent groups do not have
the STRP unless they are virtually cyclic as well as many groups of
the form G1 × G2 × G3 where each factor is recursively presented. We
show that a large class of non-finitely generated groups do not have the
STRP, this includes any group with infinitely generated center and the
Hall universal locally finite group.

We find a strong connection between the STRP and shadowing, a.k.a.
pseudo-orbit tracing property. In particular, we show that shadowing is
generic for actions of free products of finite and cyclic groups, and that
shadowing is not generic for groups without the STRP.

We also consider the STRP for totally disconnected locally com-
pact groups and characterize pro-countable metrizable groups with the
STRP. In particular, inverse limits of groups with the STRP have the
STRP and so every pro-finite group has the STRP.
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1. Introduction

This paper presents and explores certain connections between generic
group actions on the Cantor space and the structure of subshifts of finite
type and sofic subshifts over these groups.

Let us start with some history and motivation. One of the earliest oc-
curencies of ‘genericity results’ in measurable and topological dynamics was
Halmos’ paper [30], following the previous result of Oxtoby and Ulam in
[44], where he showed that ergodicity and weak mixing are generic proper-
ties among p.m.p. bijections of the standard probability space, removing
the fears that such useful properties might actually be rare among general
p.m.p. bijections. He also showed that the conjugacy class of any aperiodic
p.m.p. bijection is dense, a result which is also attributed to Rokhlin and
often identified with the Rokhlin lemma. This also explains why the name
‘Rokhlin’ is attached to results of this kind, we refer to the survey [25]. We
refer to monographs [3] and [2] for more historical background and many
results of this sort and to [31] for some more recent developments in the
topological case.

It is our aim here to investigate these problems, but not only for single
invertible transformations, or in the language that we shall use, for actions
of the group of integers, but for general countable group actions. This con-
nects this area of research with combinatorial and geometric group theory
and reveals sometimes surprising and beautiful differences between dynam-
ical properties of geometrically different groups. We continue with more
examples.

In topological dynamical category, Glasner and Weiss showed in [24] that
there is an action of the integers on the Cantor space with a dense conjugacy
class. This has been extended to actions of Zd by Hochman [33] and his proof
works for any countable group, so density of conjugacy classes is not an
interesting phenomenon in this case although interesting differences occur
if we require a dense conjugacy class that is computable, see again [33].
Glasner, Thouvenot, and Weiss in [23] also showed that for any countable
group G, a generic p.m.p. action has a dense conjugacy class (this is also
an unpublished indepedently proved result of Hjorth).

It is then of particular interest whether in a given setting or given category
there is an action which itself is generic, meaning its conjugacy class is
comeager, thereby reducing the investigation of generic properties in that
category to the properties of that particular action. This is known to be false
for the integer actions on the standard probability space by del Junco [15]
and actually for actions of all countable amenable groups by Foreman and
Weiss [19]. It was therefore of surprise when Kechris and Rosendal showed
in [35] that there is a generic action of the integers on the Cantor space.
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This result sparked such an interest that it has been since then re-proved
several times by different authors, see e.g. [1], [9], [41]. The present paper is
another in the line. The paper [9] also contains an extensive investigation of
the dynamical properties of this generic action, among other things it shows
it has the shadowing property, an important notion in our investigation as
well.

Another remarkable result of Hochman [33] came few years later showing
that this fails for Zd, for d ≥ 2, i.e. these groups do not admit a generic action
on the Cantor space. Hochman also attached the adjective ‘strong topolog-
ical Rokhlin’ to countable groups, as opposed to the previous usage when
it was attached to topological groups or actions, to denote those countable
groups that do admit a generic action on the Cantor space. Kwiatkowska in
[41] later showed that free groups on finitely many generators do have this
strong topological Rokhlin property in contrast to the result of Kechris and
Rosendal from [35] that free groups on countably infinitely many generators
do not.

The case of other countable groups has not been known and it is the
aim of this paper to fill this gap. We show that the strong topological
Rokhlin property, i.e. having a generic action on the Cantor space, is a
property that is visible on the symbolic dynamical level. Indeed we show
it is tightly connected with the structure of sofic subshifts over the corre-
sponding group. Before continuing further, let us mention that symbolic
dynamics is another area of dynamics traditionally reserved for actions of Z
which has recently seen a tremendous progress in investigating more general
group actions, where again substantial differences occur when the acting
group varies. Early and by now classical results where these differences first
occurred, between Z and Z2, are related to the domino problem and the
existence of weakly and strongly aperiodic subshifts of finite type (see [8]
for these early results and see [14] for a recent breakthrough, where geomet-
ric group theory was beautifully blended into symbolic dynamics). Another
important early occurrence is related to the Gottschalk surjunctivity con-
jecture ([27]) which later gave rise to sofic groups ([28]). We refer to [11] for
general introduction into symbolic dynamics over countable groups.

We start the presentation of our results. The following is a character-
ization of groups with the strong topological Rokhlin property. For the
sake of the next theorem we informally define a projectively isolated subshift
X ⊆ AG, where G is a countable group and A a finite set with at least
two elements, as a closed subshift such that there exists a subshift of finite
type Y ⊆ BG, for some finite B, and a factor map ϕ : Y → X such that
ϕ[Y ′] = X for every subshift Y ′ ⊆ Y that is sufficiently close to Y with
respect to the Hausdorff distance. A precise definition is provided later as
Definition 2.22. Also for two subshifts X,Y ⊆ AG and a finite set F ⊆ G
we write X ⊆F Y to denote that X ⊆ Y and moreover the F -patterns of X
coincide with the F -patterns of Y .
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Theorem A. Let G be a countable group. Then G has the strong topological
Rokhlin property if and only if for every closed subshift X ⊆ AG, for some
finite set with at least two elements, and every ε > 0 there is a projectively
isolated subshift X ′ ⊆ AG whose Hausdorff distance to X is at most ε.

A sufficient condition that guarantees the strong topological Rokhlin prop-
erty is that for every subshift of finite type X ⊆ AG, for some finite A, and
for every finite F ⊆ G there are a subshift of finite type Y ⊆F X and a
finite set E ⊆ G so that Y is ⊆E-minimal.

We remark that there have been few similar results where the density
of isolated points in some spaces was equivalent to genericity of certain
actions, see [26] for actions of groups on countable sets (and another proof
and related results in [16]) and [37] for representations of C∗-algebras and
unitary representations of groups (see also [17] for another proof).

Theorem A is then exploited to produce new examples and non-examples.
From the positive side we show:

Theorem B. Let G = ⋆i≤nGi be a free product of the groups (Gi)i≤n,
each of them being either finite or cyclic. Then G has the strong topological
Rokhlin property.

From the negative side we have more results and the following is a selection
of some of them.

Theorem C. Let G be one of the following groups:

• finitely generated infinite nilpotent group that is not virtually cyclic;
• G1 × G2 × G3, where Gi, for i ∈ {1, 2, 3} is finitely generated and
recursively presented, and G1 is indicable;
• an infinitely generated group such that for every finitely generated
subgroup H there is either g ∈ G \H that centralizes H, or has no
relation with H whatsoever.

Then G does not have the strong topological Rokhlin property.

The next results concern the shadowing property, also known as the
pseudo-orbit tracing property. Shadowing is by now one of the fundamental
notions in dynamical systems, closely related to hyperbolicity and topo-
logical stability. We refer to the monograph [45] for an introduction and
historical background. Although it was originally defined for single home-
omorphisms (in fact, diffeomorphisms) it makes perfect sense for general
discrete group actions and it was for the first time defined in this generality
in [43] and investigated since then in numerous publications, see e.g. [13],
[42], [7]. Genericity of shadowing has been also already extensively studied,
see e.g. [47], [10], [38], and references therein. In [9], genericity of shadowing
for homeomorphisms on the Cantor space has been derived as the property
of the generic integer action. We continue in this line of research for more
general groups and discover a strong relation with the strong topological
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Rokhlin property. We show that genericity of shadowing is a property of
generic actions in the sense that if a group does not admit a generic action,
then shadowing is not a generic property for actions of such a group. Con-
versely, if a group does admit a generic action, we do not know in general
if such an action must have shadowing, but in all known cases it is the case
and we have a sufficient condition when this happens. Here we state the
following simpler version.

Theorem D. Let G be a countable group that does not have the strong
topological Rokhlin property, e.g. Zd, for d ≥ 2. Then shadowing is not
generic for actions of G on the Cantor space.

On the other hand, if G = ⋆i≤nGi is a free product of the groups (Gi)i≤n,
each of them being either finite or cyclic, then the generic action of G has
shadowing, i.e. shadowing is generic.

We investigate several other genericity results. For instance we show that
for a fixed countable amenable group, zero entropy is generic for actions on
the Cantor space, building on previous work on genericity of zero entropy
for subshifts from [20].

Finally, we study generic actions of topological groups. There is a natural
Polish space of actions on the Cantor space of an arbitrary locally compact
second countable group. Since actions on the Cantor space make sense
rather just for totally disconnected groups we focus on that case and pro-
vide a characterization of locally compact pro-countable metrizable groups
that admit generic action on the Cantor space. Here we state again just a
simplified version.

Theorem E. Let G be a locally compact pro-countable group that is an
inverse limit of countable groups with the strong topological Rokhlin property.
Then G has the strong topological Rokhlin property itself. In particular, every
pro-finite group has the strong topological Rokhlin property.

The paper is orgnaized as follows. Section 2 consists of preliminaries and
basic results on group actions on the Cantor space and symbolic dynamics
over general groups. Most of the definition, crucial for the rest of the pa-
per, are also contained there. Section 3 contains the proof of Theorem A.
Section 4 introduces new notions and techniques that are jointly with Theo-
rem A necessary to prove Theorem B. Section 5 is focused on providing new
non-examples of groups with the strong topological Rokhlin property and
Section 6 contains results on genericity of entropy and shadowing of group
actions on the Cantor space. Final Section 7 studies the strong topological
Rokhlin property for totally disconnected locally compact groups.

Let us also mention that our standard monographs concerning symbolic
dynamics over general groups, topological dynamics of general group actions,
and (geometric) group theory respectively are [11], [36], and [18] respectively,
to which we refer in case the reader finds any unexplained notion from these
areas in the sequel.
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2. Cantor and symbolic dynamics

Let C denote the Cantor space. Denote by Homeo(C) the topological
group of all self-homeomorphisms of C equipped with the uniform topology.
Fixing a compatible metric d on C one can see that basic open neighborhoods
of a homeomorphism ϕ ∈ Homeo(C) are of the form {ψ ∈ Homeo(C) : ∀x ∈
C (d(ϕ(x), ψ(x)) < ε)}, where ε > 0 is a varying parameter.

2.1. Spaces of actions and shifts.

Definition 2.1. For a countable group G, denote by ActG(C) the Polish
space of all continuous actions of G on C. Formally, ActG(C) is iden-
tified with the space of all homomorphisms from G into the topological
group Homeo(C), which can be further identified with a closed subset of
Homeo(C)G with the product topology.

Lemma 2.2. Let G be a countable group and α ∈ ActG(C). The following
sets form basic open neighborhoods of α:

N F,P
α := {β ∈ ActG(C) : ∀f ∈ F ∀x ∈ C ∀P ∈ P (α(f)x ∈ P ⇔ β(f)x ∈ P )},

where F ⊆ G is a finite subset and P is a partition of C into disjoint non-
empty clopen sets.

Proof. Fix a countable group G and an action α ∈ ActG(C). Fixing a
compatible metric d on C it is clear that basic open neighborhoods of α are,
by the definition of the product of uniform topologies on Homeo(C)G, of the
form

NF,ε
α := {β ∈ ActG(C) : ∀f ∈ F∀x ∈ C (d(α(f)x, β(f)x) < ε)},

where F ⊆ G is a finite set and ε > 0. So it is enough to show that for

given ε > 0 there is a clopen partition Pε of C so that N F,Pε
α ⊆ N F,ε

α , and
conversely, given a clopen partition P of C that there is εP > 0 so that

NF,εP
α ⊆ N F,P

α . For the former, it suffices to take a clopen partition Pε
whose elements have diameter less than ε, and for the latter it suffices to
take εP > 0 which is smaller than the Lebesgue number of P. □

Definition 2.3. Let A be a finite set with at least two elements and G be a
countable group. Consider the set AG equipped with the product topology
with which it is either finite discrete if G is finite, or homeomorphic to the
Cantor space if G is infinite. The group G acts on AG by shift, i.e. for
x ∈ AG and g, h ∈ G we have

gx(h) := x(g−1h).

When we need a symbol for the shift action, we shall use the symbol σ :
G↷ AG. Any closed and G-invariant subspace of AG will be called subshift.

By SG(A), we shall denote the compact space of all subshifts of AG

equipped with the Vietoris topology - or equivalently, with the topology
induced by the Hausdorff metric coming from a compatible metric on AG.
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By SG(n) we denote the space SG({1, . . . , n}). When there is no danger
of confusion, we shall sometimes identify the spaces SG(A) and SG(n) for
|A| = n.

Sometimes when we are given a subshift X over group G, however the
finite set A is not clear from the context, we shall denote it by α(X), i.e.
X ⊆ α(X)G. We may occassionally call the finite set A an alphabet.

In the sequel, we shall use the wording ‘non-trivial finite set’ to emphasize
that the set in question has at least two elements.

Remark 2.4. Since the spaces of subshifts SG(A) will play a major role
in this paper, we feel obliged to provide few comments on them. They
closely resemble the spaces of subgroups of a given countable group with
the Chabauty topology (see [12]) and surely any reader familiar with the
latter will also feel comfortable with the former. We could not track the
origin of when these spaces appeared for the first time and apparently at
least for the group Z, and also for Zd, they have been in a folklor use for
some time. For more general groups the oldest references we could find were
[22] and [20]. Since then these spaces, for general groups, were for example
spectacularly used, using actually a genericity argument, in characterizing
strongly amenable countable groups in [21].

Definition 2.5. Let G be a countable group and A be a non-trivial finite
set. If F ⊆ G is a finite set, elements from AF will be called patterns. If
X ⊆ AG is a subshift, a pattern p ∈ AF is called forbidden in X if there
is no x ∈ X such that x ↾ F = p; conversely, p is called allowed if there is
x ∈ X such that x ↾ F = p.

By XF we denote the set of patterns from AF that are allowed in X, i.e.
the set

{p ∈ AF : ∃x ∈ X (x ↾ F = p)}.
For any pattern p ∈ XF we shall denote by Cp(X) the clopen set

{x ∈ X : x ↾ F = p},

that is, {Cp(X) : p ∈ XF } is a clopen partition of X. Sometimes, when the
subshift X is clear from the context, we may write just Cp instead of Cp(X).

There is a convenient form of basic open neighborhoods of subshifts in
SG(A). The proof of the following lemma is similar to the proof of Lemma 2.2
and left to the reader.

Lemma 2.6. Let G be a countable group, A a non-trivial finite set, and
X ⊆ AG a subshift. Basic open neighborhoods of X in SG(A) are of the
form

N F
X := {Y ⊆ AG : YF = XF },

where F ⊆ G is a finite set.

Notice that the set of the form NF
X as above is actually clopen in SG(A).
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Construction 2.7. Let P = {P1, . . . , Pn} be a partition of a compact
metrizable zero-dimensional space X into disjoint non-empty clopen sets
and let α : G ↷ X be a continuous action of a countable group G on X.
We denote by QαP the continuous G-equivariant map from X to PG, freely
identified with nG, which is defined as follows. For any x ∈ X, g ∈ G and
i ≤ n

QαP(x)(g) := i if and only if α(g−1)x ∈ Pi.

The verification that QαP is continuous is straightforward, we only check
here that it is G-equivariant which will also help the reader see why α(g−1)
was used instead of α(g) in the definition above. Note that for x ∈ C and
g, h ∈ G we have

QαP
(
α(h)x

)
(g) = i⇔ α(g−1)α(h)x ∈ Pi ⇔ α(g−1h)x ∈ Pi

⇔ QαP(x)(h
−1g) = i⇔ hQαP(x)(g) = i.

By Q(α,P) we shall denote the subshift of nG, an element of SG(n), which
is the image of QαP .

The following basic lemma, which is a generalization of the well-known
Curtis-Hedlund-Lyndon theorem from symbolic dynamics, shows that every
continuous equivariant map from a zero-dimensional compact metrizable
space X, equipped with an action α : G↷ X, onto a subshift is of the form
QαP , for some clopen partition P of X.

Lemma 2.8. Let G be a countable group acting continuously on a zero-
dimensional compact metrizable space X. Let us denote the action by α.
Let ϕ : (X,α)→ AG be a continuous G-equivariant map into the shift space
AG, for some finite non-trivial A. Then there is a clopen partition P of X
such that ϕ = QαP .

Proof. Let Y ⊆ AG be the image of X via ϕ, which is a subshift. Enumerate
A as {a1, . . . , an} and for i ≤ n, set

C(i) := {x ∈ Y : x(1G) = ai},

which we can assume to be, without loss of generality, non-empty. Then
P ′ := {C(i) : i ≤ n} is a clopen partition of Y and for i ≤ n we set Pi :=
ϕ−1(C(i)), which is a clopen subset of X, and

P := {Pi : i ≤ n}

is a clopen partition of X. Notice that for every x ∈ X we have ϕ(x)(1G) =
ai if and only if ϕ(x) ∈ Ci, which is if and only if x ∈ Pi, i.e. QαP(x) = i.
Thus in order to check that ϕ = QαP we pick x ∈ X and g ∈ G, and we verify

ϕ(x)(g) =
(
g−1ϕ(x)

)
(1G) = ϕ(g−1x)(1G) = QαP(g

−1x)(1G) = QαP(x)(g),

where we have formally identified A = {a1, . . . , an} with {1, . . . , n}. □

The following standard result can be derived as a corollary.
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Corollary 2.9 (The Curtis-Hedlund-Lyndon theorem). Let G be a count-
able group, A and B be two non-trivial finite sets, and ϕ : X → Y be a
continuous G-equivariant map between two subshifts X ⊆ AG and Y ⊆ BG.
Then there exist a finite set F ⊆ G and a map f : XF → B such that for
every x ∈ X and g ∈ G

ϕ(x)(g) = f(g−1x ↾ F ).

We continue with two propositions connecting the spaces and topologies of
ActG(C) and SG(n) which will be instrumental in proving the main theorem.

Proposition 2.10. Let G be a countable group and P a partition of C into
disjoint non-empty clopen sets. Then the map

Q(·,P) : ActG(C)→ SG(P)
defined as

α→ Q(α,P)
is continuous and onto.

Proof. We fix G and P as in the statement. Take α ∈ ActG(C) and set
X := Q(α,P). Let U be an open neighborhood of X which we may assume
is of the form NF

X , for some finite symmetric set F ⊆ G, which, without loss
of generality, contains the unit. We shall find an open neighborhood V of α

so that Q(·,P)[V ] ⊆ U . We claim that V := NF,P
α is such a neighborhood.

Indeed, pick β ∈ V and set Y := Q(β,P). Let us show that Y ∈ U = N F
X ,

i.e. YF = XF . Let p ∈ XF be a pattern allowed in X, so there is x ∈ X such
that x ↾ F = p. Let z ∈ C be an arbitrary element such that QαP(z) = x. By

the definition of the neighborhood V = NF,P
α

∀f ∈ F ∀P ∈ P
(
α(f)z ∈ P ⇔ β(f)z ∈ P

)
.

It follows that for y := QβP(z) ∈ Y we have

p = x ↾ F = y ↾ F,

thus p is allowed in Y as well. We proved that XF ⊆ YF , the other direction
is proved symmetrically. This finishes the proof that Q(·,P) is continuous.

Let us show that it is surjective. Pick X ⊆ PG and and for each P ∈ P,
let ψP : C{1G,P}(X) × C → P be a homeomorphism. Here C{1G,P}(X) :=
{x ∈ X : x(1G) = P}, which corresponds to the notation Cp(X), where

p = {1G, P} ∈ P{1G}. We take the product of C{1G,P}(X) with C to ensure
that it has no isolated points.

Since {C{1G,P}(X)× C : P ∈ P} is a clopen partition of X × C, it follows
that ψ =

∐
P∈P ψP : X × C → C is a homeomorphism. We define γ :=

ψ ◦
(
σ × Id

)
◦ ψ−1 ∈ ActG(C), where σ × Id is the action of G on X × C,

which acts as the shift on the first coordinate and as the identity on the
other. We claim that Q(γ,P) = X. This follows from two facts. First that
for every z ∈ C there are x ∈ X and y ∈ C such that ψ(x, y) = z, and
conversely for every x ∈ X and y ∈ C there is z ∈ C with ψ(x, y) := z.
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Second, that for every x ∈ X and y, z ∈ C such that z = ψ(x, y), and for
every g ∈ G and P ∈ P we have

QγP(z)(g) = P ⇔ γ(g−1)z ∈ P
⇔

(
σ(g−1)× Id

)
(x, y) ∈ C{1G,P}(X)× C ⇔ x(g) = P.

□

Proposition 2.11. Let G be a countable group and P ′ ⪯ P two clopen
partitions of C, one refining the other.

(1) For every α ∈ ActG(C), finite set F ⊆ G and X ∈ Q(·,P)[NF,P
α ] we

have
Q(·,P)[N F,P

α ] = NF
X .

(2) For every α ∈ ActG(C) we have Q(α,P) = ϕ
(
Q(α,P ′)

)
, where ϕ :

(P ′)G → PG is the map induced by the inclusion map ι : P ′ → P,
i.e. satisfying P ⊆ ι(P ) for every P ∈ P ′.

Proof. Let us fix G and P ′ ⪯ P as in the statement.

We first prove (1). Fix additionally α, F ⊆ G and X as in the statement.
Since for every Y ∈ NF

X we haveNF
Y = NF

X , we can without loss of generality

assume that X = Q(α,P). We first prove that Q(·,P)[NF,P
α ] ⊆ NF

X . Pick

β ∈ N F,P
α and set Y := Q(β,P). We need to prove that XF = YF . Take

some p ∈ XF and let x ∈ C be such that for every f ∈ F and P ∈ P
α(f−1)x ∈ P ⇔ p(f) = P,

thus QαP(x) ↾ F = p. Since by definition for every f ∈ F and P ∈ P we have

α(f−1)x ∈ P ⇔ β(f−1)x ∈ P,

it follows that QβP(x) ↾ F = p as well. We showed that XF ⊆ YF , the
inclusion YF ⊆ XF is proved symetrically.

Now we prove the reverse inclusion NF
X ⊆ Q(·,P)[N

F,P
α ]. Take any Y ∈

N F
X . We define a clopen partition P ′′ := {Rp : p ∈ XF } ⪯ P, where for

p ∈ XF ,

Rp := {x ∈ C : α(f−1)(x) ∈ P if and only if p(f) = P}.
For each p ∈ XF , since YF = XF , we have that Cp(Y ) ̸= ∅ and let ψp :
Cp(Y )×C → Rp be a fixed homeomorphism (we take the product of Cp(Y )
with C to ensure it has no isolated points and it is therefore homeomorphic
to C) and set ψ : Y ×C → C to be the homeomorphism

∐
p∈C ψp. We define

the action β ∈ ActG(C) by setting for g ∈ G and x ∈ C
β(g)(x) := ψ ◦

(
σ(g)× Id

)
◦ ψ−1(x),

where σ × Id is an action of G on Y × C which acts as the shift on the first
coordinate and as the identity on the second.

We check that γ ∈ NF,P
α . Pick x ∈ C, f ∈ F , and P ∈ P. We need

to verify that α(f−1)x ∈ P if and only if β(f−1)x ∈ P . Without loss
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of generality, assume that α(f−1)x ∈ P and it suffices now to verify that
β(f−1)x ∈ P . Let p ∈ XF be such that x ∈ Rp. Then by definition,
p(f) = P and we verify that β(f−1)x = ψ ◦ (σ(f−1) × Id) ◦ ψ−1(x) ∈ P .
We have ψ−1(x) ∈ Cp(Y )× C and so (σ(f−1)× Id) ◦ ψ−1(x) ∈ Cp′(Y )× C,
for p′ ∈ XF where p′(1G) = P . Consequently, β(f−1)x ∈ Rp′ , thus, by the
definition of Rp′ ,

β(f−1)x = α(1−1
G )

(
β(f−1)x

)
∈ p′(1G) = P,

which is what we were supposed to show.

We now prove (2). Fix α ∈ ActG(C) and consider the map ϕ : (P ′)G → PG
as in the statement. Set X := Q(α,P ′) and Y := Q(α,P). We need to
show that ϕ[X] = Y . Pick an arbitrary z ∈ C and set x := QαP ′(z) ∈ X,
y := QαP(z). Now let g ∈ G and we check that ϕ(x)(g) = y(g), which will
finish the proof. For P ∈ P we have

y(g) = P ⇔ α(g−1)z ∈ P ⇔ ∃P ′ ∈ P ′ (P ′ ⊆ P ∧ α(g−1)z ∈ P ′)
⇔ x(g) = P ′ ⇔ ϕ(x)(g) = P,

which shows the equality. □

2.2. Isolated subshifts, subshifts of finite type, and sofic subshifts.

Definition 2.12. Let G be a countable group and A be a finite set with at
least two elements. A subshift X ⊆ AG is of finite type, shortly an SFT, if
there exists a finite set F ⊆ G, called the defining window of X, and a set
F ⊆ AF of patterns such that for x ∈ AG we have

x ∈ X if and only if ∀g ∈ G (gx ↾ F ∈ F).
The set F is called the set of allowed patterns for X, while its complement
FA \ F is called the set of forbidden patterns for X.

We also say that a subshift X ⊆ AG is sofic if it is a factor of a subshift
of finite type (possibly defined over different finite set, i.e. subshift of BG

for some non-trivial finite B).

Subshifts of finite type play also a prominent role in the topology of the
space SG(A).

Lemma 2.13. Let G be a countable group and A be a non-trivial finite set.
Then the subshifts of finite type are dense in SG(A). Moreover, for every
subshift of finite type X ⊆ AG there is a finite set F ⊆ G so that all subshifts
in the basic open neighborhood N F

X are subshifts of X.
In particular, every open set in SG(A) contains an open subset which has

a subshift that is maximal with respect to inclusion, it is of finite type, and
all other subshifts in the open set are its subshifts.

Proof. Fix G and A as in the statement. Let N ⊆ SG(A) be an open set
and let X ∈ N and F ⊆ G be such that N F

X ⊆ N . Let Z ⊆ AG be the
subshift of finite type whose defining window is F and the defining set of



12 MICHAL DOUCHA

allowed patterns is XF . Clearly, X ⊆ Z, in particular, Z is non-empty, and
by definition Z ∈ N F

X ⊆ N . This shows that subshifts of finite type are
dense. Conversely, suppose that Z is a given subshift of finite type whose
defining window is a finite subset F ⊆ G. Then for any finite F ′ ⊇ F we
have that for every Z ′ ∈ NF ′

X necessarily Z ′ ⊆ Z as Z is the largest subshift
Z ′ with respect to inclusion with the property ZF ′ = Z ′

F ′ .
The ‘In particular’ part of the statement is then an immediate conse-

quence. □

Lemma 2.14. Let A be a finite set with at least two elements, G a countable
group and let X ⊆ AG be a subshift. Let F ⊆ G be a finite subset. Then for
the partition

P := {Cp ⊆ X : p ∈ XF },
the map QσP , where σ is the shift action on X, is one-to-one.

Proof. The image is clearly a closed G-invariant subset of PG, i.e. a subshift,
so we only need to check the map is injective. This is however obvious since
if x ̸= y ∈ X then there is g ∈ G such that σ(g)x and σ(g)y lie in different
elements of the partition P and thus QσP(x)(g) ̸= QσP(y)(g). □

Definition 2.15. Let G be a countable group, F ⊆ G\{1G} a finite subset,
and V a finite (vertex) set. We call the collection VF = (V, (Ef )f∈F ) an F -
Rauzy graph if for each f ∈ F , (V,EF ) is a directed graph with no sources
and no sinks. That is, Ef is a set of oriented edges between the vertices V
such that for every v ∈ V there are at least one incoming and one outgoing
edge to v, resp. from v.

Having VF as above we define a subshift XVF
⊆ V G as follows. For

x ∈ V G we set

x ∈ XVF
if and only if ∀g ∈ G ∀f ∈ F

(
(x(g), x(gf)) ∈ Ef

)
.

It is clear that XVF
is of finite type.

Notice that alternatively and equivalently one can require to have the
edge set Ef for all f ∈ G with the requirement that for all but finitely many
f ∈ G, Ef is a complete directed graph on V .

Conversely, let us prove the well-known fact (at least in case G = Z) that
any SFT X ⊆ AG, for any G and A, is conjugate to an SFT of the form
XVF

for some F -Rauzy graph.

Proposition 2.16. Let G be a countable group and A a finite set with at
least two elements. Let X ⊆ AG be a subshift of finite type whose defining
window is a finite set F ′ ⊆ G. Let S be a finite symmetric set (not containing
1G) such that ⟨F ′⟩ = ⟨S⟩ ≤ G. Then there exists an S-Rauzy graph VS, such
that X is conjugate to XVS

.

Proof. Fix G, A, X, F ′, and S as in the statement. Since the finite sym-
metric set S generates the same subgroup as the set F ′ does, there exists
a ball, denoted by F , with respect to the word metric induced by S, that
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contains F ′. Without loss of generality, we can from now on assume that
the defining window for X is this bigger set F . Set V := XF . For every
s ∈ S and p, p′ ∈ V set

(p, p′) ∈ Es if and only if p ∪ p′ · s ∈ XF∪Fs,

where p′ · s is a pattern from XFs defined by p′s(g) = p′(gs−1), for g ∈ Fs.
The fact that p ∪ p′ · s ∈ XF∪Fs also includes the requirement that p ∪ p′ · s
is a well-defined map, i.e. for g ∈ F ∩ Fs we have p(g) = p′ · s(g).

It is now straightforward to verify that the map T : X → XVF
defined for

x ∈ X and g ∈ G by

T (x)(g) := x ↾ gF

is an isomorphism, i.e. a G-equivariant continuous bijection. Indeed, clearly
it is continuous and G-equivariant. That it is a bijection follows from the
fact that the inverse to T is the map x ∈ XVF

→ x′ ∈ X, where for g ∈ G
we have

x′(g) = x(g)(1G).

□

A special subclass of subshifts of finite type will be of crucial importance.

Definition 2.17. Let G and A be as in Definition 2.12. A subshift X ∈
SG(A) is called isolated if any of the following (easily verified to be) equiv-
alent conditions hold:

(1) X is isolated in the topology of SG(A).
(2) X is of finite type and there exists a finite set F ⊆ G such that there

is no proper subshift Y ⊊ X satisfying YF = XF .

Remark 2.18. The requirement of being of finite type in Definition 2.17
(2) is important since it is a straightforward application of Zorn’s lemma
that for every subshift X ⊆ AG, for appropriate G and A, and every finite
F ⊆ G there exists a subshift Y ⊆ X that is minimal in inclusion with
respect to the condition that YF = XF .

Notice also that every minimal subshift of finite type is isolated.

Lemma 2.19. Let A be a finite set having at least two elements and G a
countable group. A subshift X ⊆ AG is isolated if and only if it is of finite
type and there exists a partition P of X into disjoint non-empty clopen sets
such that there is no proper non-empty subshift Y ⊆ X which intersects
every element of P.

Proof. If X is isolated then by definition it is of finite type and there is a
finite set F ⊆ G so that NF

X = {X}. Then the partition

P := {Cp ⊆ X : p ∈ AF is an allowed pattern in X}
is as desired.

Conversely, suppose that X ⊆ AG is of finite type and has the prop-
erty as in the statement with respect to a partition P. It is clear that
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then it has the same property with respect to any refinement P ′ ⪯ P.
Thus we can find a refinement P ′ ⪯ P which is of the form {Cp : p ∈
AF is an allowed pattern in X}, for some finite set F ⊆ G. It is clear that
then NF

X = {X}, so X is isolated. □

The corollary is that being isolated is also a conjugacy invariant.

Corollary 2.20. Let A and B be finite sets with at least two elements, and
G a countable group. Suppose that X ⊆ AG is isolated and Y ⊆ BG is a
subshift such that there is a G-equivariant homeomorphism between X and
Y . Then Y is isolated as well.

Proof. Let F ⊆ G be a finite set such that NF
X = {X}. Let ψ : X → Y be a

G-equivariant homeomorphism. Then P := {ψ[Cp] : p ∈ XF } is a partition
of Y with the property that there is no proper non-empty subshift Z ⊆ Y
that has a non-empty intersection with every element of P. Indeed, if Z
were such a subshift, then it is straightforward to check ψ−1(Z) ∈ N F

X ,
yet ψ−1(Z) ̸= X, a contradiction that X is isolated. So we are done by
Lemma 2.19 and the fact that being of finite type is a conjugacy invariant.

□

Lemma 2.21. Let A and B be two finite sets with at least two elements and
let G be a countable group. Let X ∈ SG(A) and Y ∈ SG(B) be two shifts
and ϕ : X → Y a continuous G-equivariant map. Then there exists a finite
set F ⊆ G such that for every Z ∈ NF

X , ϕ is defined on Z.

Proof. Fix X, Y and ϕ : X → Y as in the statement. By the Curtis-
Hedlund-Lyndon theorem, ϕ is induced by some map ϕ0 : XF → B, where
F ⊆ G is a finite subset, so that for every x ∈ X and g ∈ G we have

ϕ(x)(g) := ϕ0
(
g−1x ↾ F

)
.

Now if Z ∈ NF
X then for every z ∈ Z, z ↾ F ∈ XF , thus ϕ can be defined on

Z using ϕ0 exactly in the same way. □

Definition 2.22. Let A be a finite set with at least two elements and G be a
countable group. A subshiftX ∈ SG(A) is called projectively isolated if there
exist a subshift Y ∈ SG(B), for some finite set B, an open neighborhood
NF
Y , for some finite set F ⊆ G, and a map ϕ0 : YF → A such that for every

Z ∈ NF
Y , the corresponding continuous G-equivariant map ϕZ : Z → AG

satisfies

ϕZ [Z] = X.

We shall call any such map ϕZ an isolated factor map.
If the subshift Y can be taken to be isolated, i.e. if X is a factor of an

isolated subshift, then we call X strongly projectively isolated.

We collect several basic observations and lemmas about projectively iso-
lated subshifts.
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Lemma 2.23. If X ∈ SG(A) is an isolated subshift, then it is also strongly
projectively isolated, and a strongly projectively isolated subshift is projec-
tively isolated.

Proof. Let X be strongly projectively isolated, i.e. it is a factor of some
isolated subshift Y . Using the notation of Definition 2.22, we take NF

X to
be the neighborhood {Y } and we take the identity as ϕX .

If X is isolated, then it is obviously a factor of an isolated subshift, thus
strongly projectively isolated. □

Lemma 2.24. Every projectively isolated subshift is sofic. In particular,
there are at most countably many projectively isolated subshifts - for each
alphabet.

Proof. Suppose that X is projectively isolated and find the corresponding
Y , N F

Y , and ϕ0 as in Definition 2.22. Since NF
Y contains a subshift Z of

finite type (by Lemma 2.13) and since ϕZ [Z] = X, we get that X is a factor
of a subshift of finite type, thus it is sofic. □

Lemma 2.25. Let X be a projectively isolated subshift and let Y be a subshift
witnessing that X is projectively isolated - as in Definition 2.22. Then every
subshift that is a factor of X is also projectively isolated and every subshift
that factors onto Y also witnesses that X is projectively isolated.

Proof. The first assertion that factor subshifts of projectively isolated sub-
shifts are themselves projectively isolated is obvious. We prove the second
assertion. Let Y , NF

Y and ϕ0 : YF → α(X) be as in Definition 2.22 and let Y ′

be a subshift so that there is a factor map P : Y ′ → Y . It is straightforward
to see that there is a finite subset E ⊆ G such that

• P is induced by a finite map P0 : Y
′
E → α(Y );

• for every Z ∈ NE
Y ′ we have PZ [Z] ∈ NF

Y .

It is then clear that the map ϕ ◦ P , using Lemma 2.21, can be defined on
any Z ∈ NE

Y ′ and we have (ϕ ◦ P )Z [Z] = X. □

Corollary 2.26. Being projectively isolated is a conjugacy invariant.

Proof. An isomorphism is a special case of a factor map, so we are done by
Lemma 2.25. □

The content of the following lemma is that the map projecting onto a
projectively isolated subshift is without loss of generality induced by a map
between their respective alphabets.

Lemma 2.27. Let X be a projectively isolated subshift and let Y be a subshift
factoring onto X witnessing that. Then there exists a subshift Y ′ isomorphic
to Y which witnesses that X is projectively isolated via a map P : Y ′ → X
which is defined by a map P0 : α(Y

′)→ α(X).

Proof. Let X and Y be as in the statement and suppose that the projective
isolatedness is witnessed by a map ϕ : Y → X induced by a finite map
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ϕ0 : YF → α(X), where F ⊆ G is finite. Consider the partition P := {Cp ⊆
Y : p ∈ YF } of Y as in Lemma 2.14. Using the notation of Lemma 2.14,
QσP : Y → PG induces an isomorphism between Y and its image denote Y ′.
It is then clear that the map P := ϕ ◦ (QσP)−1 : Y ′ → X is induced by a
map P0 : P → α(X), finishing the proof. □

Example 2.28. Let us provide an example of a subshift that is strongly
projectively isolated, however it is not isolated. Let X ⊆ {0, 1}Z be the shift

{x ∈ {0, 1}Z : |x−1(1)| ≤ 1}.

X cannot be isolated since it is not even a subshift of finite type. Let Y ⊆
{−1, 0, 1}Z be a subshift of finite type whose defining window is an interval of
length 2 and the allowed patterns are {−1− 1,−11, 10, 00}. Let P : Y → X
be a factor map induced by the finite map P0 : {−1, 0, 1} → {0, 1} defined by

P0(−1) = P0(0) = 0 and P0(1) = 1. One easily checks that N {0,1}
Y = {Y },

i.e. Y is isolated, thus Y and P witness that X is projectively isolated.

We conclude this section with one more notion of a subshift, weaker than
being sofic, yet still obtained given finite data.

Definition 2.29. Let G be a finitely generated and recursively presented
group and let A be a non-trivial finite set. Fix a finite symmetric generating
set S ⊆ G for G. We say that a subshift X ⊆ AG is effective if there exists
an algorithm (formally, a Turing machine) that given a pattern p ∈ AF ,
which is presented to the algorithm in the form {(wi, ai) : i ≤ n}, where
each ai ∈ A and wi is a word in letters from S, decides whether p is allowed
in X, or not.

Remark 2.30. The notion of an effective subshift was introduced by Hochman
for Zd-subshifts in [32]. A general notion for general finitely generated groups
was given in [4]. The definition above corresponds to their definition jointly
with [4, Proposition 2.1 and Lemma 3.3] for recursively presented groups.
We will restrict to this case in this paper.

The following follows from the definition.

Lemma 2.31. Let 1 → N → G → H → 1 be a short exact sequence of
groups where G and H are finitely generated and recursively presented. We
assume that N ⊆ G. Let A be a non-trivial finite set, let X ⊆ AG be a
subshift on which N acts trivially, and let X ′ ⊆ AH be the corresponding
subshift over H. Then X is effective if and only if X ′ is.

2.3. Inverse limits. Since we shall often use inverse limits of actions of
groups on zero-dimensional compact metrizable spaces, we briefly describe
their construction here. Let G be a countable group acting continuously, for
each n ∈ N, on a zero-dimensional compact metrizable space Xn. Suppose
that for each n ≥ m ≥ k there are factor maps ϕmn : Xn → Xm,ϕ

k
m : Xm →

Xk, and ϕkn : Xn → Xk satisfying ϕkn = ϕkm ◦ ϕmn and ϕmn = id if n = m.
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Then the inverse limit lim←−
n→∞

Xn of the sequence (Xn)n∈N, with respect to

connecting maps (ϕmn )n≥m, is the set

{(xn)n∈N ∈
∏
n∈N

Xn : ∀n ≥ m
(
ϕmn (xn) = xm

)
}

equipped with the diagonal action of G. Since lim←−
n→∞

Xn is clearly a G-

invariant subset of
∏
n∈NXn, this is well-defined. Notice also that it is a

closed subset of a countable product of zero-dimensional compact metriz-
able spaces, therefore it is itself zero-dimensional compact metrizable space.
We shall also denote by ϕm, for m ∈ N, the factor map from lim←−

n→∞
Xn onto

Xm.
The following fact will not be directly used, so we leave the proof for the

reader.

Fact 2.32. Let G be a countable group and fix α ∈ ActG(C) and some
compatible metric d on C. Let (Pn)n∈N be a sequence of refining clopen
partitions of C such that limn→∞max{diamd(P ) : P ∈ Pn} = 0. Then α is
an inverse limit of (Q(α,Pn))n∈N.

3. Strong topological Rokhlin property

This section is devoted to proving Theorem A from Introduction. We
restate it more precisely below.

Theorem 3.1. Let G be a countable group. Then G has the strong topolog-
ical Rokhlin property if and only if for every n ≥ 2, the set of projectively
isolated subshifts in SG(n) is dense.

We prove the two implications separately.

3.1. Failure of the strong topological Rokhlin property.

Proposition 3.2. Let G be a countable group. If there exists n ≥ 2 such
that the projectively isolated subshifts are not dense in SG(n), then G does
not have the strong topological Rokhlin property.

Proof. We fix a countable group G without the STRP.
Let n ≥ 2 be such that the set of projectively isolated subshifts is not

dense in SG(n). That is, there is a non-empty open set U ⊆ SG(n) that
contains no projectively isolated subshifts. For every X ∈ U set

A(X) := {α ∈ ActG(C) :
for no clopen partition P = {P1, . . . , Pn} of C, Q(α,P) = X}.

Claim. For every X ∈ U , A(X) is a dense Gδ set.
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We prove the claim. Fix a clopen partition P = {P1, . . . , Pn} and we
show that the set

AP
X := {α ∈ ActG(C) : Q(α,P) ̸= X}

is open and dense. In order to show that it is open, we use Proposition 2.10
telling us that the map Q(·,P) is continuous. It follows that

AP
X = Q−1(·,P)

(
Sg(n) \ {X}

)
is open as a preimage of an open set.

We now show that AP
X is dense. Fix some open set V ⊆ ActG(C). We

claim that there is α ∈ V such that Q(α,P) ̸= X.

We may suppose that V is of the form NF,P ′

β , for some β ∈ ActG(C), finite
symmetric F ⊆ G containing the unit 1G, and a clopen partition P ′ ⪯ P. By
Proposition 2.11 (1), setting Y := Q(β,P ′), we have Q(·,P ′)[V ] = NF

Y . Let
ϕ : (P ′)G → PG be the factor map induced by the inclusion map ϕ0 : P ′ → P
defined so that for every P ∈ P ′ we have P ⊆ ϕ0(P ). Since X is not
projectively isolated, there exists Y ′ ∈ NF

Y such that ϕ[Y ′] ̸= X. Again by
Proposition 2.11 (1), there is some γ ∈ V satisfying Q(γ,P ′) = Y ′. However,
then by Proposition 2.11 (2) we get

Q(γ,P) = ϕ
(
Q(γ,P ′)

)
= ϕ[Y ′] ̸= X,

which finishes the proof that AP
X is dense since V was arbitrary.

Now we just notice that there are only countably many partitions P of C
into disjoint non-empty clopen n-many sets, the set of such denoted by Pn,
and therefore

A(X) =
⋂

P∈Pn

AP
X ,

which is dense Gδ by the Baire category theorem.
This finishes the proof of the claim. □

In order to reach a contradiction, suppose now thatG does have the strong
topological Rokhlin property, i.e. there is α ∈ ActG(C) whose conjugacy
class is comeager in ActG(C). Since the conjugacy class is dense it has to
intersect the open set

U := Q−1(·,P)
(
U
)
,

where P := {P1, . . . , Pn} is an arbitrary partition of C into disjoint non-
empty clopen n-many sets. Without loss of generality, we assume that
α ∈ U . Set X := Q(α,P) ∈ U . Since by the claim, A(X) is dense Gδ,
it has to intersect the conjugacy class of α. So there is some φ ∈ Homeo(C)
such that

α′ := φαφ−1 ∈ A(X).

Set P ′ := {φP1, . . . , φPn}. By definition, we have

Q(α′,P ′) = Q(α,P) = X,
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which contradicts that α′ ∈ A(X). This finishes the proof that G does not
have the strong topological Rokhlin property. □

3.2. Establishing the strong topological Rokhlin property.

This subsection is devoted to the proof of the other implication of Theo-
rem 3.1.

We assume that for each n ≥ 2, the set of projectively isolated subshifts
in Sn(G) is dense and we prove that G has the strong topological Rokhlin
property. The generic action α ∈ ActG(C) will be constructed as a projec-
tive limit lim←−

n→∞
Xn of any sequence (Xn)n∈N of projectively isolated subshifts,

with connnecting maps φmn : Xn ↠ Xm that are isolated factor maps, over
alphabets of various sizes, which satisfies the following properties (the fac-
tor maps between projectively isolated subshifts are assumed to be isolated
factor maps).

(1) ∀n ≥ 2 ∀Y ∈ SG(n) projectively isolated ∃m ∈ N ∃ψYm : Xm ↠ Y.

In words, this property says that for any projectively isolated subshift Y
there is an element Xm from the sequence from which there is a factor map
onto Y .

∀m ∈ N ∀n ≥ 2 ∀Y ∈ SG(n) projectively isolated ∀ψmY : Y ↠ Xm

∃m′ > m ∃ψYm′ : Xm′ ↠ Y (ψmY ◦ ψYm′ = φmm′).
(2)

In words, this property says that for any projectively isolated subshift Y that
factors onto some element Xm of the sequence, there is a further element
Xm′ in the sequence that factors onto Y such that the canonical factor map
from Xm′ onto Xm is equal to the composition of the factor maps from Xm′

onto Y and then from Y onto Xm.

We need to show four things.

(a) The existence, i.e. that there exists such a sequence of projectively
isolated subshifts.

(b) The uniqueness, i.e. that given two sequences with such properties,
the resulting inverse limits are conjugate.

(c) The ‘Cantorness’ of the action, that is, the inverse limit, which is
by definition a continuous action of G on some zero-dimensional
compact metrizable space, is indeed a Cantor action, i.e. that the
inverse limit as a topological space has no isolated points.

(d) The genericity, i.e. that the conjugacy class of such an inverse limit
is dense Gδ in ActG(C).
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Although these four facts are naturally enumerated in the order as above,
we shall prove (b) first, before proving (a).

At this point, we would like to inform the reader whose is familiar with
Fräıssé theory that the generic action we aim to construct is in fact the
Fräıssé limit of projectively isolated subshifts. However, since appealing to
the general Fräıssé theorem would not simplify the proof much and instead
we would need to introduce the general Fräıssé theory, below we provide a
self-contained proof. Reader familiar with Fräıssé theory will notice that
(b), the uniqueness, would be a consequence of the Fräıssé theorem. The
existence, step (a), would be also a consequence of the general theorem pro-
vided we know that the set of projectively isolated subshifts satisfies the
so-called joint embedding and amalgamation properties, which is what we
are essentially proving in Claim 1 and Claim 2 respectively and what con-
sists the main part of step (a). Steps (c) and (d) do not follow from the
general theory. We refer to [40] for the modern category-theoretic treat-
ment of Fräıssé theory which may enlighten the construction below to the
reader. There is also a version of Fräıssé theory specifically developed in the
projective topological setting in [34] that was applied in [41].

3.2.1. Step (b).

Lemma 3.3. Let (Xn)n∈N, resp. (Ym)m∈N be two sequences of projectively
isolated subshifts, with connecting maps φmn : Xn ↠ Xm, resp. ψ

m
n : Yn ↠

Ym, satisfying (1) and (2). Then their inverse limits are conjugated.

Proof of Lemma 3.3. We fix the sequences as in the statement. We first use
(1) of (Ym)m∈N to find m1 ∈ N and a factor map f1 : Ym1 ↠ X1. Then
we use (2) of (Xn)n∈N applied to the factor map f1 : Ym1 ↠ X1 to find
n1 > 1 and a factor map g1 : Xn1 ↠ Ym1 . In the next step, we use (2) of
(Ym)m∈N, resp. of (Xn)n∈N to find m2 > m1, resp. n2 > n1, and factor
maps f2 : Ym2 ↠ Xm1 , resp. g2 : Xn2 ↠ Ym2 .

Continuing analogously, we obtain strictly increasing sequences m1 <
m2 < m3 < . . . and 1 < n1 < n2 < n3 < . . . and factor maps fk : Ymk

↠
Xnk−1

, resp. fk : Xnk
↠ Ymk

, for each k ≥ 2. Moreover, the maps have the
property that for every k ≥ 2 we have

fk ◦ gk : Xnk
→ Xnk−1

= φ
nk−1
nk

and

gk−1 ◦ fk : Ymk
→ Ymk−1

= ψ
mk−1
mk .

It follows that the inverse limit of the sequence

X1
f1←− Ym1

g1←− Xn1

f2←− Ym2

g2←− Xn2

g3←− . . .

is equal (up to conjugacy) to both the inverse limits of the sequences

X1
φ1
2←− X2

φ2
3←− X3

φ3
4←− X4

φ4
5←− . . .
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and

Y1
ψ1
2←− Y2

ψ2
3←− Y3

ψ3
4←− Y4

ψ4
5←− . . .

which finishes the proof. □

Let us say that two inverse sequences of subshifts (Xn)n and (Yn)n with
connecting factor maps (ϕmn : Xn → Xm)n,m, resp. (ψmn : Yn → Ym)n,m are
strongly isomorphic if for each n ∈ N there is an isomorphism fn : Xn → Yn
and moreover ϕn−1

n = f−1
n−1 ◦ ψn−1

n ◦ fn.

Lemma 3.4. Let β ∈ ActG(C) be an inverse limit of an inverse sequence of
subshifts (Xn)n with respect to connecting maps (ϕmn )n≥m. Then there exists
a refining sequence of clopen partitions P1 ⪰ P2 ⪰ P3 ⪰ . . . such that the
inverse sequences of the two sequences of subshifts (Xn)n and (Q(β,Pn))n
are strongly isomorphic.

Proof. We construct the partitions (Pn)n and the isomorphisms (fn)n by
induction. For the first step, the action β factors by ϕ1 onto X1 and ϕ1 is,
by Lemma 2.8, induced by some clopen partition which we shall denote by
P1. We may thus set f1 to be the identity.

Now assume we have found a partition Pn−1 and an isomorphism fn−1 :
Xn−1 → Q(β,Pn−1) with the requested properties. Consider the factor map
fn−1 ◦ ϕn−1

n : Xn → Q(β,Pn−1). By the Curtis-Hedlund-Lyndon theorem,
it is induced by some finite map P0 : (Xn)F → Pn−1, where F ⊆ G is
finite. (Xn)F induces a clopen partition P ′

n := {Cp(Xn) : p ∈ (Xn)F } of Xn

and its preimage via the factor map ϕn : β → Xn is a clopen partition Pn
of C. By Lemma 2.14, Xn and Q(β,Pn) are isomorphic via the canonical
isomorphism fn : Xn → Q(β,Pn) induced by the finite canonical bijection
f ′n : (Xn)F → Pn which sends p ∈ (Xn)F to P ∈ Pn if and only if

P = (ϕn)−1({x ∈ Xn : x ↾ F = p}).
It is straightforward to verify that Pn and fn have the desired properties. □

There is another issue that we want to address here. Notice that the
conditions (1) and (2) were formulated with respect to a fixed sequence.
However, an action can be written as an inverse limit of two possibly different
sequences. The next lemma shows that this is in fact not an issue at all.

Lemma 3.5. Let β ∈ ActG(C) be an action that can be written both as an
inverse limit of projectively isolated subshifts (Xn)n∈N as well as the inverse
limit of projectively isolated subshifts (Yn)n∈N.

(a) Suppose that β satisfies (1) with respect to (Xn)n∈N. Then it does
with respect to (Yn)n∈N as well.

(b) Suppose that β satisfies (2) with respect to (Xn)n∈N. Then it does
with respect to (Yn)n∈N as well.

Proof. We fix β, (Xn)n∈N and (Yn)n∈N as in the statement. We assume that
the connective factor maps between Xn and Xm, resp. between Yn and Ym,
for n ≥ m, are ϕmn : Xn → Xm, resp. ψ

m
n : Yn → Ym.
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Let us first assume that (Xn)n and (Yn)n are strongly isomorphic. Then
it is easy to check both (a) and (b) by a simple diagram chasing. Therefore,
applying Lemma 3.4, we may without loss of generality assume that there
are two refining sequences of clopen partitions

Pn ⪰ P2 ⪰ P3 ⪰ . . .

and

P ′
1 ⪰ P ′

2 ⪰ P ′
3 ⪰ . . .

such that for every n ∈ N,
• Q(β,Pn) = Xn and Q(β,P ′

n) = Yn;

• the connectives maps ϕmn , resp. ψ
m
n , for n ≥ m, are of the form ϕPm

Pn
,

resp. ϕ
P ′
m

P ′
n
.

Since the diameteres of the elements of both
⋃
n Pn and

⋃
n P ′

n must tend
to 0, for every n ∈ N there are m,m′ ∈ N such that P ′

m′ ⪯ Pn and Pm ⪯ P ′
n.

We start with (a). We suppose that β satisfies (1) with respect to (Xn)n∈N
and we show it does also with respect to (Yn)n∈N.

Fix a projectively isolated subshift Z. Since β satisfies (1) with respect
to (Xn)n there exists n ∈ N and a factor map ϕZn : Xn → Z. However, as
argued above, there is m ∈ N such that P ′

m ⪯ Pn, therefore the composition

ϕZn ◦ ϕ
Pn
P ′
m

is the desired factor map from Ym onto Z.

Next we continue with (b). Suppose that Z is a projectively isolated

subshift that factors onto Ym via some ϕYmZ , for some m ∈ N. There exists

k ∈ N such that Pk ⪯ P ′
m, thus there is a factor map ϕ

P ′
m

Pk
: Xk → Ym.

Applying Claim 2 from Proposition 3.6, there exists a projectively isolated

subshift Z ′ and factor maps ϕZZ′ : Z ′ → Z, ϕXk
Z′ : Z ′ → Xk such that

ϕ
P ′
m

Pk
◦ ϕXk

Z′ = ϕYmZ ◦ ϕZZ′ . Since β satisfies (2) with respect to (Xn)n there

exists l ∈ N and a factor map ϕZ
′

Xl
such that ϕkl = ϕXk

Z′ ◦ ϕZ
′

Xl
. Finally, there

is n ∈ N such that P ′
n ⪯ Pl. We claim that the map

ϕZYn := ϕZZ′ ◦ ϕZ
′

Xl
◦ ϕPk

P ′
n
: Yk → Z

is as desired. The proof is done by a simple diagram chasing. □

3.2.2. Step (a).

Proposition 3.6. There exists an inverse sequence (Xn)n∈N of projectively
isolated subshifts, with connecting maps φmn : Xn ↠ Xm being factor maps,
which satisfies the properties (1) and (2).

Proof of Proposition 3.6. We shall need two claims.

Claim 1. Let X and Y be two projectively isolated subshifts, possibly over
different alphabets. Then there exists a projectively isolated subshift Z which
factors on both X and Y .
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We prove the claim. Let X ′, resp. Y ′ be projectively isolated subshifts
such that there are a finite symmetric F ⊆ G and factor maps ψX , resp. ψY
such that for every X ′′ ∈ NF

X′ , resp. every Y ′′ ∈ NF
Y ′

ψX [X
′′] = X and ψY [Y

′′] = Y.

First we set Z0 := X ′ × Y ′ ⊆ nmG to be the product subshift. We
denote by PX : Z0 → X ′, resp. PY : Z0 → Y ′ the coordinate projection
maps. Notice that for any Z ′ ∈ NF

Z0
we have PX [Z

′] ∈ NF
X′ and analogously

PY [Z
′] ∈ N F

Y ′ . Since projectively isolated shifts are dense, we may find a

projectively isolated Z ∈ N F
Z0
. Since, as noted above, PX [Z] ∈ N F

X′ and

PY [Z] ∈ NF
Y ′ , we get

ψX ◦ PX [Z] = X and ψY ◦ PY [Z] = Y,

which finishes the proof of the claim. □.

Claim 2. Assume that we are given projectively isolated subshifts V , X
and Y , and factor maps VX : X → V and VY : Y → V . Then there
exists a projectively isolated subshift Z and factor maps PX : Z → X and
PY : Z → Y such that VX ◦ PX = VY ◦ PY .

We prove the claim. Let again X ′, resp. Y ′ be projectively isolated
subshifts such that there are a finite symmetric F ⊆ G and factor maps ψX ,
resp. ψY such that for every X ′′ ∈ NF

X′ , resp. every Y ′′ ∈ NF
Y ′

ψX [X
′′] = X and ψY [Y

′′] = Y.

We moreover assume that F is big enough so that the maps ψX , resp. ψY
are induced by finite maps ψ0

X : α(X ′)F → α(X), resp. ψ0
Y : α(Y ′)F →

α(Y ). Analogously, the maps VX , resp. VY are induced by finite maps
V 0
X : α(X)F → α(V ), resp. V 0

Y : α(Y )F → α(V ). In particular, it follows
that the composition maps VX ◦ ψX , resp. VY ◦ ψY are induced by finite

maps W 0
X : α(X ′)F

2 → α(V ), resp. W 0
Y : α(Y ′)F

2 → α(V ).
First we set

Z0 := {(x, y) ∈ X ′ × Y ′ : VX ◦ ψX(x) = VY ◦ ψY (y)},
and we denote by PX , resp. PY the coordinate projections of Z0 into X ′,

resp. Y ′. We claim that for any Z ∈ NF 2

Z0
we have

(1) ψX ◦ PX [Z] = X;
(2) ψY ◦ PY [Z] = Y ;
(3) for any z ∈ Z we have

VX ◦ ψX ◦ PX(z) = VY ◦ ψY ◦ PY (z).

Fix Z ∈ NF 2

Z0
. We first prove (1), (2) is symmetric. In order to prove

ψX ◦PX [Z] = X, and that even the map ψX ◦PX is defined on Z, it suffices
to show that PX [Z] ∈ NF

X′ . It is clear that PX [Z]F ⊆ X ′
F , so we need to

prove the other inclusion. Pick any finite pattern p ∈ X ′
F , some x ∈ X ′

such that x ↾ F = p, and some y ∈ Y ′ such that VX ◦ ψX(x) = VY ◦ ψY (y).
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Then (x, y) ↾ F ∈ (Z0)F , thus (x, y) ↾ F ∈ ZF , so for some z ∈ Z we have
z ↾ F = (x, y) ↾ F , so PX(z) ↾ F = p, and we are done.

We now show (3). Suppose that there is z ∈ Z such that VX ◦ ψX ◦
PX(z) ̸= VY ◦ ψY ◦ PY (z) and assume without loss of generality that VX ◦
ψX ◦ PX(z)(1G) ̸= VY ◦ ψY ◦ PY (z)(1G). It follows that W 0

X ◦ PX(z) ↾ F 2 ̸=
WY ◦ PY (z) ↾ F 2. However, by definition, there must be z0 ∈ Z0 such
that z0 ↾ F 2 = z ↾ F 2. Consequently, VX ◦ ψX ◦ PX(z0)(1G) ̸= VY ◦ ψY ◦
PY (z0)(1G), so VX ◦ψX ◦PX(z0) ̸= VY ◦ψY ◦PY (z0), which contradicts the
definition of Z0.

Now, using that projectively isolated subshifts are dense, it suffices to pick

projectively isolated Z ∈ NF 2

Z0
, and we are done. This finishes the proof of

Claim 2. □.

We can now finish the proof of the proposition. Let (Zn)n∈N be an
enumeration of all projectively isolated subshifts from

⋃
m∈N SG(m). Let

(ψn : Yn → Y ′
n)n∈N be an enumeration of all isolated factor maps between

two projectively isolated subshifts, with an infinite repetition.
We recursively construct the inverse sequence

X1
φ1
2←− X2

φ2
3←− X3

φ3
4←− X4

φ4
5←− . . . .

In the first odd step, we set X1 := Z1. In the first even step, we consider
the factor map ψ1 : Y1 → Y ′

1 . If X1 is not equal (up to conjugacy) to Y ′
1 ,

we choose X2 and φ1
2 : X2 → X1 arbitrarily so that we get an isolated

factor map between two projectively isolated subshifts. If X1 is equal (up
to conjugacy) to Y ′

1 , then we set X2 := Y1 and φ1
2 := ψ1.

Suppose we have already constructed

X1
φ1
2←− X2

φ2
3←− . . .

φ2m−1
2m←−−−− X2m,

for some m ∈ N. We now choose X2m+1 and φ2m
2m+1 : X2m+1 → X2m. We

apply Claim 1 to obtain a projectively isolated subshift Z which factors both
on X2m and Zm. We set X2m+1 := Z and we set φ2m

2m+1 to be the factor
map from X2m+1 = Z onto X2m.

Now we choose X2m+2 and φ2m+1
2m+2. We consider the factor map ψm :

Ym → Y ′
m. If Y ′

m is not equal to Xk, for any k ≤ 2m, then we extend the
sequence to X2m+2 arbitrarily. So suppose that Y ′

m = Xk (up to conjugacy)
for some k ≤ 2m. Then we apply Claim 2 to the factor maps ψm : Ym → Xk

and φk2m+1 := φkk+1 ◦ . . . ◦φ2m
2m+1 to obtain a projectively isolated subshift Z

and factor maps PY : Z → Ym and PX : Z → X2m+1 such that ψm ◦ PY =
φk2m+1 ◦ PX . We set X2m+2 := Z and φ2m+1

2m+2 := PX . This finishes the
description of the recursive construction.

We finish the proof by showing that the constructed inverse sequence

X1
φ1
2←− X2

φ2
3←− X3

φ3
4←− X4

φ4
5←− . . .
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is as desired, i.e. it satisfies conditions (1) and (2). For (1), let Y be an
arbitrary projectively isolated subshift - in SG(n), for some n ≥ 2. Then
Y = Zm for some m ∈ N, and we have guaranteed during the recursion
process that there is a factor map from X2m+1 onto Zm = Y .

For (2), let Y be some projectively isolated subshift and ψ : Y → Xn a
factor map, for some n ∈ N. Then ψ = ψm, for some m > n. The latter
condition, m > n, can be achieved, since (ψm)m∈N is an enumeration with
an infinite repetition. Then we have guaranteed during the recursion process
that there is a factor map ϕ : X2m+2 → Y such that ψ ◦ ϕ = φn2m+2. This
finishes the proof. □

3.2.3. Step (c).

Lemma 3.7. The inverse limit of the sequence (Xn)n∈N is, as a topological
space, homeomorphic to the Cantor space.

Proof. Each of the subshifts Xn, n ∈ N, is as a topological space a zero-
dimensional compact metrizable space. The inverse limit is, as a topological
space, therefore zero-dimensional compact metrizable as well. So in order to
show that it is homeomorphic to C we only need to show it has no isolated
points. Denote by X the inverse limit as a topological space which we recall
is equal to

{(xn)n∈N ∈
∏
n∈N

Xn : ∀n > m (φmn (xn) = xm)}

with the topology inherited from the product topology of
∏
n∈NXn. Pick

any (xn)n∈N ∈ X. In order to show that (xn)n∈N is not isolated it suffices
to show that for every m ∈ N either xm is not isolated in Xm or there exist
n > m and y ̸= xn ∈ Xn such that φmn (y) = xm. Indeed, this follows from
two basic observations. First, that for every y ∈ Xn, for n ∈ N, there exists
(yn)n∈N ∈ X such that yn = y. This is immediate since all the maps φmn are
onto. Second, that if the picked point (xn)n∈N were isolated, then by the
definition of the topology of X there would be m ∈ N such that xm would
be isolated in Xm and for every n > m the only element x ∈ Xn such that
φmn (x) = xm would be equal to xn.

Fix m ∈ N and suppose that xm is isolated in Xm, otherwise we are
done, and let us show that there are n > m and y ̸= xn ∈ Xn such that
φmn (y) = xm. In order to show that, it in turn suffices to prove that there
is an arbitrary projectively isolated subshift Y that factors onto Xm, via
some ψ : Y → Xm, and there are y ̸= y′ ∈ Y such that ψ(y) = ψ(y′) = xm.
Indeed, this follows from (2) since then there is n > m such that Xn factors
onto Y , via some ψ′ : Xn → Y , and we have ψ ◦ ψ′ = φmn .

Since xm is isolated in Xm there exists a finite set F ⊆ G such that xm
is the unique point x ∈ Xm satisfying

xm ↾ F = x ↾ F.

Let Z be an arbitrary projectively isolated subshift having at least two
points. Without loss of generality, the finite set F is big enough so that
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• ZF contains at least two patterns;
• the defining window of ψmm+1 is F ;

• ψmm+1[X] = Xm, for every X ∈ NF
Xm+1

;

• there is also a projectively isolated subshift Z ′ and a factor map
ϕ : Z ′ → Z, with defining window F , such that ϕ[Z ′′] = Z, for every
Z ′′ ∈ NF

Z′ .

Now as in Claim 1 from the proof of Proposition 3.6, we can obtain a
projectively isolated subshift Y ∈ NF

Xm+1×Z′ that factors on both Xm and

Z, via ψ := ψmm+1 ◦P1, resp. ϕ◦P2, where P1 and P2 are the two coordinate
projections.

Set p := xm ↾ F 2. Since ZF contains at least two patterns and the
defining window of ψ : Z ′ → Z is F there exist at least two different patterns
q ̸= q′ ∈ Z ′

F 2 . Since Y ∈ NF
Xm+1×Z′ , the patterns p · q ̸= p · q′ are allowed

in Y , thus let (x, y) ̸= (x′, y′) ∈ Y be two points such that (x, y) ↾ F = p · q
and (x′, y′) ↾ F = p · q′. It follows that

ψ
(
(x, y)

)
↾ F = ψ

(
(x′, y′)

)
↾ F.

However, since the only element x ∈ Xm with x ↾ F = xm ↾ F is xm, we
get

ψ
(
(x, y)

)
= ψ

(
(x′, y′)

)
and we are done. □

3.2.4. Step (d).

We shall now continue denoting the inverse limit of (Xn)n∈N by X, which
we have just proved is homeomorphic, as a space, to C. The elements of
X will be sometimes denoted by simple symbols such as x or y, however
we shall still use the notations xn, resp. yn, for n ∈ N, which is the n-th
coordinate of x, resp. of y.

The space X is equipped with a continuous action of G, which we shall
denote by γ, as it is a closed G-invariant subspace of

∏
n∈NXn which is

equipped with the product of the shift actions of G. We fix some homeo-
morphism ϕ : X→ C and set

α := ϕγϕ−1 ∈ ActG(C),
that is, for g ∈ G and x ∈ C we have

α(g)x = φ
(
γ(g)φ−1(x)

)
.

Proposition 3.8. The conjugacy class of α is dense in ActG(C).

Proof. Fix some basic open set in ActG(C) which we may suppose to be of

the form NF,P
β , where β ∈ ActG(C), F ⊆ G is a finite set, which may assume

to be symmetric and containing 1G, and P = {P1, . . . , Pn} is a partition of
C into disjoint non-empty clopen sets. Set Y := Q(β,P) and notice that by

Proposition 2.11 (1), we have that N F
Y = Q(·,P)[NF,P

β ].
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Let also R = {Rp : p ∈ YF } be the clopen partition of C, where for p ∈ YF
Rp := {x ∈ C : ∀f ∈ F ∀P ∈ P

(
β(f−1)x ∈ P ⇔ p(f) = P

)
}.

In other words, Rp = (QP
β )

−1(Cp(Y )), for p ∈ YF . Clearly, R ⪯ P.
Since projectively isolated subshifts are dense, there exists such a subshift

Z ∈ N F
Y . By (1), there are m ∈ N and a factor map ψZm : Xm → Z. Note

that P can be also viewed as a clopen partition of Z identifying P ∈ P with
{z ∈ Z : z(1G) = P}. Let P ′ := (ψZm)

−1(P) = {P ′
1 := (ψZm)

−1(P1), . . . , P
′
n :=

(ψZm)
−1(Pn)} and set

P ′′ :=
{
P ′′
i := {(xn)n : xm ∈ P ′

i} : i ≤ n
}
,

which is a clopen partition of X.
Since Z ∈ NF

Y we have ZF = YF and so there exists a homeomorphism
η : X→ C satisfying for every p ∈ ZF that

η
[
{x ∈ X : ∀f ∈ F ∀i ≤ n

(
γ(f−1)x ∈ P ′′

i ⇔ p(f) = Pi
)
}
]
= Rp.

We now set

α′ := ηγη−1 ∈ ActG(C).

Obviously, α and α′ are conjugated, so we just need to show that α′ ∈ NF,P
β .

Pick an arbitrary x ∈ C and f ∈ F , and suppose that β(f)x ∈ Pi, for
some i ≤ n. We must show that α′(f)x ∈ Pi as well. Let p ∈ ZF be such
that x ∈ Rp. In particular, we have p(f−1) = Pi. Then by the definition of
η, for v := η−1(x) we have γ(f)v ∈ P ′′

i , so η
(
γ(f)v

)
∈ Rp′ , for some p′ ∈ ZF

so that p′(1G) = Pi. So from the definition of Rp′ it follows that

α′(f)x = η(γ(f)v) = β(1−1
G )

(
η(γ(f)v)

)
∈ Pi.

□

Proposition 3.9. The conjugacy class of α is Gδ in ActG(C).

Proof. We shall define three Gδ sets G1, G2 and G3, and show that the
conjugacy class [α] of α is their intersection.

We recall that for every n ≥ 2, by Pn we denote the set of all partitions
of C into disjoint non-empty clopen n-many sets and we set P :=

⋃
n∈N Pn.

For any partitions P ′ ⪯ P, denote by ϕPP ′ the factor map from (P ′)G onto

PG where for any x ∈ (P ′)G and g ∈ G we have

ϕPP ′(x)(g) = P ∈ P if and only if x(g) ⊆ P.

Denote by Z the set of all projectively isolated subshifts from
⋃
m∈N SG(n).

We note that for any finite alphabet A we shall freely identify SG(A) with
SG(|A|). We set

G1 :=
{
β ∈ ActG(C) : ∀P ∈ P ∃P ′ ∈ P ∃X ∈ SG(P ′)∃F ⊆fin G(
P ′ ⪯ P ∧ ∀Z,Z ′ ∈ NF

X (ϕPP ′ [Z] = ϕPP ′ [Z ′]) ∧Q(β,P ′) ∈ NF
X

)}
.
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Fact 3.10. The set G1 is a Gδ set of all actions β ∈ ActG(C) that are inverse
limits of projectively isolated subshifts.

Proof of Fact 3.10. First we show that G1 is Gδ. For that, it suffices to show
that for fixed partitions P and P ′ such that P ′ ⪯ P, for fixed X ∈ SG(P ′)
and its neighborhood NF

X with the property that ϕPP ′ [Z] = ϕPP ′ [Z ′], for all

Z,Z ′ ∈ NF
X (notice that this last condition does not depend on β), the set

{β ∈ ActG(C) : Q(β,P ′) ∈ NF
X }

is open. This however follows since the map Q(·,P ′) is continuous by Propo-
sition 2.10.

Now suppose that β ∈ G1 and we show that it is an inverse limit of
projectively isolated subshifts. Fix some compatible metric d on C and let
P1 be an arbitrary partition of C into disjoint non-empty clopen subsets
whose all elements have diameter less than 1/2 with respect to d. Since
β ∈ G1 there exists a refinement P2 ⪯ P1 such that Q(β,P2) and the map

ϕP1
P2

: Q(β,P2) → Q(β,P1) witnesses that Q(β,P1) is projectively isolated.
By Lemma 2.25, we may refine the partition P2 if necessary and without
loss of generality may assume that all elements of P2 have diameter less than
1/22.

We repeat the argument with P2 to obtain P3 ⪯ P2, whose elements we
may assume have diameter less than 1/23, such that Q(β,P3) and the map

ϕP2
P3

: Q(β,P3) → Q(β,P2) witnesses that Q(β,P2) is projectively isolated.
We continue analogously to obtain partition Pn ⪯ Pn−1, whose elements
have diameter less than 1/2n, for all n ∈ N.

We claim that the inverse limit of

Q(β,P1)
ϕ
P1
P2←−− Q(β,P2)

ϕ
P2
P3←−− Q(β,P3)

ϕ
P3
P4←−− . . .

is equal to β. Indeed, it is clear that the map

x ∈ C 7→
(
QβPn

(x)
)
n∈N

is a factor map onto the inverse limit. So it suffices to check that it is one-to-
one. Pick x ̸= y ∈ C. Since the diameters of the elements of the partitions
(Pn)n∈N tend to 0, there exists n ∈ N such that x and y lie in different

elements of the partition Pn, so QβPn
(x) ̸= QβPn

(y), and therefore the map
above is one-to-one.

Now conversely assume that an action β ∈ ActG(C) is an inverse limit

Y1
ψ1
2←− Y2

ψ2
3←− Y3

ψ3
4←− . . .

of projectively isolated subshifts and we shall show that β ∈ G1. Applying
Lemma 3.4, we may assume that there exists a refining sequence of partitions
P1 ⪰ P2 ⪰ P3 ⪰ . . . of C whose elements have diameters going to 0 and such
that for every n ≥ 1, Q(β,Pn) is a projectively isolated subshift of PGn (using
Corollary 2.26).
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We now verify that β satisfies the condition from the definition of G1. Let
P be an arbitrary partition of C. Since the diameters of the elements of the
partitions (Pn)n≥1 tend to 0 we get that for a sufficiently large n, Pn ⪯ P
(whose elements have diameter less than the Lebesgue number of P). By
definition, Q(β,Pn) is projectively isolated as witnessed by Q(β,Pn+1) and

the map ϕPn
Pn+1

. By Lemma 2.25, Q(β,P) is projectively isolated as well,

witnessed again by Q(β,Pn+1) and the map ϕPPn+1
. We can get then take

X to be Q(β,Pn+1), P ′ to be Pn+1. These together with sufficiently large
F ⊆ G verify the condition from G1. □

□

Next for any Z ∈ Z we shall denote by N (Z) some open neighborhood of
a subshift Y such that there is a map ϕZ defined on all subshifts of N (Z)
and such that ϕZ [Y

′] = Z, for all Y ′ ∈ N (Z).
We set

G2 :=
{
β ∈ ActG(C) : ∀Z ∈ Z ∃P ∈ P

(
Q(β,P) ∈ N (Z)

)}
.

Again, it is easy to show that G2 is Gδ. Indeed, it suffices to notice that for
a fixed Z ∈ Z and a partition P, the set {β ∈ ActG(C) : Q(β,P) ∈ N (Z)}
is open, which is clear as Q(·,P) is continuous.

Fact 3.11. The set G1 ∩ G2 is a Gδ set of those actions of G on C that are
inverse limits of isolated subshifts and that satisfy (1).

Proof of Fact 3.11. We have already noticed that it is Gδ. Suppose that
β ∈ G1 ∩ G2. By Fact 3.10, β is an inverse limit of isolated subshifts. In
fact, by the proof of Fact 3.10 or applying Lemma 3.4, we may suppose that
there is a sequence of refining partitions P1 ⪰ P2 ⪰ P3 ⪰ . . . whose elements
have diameters going to 0 and such that for each n ∈ N, Yn := Q(β,Pn) is
projectively isolated; that is, β is an inverse limit of the sequence (Yn)n∈N
with their canonical connecting maps.

To show that β satisfies (1), pick an arbitrary projectively isolated subshift
Z ∈ Z. Since β ∈ G2, by definition there are a clopen partition P and a
map ϕZ between two subshifts such that

ϕZ [Q(β,P)] = Z.

Since the diameters of the elements of the partitions (Pn)n∈N there exists

n ∈ N such that Pn ⪯ P. Thus, since ϕPPn
◦QβPn

= QβP , we get that the map

ϕYn := ϕZ ◦ ϕPPn
is a map from Yn onto Z verifying (1).

Conversely, suppose that β ∈ ActG(C) is a continuous action of G on
C that is an inverse limit of isolated subshifts (Ym)m∈N and that satisfies
(1). Applying Lemmas 3.4 and 3.5 we may suppose that there is a refining
sequence of clopen partitions P1 ⪰ P2 ⪰ P3 ⪰ . . . such that for each n ∈ N,
Q(β,Pn) is projectively isolated and β satisfies (1) with respect to the inverse
sequence (Q(β,Pn))n∈N and their canonical connecting isolated factor maps.
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Then choosing any Z ∈ Z, by definition there are m ∈ N and an isolated
factor map ϕZm : Q(β,Pm) → Z defined on an open neighborhood N (Z)
of Q(β,PM ). Since obviously Q(β,Pm) ∈ N (Z), Pm is the desired clopen
partition P witnessing that β ∈ G2, finishing the proof. □

Finally, we set

G3 :=
{
β ∈ ActG(C) : ∀X,Z ∈ Z ∀ψZX : X → Z factor map ∀P ∈ P(
Q(β,P) = Z ⇒ ∃P ′ ∈ P

(
Q(β,P ′) ∈ N (X) ∧ ψZX ◦ ϕX ◦Q

β
P ′ = QβP

))}
Fact 3.12. The set G1 ∩ G3 is a Gδ set of those actions of G on C that are
inverse limits of isolated subshifts and satisfy (2).

Proof of Fact 3.12. To show that G1∩G3 is Gδ it is enough to check that G3
is Gδ. In order to do that, for fixed isolated subshifts X,Z ∈ Z such that
X factors onto Z via some ψZX (which we may suppose is defined on some
open N (Z) and for all X ′ ∈ N (Z) we have ϕZX [X

′] = Z), and for a fixed
partition P of C we check that the set

A :=
{
β ∈ ActG(C) : Q(β,P) = Z ⇒ ∃P ′ ∈ P(

Q(β,P ′) ∈ N (X) ∧ ψZX ◦ ϕX ◦Q
β
P ′ = QβP

)}
is Gδ. However, this is a set of those β ∈ ActG(C) such that either Q(β,P) ̸=
Z, which is open since SG(P) \ {Z} is open and Q(·,P) is continuous, or for
which there is a partition P ′ such that Q(β,P ′) ∈ N (X) and ψZX ◦ϕX ◦Q

β
P ′ =

QβP , so it suffices to check that for a fixed P ′ the set of those β ∈ ActG(C)
such that Q(β,P ′) ∈ N (X) and ψZX ◦ϕX ◦Q

β
P ′ = QβP is open. The condition

that Q(β,P ′) ∈ N (X) is open as Q(·,P ′) is continuous. Furthermore, since

ψZX ◦ ϕX ◦Q
β
P ′ is by Lemma 2.8 given by some clopen partition P ′′, we can

easily check that ψZX ◦ ϕX ◦ Q
β
P ′ = QβP if and only if the partitions P and

P ′′ are equal, so the condition ψZX ◦ ϕX ◦Q
β
P ′ = QβP is open since for a fixed

clopen partition R the set {β ∈ ActG(C) : ψZX ◦ ϕX ◦ Q
β
P ′ is induced by R}

is open.
Thus we get that A is open.

Suppose now that β ∈ G1∩G3. By Fact 3.10, β is an inverse limit of some
sequence of isolated subshifts which we may again suppose to be given by
some refining sequence of clopen partitions P1 ⪰ P2 ⪰ P3 ⪰ . . .. For each
n ∈ N, denote Q(β,Pn) by Yn. We verify that β satisfies (2). So suppose
that X is an isolated subshift and there is a factor map ψmX : X → Ym, for
some m ∈ N. Since β ∈ G3 and for the partition Pm we have Q(β,Pm) = Ym
we can find a partition P ′ such that Q(β,P ′) ∈ N (X) and ψmX ◦ϕX ◦Q

β
P ′ =

QβPm
. We can further find some n ∈ N such that Pn ⪯ P ′, so the map

ϕX ◦ ϕP
′

Pn
: Yn → X is the desired map showing that β satisfies (2).
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Conversely, suppose that β ∈ ActG(C) is an action of G on C that is
an inverse limit of some sequence of isolated subshifts and which satisfies
(2). By Fact 3.10, β ∈ G1, so we verify that β ∈ G3. Using Lemmas 3.4
and 3.5, we can suppose that the inverse sequence of projectively isolated
subshifts with which β satisfies (2) is given by some refining sequence of
clopen partitions P1 ⪰ P2 ⪰ P3 ⪰ . . .. For each n ∈ N, denote Q(β,Pn) by
Yn.

Let X,Z ∈ Z, ψZX : X → Z and P ∈ P be as in the definition of G3 and
such that Q(β,P) = Z. We can find m ∈ N such that Pm ⪯ P, so we get
a factor map ϕPPm

: Ym → Z. Applying Claim 2 of Proposition 3.6 we can

find a projectively isolated subshift W and factor maps ψXW : W → X and

ψYmW :W → Ym such that ψZX ◦ψXW = ϕPPm
◦ψYmW . We may suppose that ψXW

is defined on some open neighborhood N (X) such that for all W ′ ∈ N (X)
we have ψXW [W ′] = X. Now we apply the condition (2) with respect to W ,

Ym and the map ψYmW to get n ∈ N and a map ψWYn : Yn → W such that

ψYmW ◦ψWYn = ϕPm
Pn

(notice that ϕPm
Pn

is the connecting factor map from Yn onto

Ym). The factor map ψWYn ◦Q
β
Pn

is induced by some partition P ′, which we

claim is as desired. We clearly have Q(β,P ′) ∈ N (X). In the following we
shall denote ψXW by ϕX to be consistent with the notation of the definition

of G3. It remains to verify that QβP = ψZX ◦ ϕX ◦Q
β
P ′ . By a simple diagram

chasing we get

QβP = ϕPPm
◦ ϕPm

Pn
◦QβPn

= ϕPPm
◦ ψYmW ◦ ψWYn ◦Q

β
Pn

= ψZX ◦ ψXW ◦ ψWYn ◦Q
β
Pn

= ψZX ◦ ϕX ◦Q
β
P ′ ,

which finishes the proof of the fact and also of Proposition 3.6. □

Theorem 3.1 jointly with the recent paper [46] give yet another proof
of the existence of a generic action of Z on the Cantor space. Indeed, in
[46, Theorem 3.6] they prove that isolated subshifts are dense in SZ(n), for
n ≥ 2. Notice also that by Theorem 3.1, every finite group has the strong
topological Rokhlin property since actually every subshift over a finite group
is isolated.

4. Free products with the strong topological Rokhlin
property

With this section we start with our applications of Theorem 3.1. Our goal
is to prove Theorem B. For this we need to introduce some new notions.

Definition 4.1. Let A be a finite non-trivial set (thought of as a set of
colors in this context) and let G = ⋆i≤nGi, where each for each i ≤ n, Gi is
either finite or infinite cyclic. Let S ⊆ G be a finite symmetric set consisting
of the generator gi ∈ Gi and its inverse g−1

i if Gi is infinite cyclic, and of
Gj \ {1} if Gj is finite. A coloring automaton is a map Ω : S ×A→ A.
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Construction 4.2. A coloring automaton Ω over G as above and A pro-
duces an element x ∈ AG which is uniquely defined by chosing the starting
element g ∈ G and the starting color a ∈ A, and then coloring the rest of the
elements by the fixed rule given by the map Ω. Moreover, the automaton
keeps track on how it moves along the Cayley graph of G with respect to S.

More formally, we proceed as follows. We define

B := A× {←,→, ∅}S .

For any b ∈ B, we denote by b1, resp. b2 its projection to the first coordinate,
which is an element of A, resp. its projection to the second coordinate, which
is an element of {←,→, ∅}S . Upon choosing the initial group element and
color, we define an element x ∈ AG and an element x̃ ∈ BG.

Step 1. Pick any g ∈ G and a ∈ A. We set x(g) = a. For every s ∈ S we
set

x(gs) := Ω(s, a),

and in order to keep track of how the automaton moves, we set x̃(g)1 = a
and for each s ∈ S we set x̃(g)2(s) =→. Then for each s ∈ S we set

x̃(gs)1 := x(gs) and x̃(gs)2(s
−1) =← .

Additionally, for every other s′ ̸= s−1 ∈ S we set

x̃(gs)2(s
′) :=

{
∅ if s, s′ belong to the same finite group Gj ;

→ otherwise.

General Step 2. Assume that the automaton has defined x(h) and x̃(h),
for some h ∈ G, arriving to h from some h′ in the direction of some s′ ∈ S,
i.e. h = h′s′. Then we have two cases.

(1) The element s′ does not belong to any finite group Gj , i.e. it is the
generator or its inverse of some infinite cyclic group Gi. Then for
every s ̸= s′ ∈ S we set

x(hs) := Ω(s, x(h)),

x̃(hs)1 := x(hs) and x̃(hs)2(s
−1) =← .

Moreover, for every s′′ ̸= s−1 ∈ S we set

x̃(hs)2(s
′′) :=

{
∅ if s, s′′ belong to the same finite group Gj ;

→ otherwise.

(2) The element s′ belongs to some finite group Gj . Then for every
s ∈ Gj , x(hs) and x̃(hs) have already been defined since hs = h′s′′

for s′′ = s′s ∈ Gj . For s /∈ Gj we set as before

x(hs) := Ω(s, x(h)),

x̃(hs)1 := x(hs) and x̃(hs)2(s
−1) =← .
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Moreover, for every s′′ ̸= s ∈ S we set

x̃(hs)2(s
′′) :=

{
∅ if s, s′′ belong to the same finite group Gj ;

→ otherwise.

Let us denote by XΩ, resp. X̃Ω the closure of the subset of AG of all
those elements of AG, resp. closure of the subset of BG of all those elements
of BG, produced by the coloring automaton by the procedure above. The
coordinate projection p : B → A induces a factor map P : BG → AG.

Theorem 4.3. Let A be a non-trivial finite set, and G and Ω be a group
and an automaton as in Definition 4.1. Then X̃Ω is an isolated subshift
and XΩ is a strongly projectively isolated subshift which is witnessed by the
isolated factor map P , i.e. P [X̃Ω] = XΩ.

Proof. Fix the notation as in the statement. We also follow the notation
from Construction 4.2; in particular, we set B := A× {←,→, ∅}. The map
P is therefore induced by the projection map p : B → A. It is clear that
P [X̃Ω] = XΩ, so we only need to prove that X̃Ω is isolated.

First we notice that X̃Ω is of finite type. We define a subshift of finite
type X ⊆ BG and show that X = X̃Ω. We set the defining window to
be F := S ∪ {1}. A pattern p ∈ BF is allowed if it is produced by the

automaton Ω, i.e. if and only if p ∈ (X̃Ω)F . Clearly, X̃Ω ⊆ X. We show the
converse. Pick x ∈ X. We distinguish two cases.

Case 1. We have that there is g ∈ G such that x(g)2(s) =→ for all s ∈ S.
Then it is straightforward to check that the rules imposed by the allowed
patterns of X force x to correspond to an element produced by Ω when
the starting vertex is g ∈ G and the starting color is x(g)1. It follows by

definition that x ∈ X̃Ω.

Case 2. For every g ∈ G there is one, and consequently by the rules
imposed by allowed patterns exactly one, s ∈ S such that x(g)2(s) =←.
Pick an arbitrary g ∈ G and set g1 := g. By the assumption there is unique
s ∈ S such that x(g)2(s) =←. Set g2 := gs. Assuming that gn−1, for n ∈ N
has been defined, we set gn := gn−1s, where s is the unique element of
S such that x(gn−1)2(s) =←. This defines an infinite path (gn)n∈N. This
path is unique up to finite initial segment. Indeed, choosing a different
starting element h ∈ G there is a unique path h1 = h, . . . , hn = g such that
h−1
i hi ∈ S, for 1 < i ≤ n, and such that either for each i < n we have

x(hi)2(h
−1
i+1hi) =←, or for each i < n we have x(hi)2(h

−1
i+1hi) =→. Notice

that such a path between h and g is unique although there may be more
than one path h′1 = h, . . . , h′m = g such that (h′i)

−1h′i ∈ S, for 1 < i ≤ m.

Now for every n ∈ N we define an element xn ∈ X̃Ω, which is an element
of BG produced by Ω with the starting element gn and the starting color
x(gn)1. It is again straightforward to check that limn→∞ xn = x, so we get

that x ∈ X̃Ω as desired.
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It remains to show that X̃Ω = X is isolated. We claim that N F
X = {X}.

Indeed, this follows from the facts that

• for every X ′ ∈ NF
X we have X ′ ⊆ X;

• every X ′ ⊆ X that contains the pattern pa ∈ BF , which is defined
as xa ↾ F , where xa ∈ X̃Ω is the element of BG produced by Ω
with the starting element 1G and the starting color a, must be equal
to X. Indeed, X = X̃Ω is by definition the closure of the set of
configurations produced by Ω, which is equal to the smallest subshift
containing configurations produced by Ω with the starting element
1G and all possible colors a ∈ A.

□

Lemma 4.4. Let A and B be non-trivial finite sets, G be a countable group,
and X ⊆ AG and Y ⊆ BG be two subshifts of finite type such that there is an
isomorphism ϕ : X → Y . Then ϕ canonically induces a bijection Φ between
an open neighborhood NX of X and NY so that for every Z ∈ NX , Z is
isomorphic to Φ(Z).

Proof. Let us fix A, B, G, X, Y , and ϕ : X → Y as in the statement. We
may suppose that there is a finite set F ⊆ G such that F is the defining
window for X and ϕ is determined by a finite map f : XF → B. Set
NX := N F

X and for Z ∈ NX set

Φ(Z) := ϕ[Z].

Since each Z ∈ NX is a subshift of X and ϕ : X → Y , clearly Φ(Z) is
isomorphic to Z for each such Z. Thus it remains to show thatNY := Φ[NX ]
is an open neighborhood of Y . Clearly, it contains Y , so we show that NY
is open. Recall that XF induces a clopen partition

P := {Cp(X) : p ∈ XF }
of X. Set P ′ := ϕ(P) = {ϕ[Cp(X)] : p ∈ XF }, which is a clopen partition of
Y . It follows that NY consists of those subshifts of Y that have non-empty
intersection with each element of P ′. In order to show that this defines an
open set we pick Z ∈ NY and show that there is a finite set E ⊆ G such
that NE

Z ⊆ NY . Since each clopen set in Y is a finite union of basic clopen
sets, there exists a finite set E ⊆ G such that the partition

P ′′ := {Cp(Y ) : p ∈ YE},
is a refinement of P ′.

We claim that E is the desired set so that NE
Z ⊆ NY . Indeed, pick

V ∈ NE
Z , so by definition ZE = VE . Since Z ∈ NY , for every P ∈ P ′ there

is at least one p ∈ YE such that p ∈ ZE and Cp(Y ) ⊆ P . Since VE = ZE ,
V ∩Cp(Y ) ̸= ∅, so V ∩P ̸= ∅. Since P ∈ P ′ was arbitrary, we are done. □

Lemma 4.5. Let G be a countable group, F ⊆ G be a finite subset A be a
non-trivial finite set, and X ⊆ AG a subshift of finite type whose defining
window is contained in F . Then there are a non-trivial finite set B, a



STRONG TOPOLOGICAL ROKHLIN PROPERTY 35

subshift of finite type Y ⊆ BG, and an isomorphism ϕ : X → Y that induces

a bijection Φ between the open neighborhoods NF
X and N {1G}

Y so that for

every X ′ ∈ NF
X , X ′ and Φ(X ′) are isomorphic.

Proof. Fix G, F , A, and X as in the statement. We may suppose that
1G ∈ F . Set B := XF . Then by Lemma 2.14, the identity map f : XF → B
induces a map ϕ : X → BG which is an isomorphism between X and its
image ϕ[X] ⊆ BG which we denote by Y . By the proof of the preceding
Lemma 2.13, ϕ induces a bijection Φ between the neighborhood NF

X and
the neighborhood NY of Y of the form {ϕ[X ′] : X ′ ∈ NF

X }, which is easily

checked to be equal to N {1G}
Y . □

Definition 4.6. Let G and H be countable groups, A be a non-trivial finite
set, and X ⊆ AG, Y ⊆ AH subshifts. The free product X ∗ Y of X and Y is
a subshift of AG∗H defined as

{x ∈ AG∗H : ∀g ∈ G ∗H (gx ↾ G ∈ X ∧ gx ↾ H ∈ Y )}.
Equivalently, if PX , resp. PY are the set of forbidden patterns of X, resp.
of Y , then X ∗ Y is defined as a subshift of AG∗H whose set of forbidden
patterns is PX ∪ PY .

In particular, if X and Y are subshifts of finite type, then so is X ∗ Y .

Lemma 4.7. Let G and H be countable groups, A be a non-trivial finite
set, and X ⊆ AG∗H be a subshift of finite type. Then X is isomorphic to a
free product V ∗W , where V ⊆ AG and W ⊆ AH are subshifts of finite type.

Proof. Fix G H, A, and X as in the statement. By Proposition 2.16 we may
assume that there are finite sets SG ⊆ G and SH ⊆ H so that for x ∈ AG∗H

we have x ∈ X if and only if for every g ∈ G ∗H and for each s ∈ SG ∪ SH
gx ↾ {1, s} is an allowed pattern.

The set of allowed patterns defined on the subsets {1, s}, where s ∈ SG,
resp. s ∈ SH , will be denoted by PG, resp. by PH .

We define V ⊆ AG to be the subshift of finite type, where for x ∈ AG we
have x ∈ V if and only if for every g ∈ G and s ∈ SG

gx ↾ {1, s} ∈ PG.
We define a subshift W ⊆ AH of finite type analogously, with SH and PH
instead of SG and PG.

We leave to the reader the straightforward verification that X = V ∗
W . □

Definition 4.8. Let G and H be countable groups and let A,B,C be non-
trivial finite sets. Let ϕ0 : B → A and ψ0 : C → A be maps and denote
by B ×ϕ,ψ C the restricted direct product {(b, c) ∈ B × C : ϕ0(b) = ψ0(c)}.
Denote also by pB, resp. pC the projection from B × C on the first, resp.
the second coordinate, and by PB, resp. PC the corresponding induced
maps from (B × C)G onto BG, resp. from (B × C)H onto CH . Suppose
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that X ⊆ BG and Y ⊆ CH are subshifts. Then the restricted free product
X ∗ϕ,ψ Y of X and Y with respect to the maps ϕ0 and ψ0 is a subshift of

(B ×ϕ,ψ C)G∗H defined as

{x ∈ (B ×ϕ,ψ C)G∗H : ∀g ∈ G ∗H
(
PB(gx ↾ G) ∈ X ∧ PC(gx ↾ H) ∈ Y

)
}.

Lemma 4.9. Let G and H be countable groups and let A,B,C be non-trivial
finite sets. Let ϕ0 : B → A and ψ0 : C → A be maps which induce maps
ϕ : BG → AG, resp. ψ : CH → AH . Suppose that X ⊆ AG and X ′ ⊆ BG,
resp. Y ⊆ AH and Y ′ ⊆ CH are subshifts such that ϕ, resp. ψ induces an
isomorphism between X ′ and X, resp. between Y ′ and Y . Then the map
(ϕ0, ψ0) : B ×ϕ,ψ C → A induces an isomorphism between X ′ ∗ϕ,ψ Y ′ and
X ∗ Y .

Proof. Fix the notation as in the statement. The canonical map (ϕ0, ψ0) :
B×ϕ,ψ C → A induces a map η : (B×ϕ,ψ C)G∗H → AG∗H . We need to show
that η[X ′ ∗ϕ,ψ Y ′] = X ∗ Y and η ↾ X ′ ∗ϕ,ψ Y ′ is one-to-one.

First we check that η[X ′ ∗ϕ,ψ Y ′] ⊆ X ∗ Y . Pick x ∈ X ′ ∗ϕ,ψ Y ′ and let
us show that η(x) ∈ X ∗ Y . We need to verify that for every g ∈ G ∗H we
have η(gx) ↾ G ∈ X and η(gx) ↾ H ∈ Y . Fix g ∈ G ∗H. By definition, we
have PB(gx ↾ G) ∈ X ′ and PC(gx ↾ H) ∈ Y ′. Notice however that we have

η(gx) ↾ G = ϕ
(
PB(gx ↾ G)

)
∈ ϕ[X ′] = X.

The case of η(gx) ↾ H is analogous.
Next we show injectivity and surjectivity of the map η : X ′ ∗ϕ,ψ Y ′ →

X ∗ Y . Let us start with the injectivity. Pick x ̸= y ∈ X ′ ∗ϕ,ψ Y ′. Without
loss of generality we can assume that x(1) ̸= y(1). It follows that either
PB(x ↾ G) ̸= PB(y ↾ G) or PC(x ↾ H) ̸= PC(x ↾ H). Assume the former,
the latter is treated analogously. Then

η(x) ↾ G = ϕ
(
PB(x ↾ G)

)
̸= ϕ

(
PB(y ↾ G)

)
= η(y) ↾ G,

since ϕ is injective. However, the inequality η(x) ↾ G ̸= η(y) ↾ G implies the
inequality η(x) ̸= η(y).

Finally, we show the surjectivity. First we notice that since ϕ and ψ
are isomorphisms, the maps ϕ−1 : X → X ′, resp. ψ−1 : Y → Y ′ are also
isomorphisms induced, by the Curtis-Hedlund-Lyndon theorem, by some
finite maps fX : XF → B, resp. fY : YE → C, where F ⊆ G and E ⊆ H
are finite sets. Let y ∈ X ∗ Y . Let us define x ∈ X ′ ∗ϕ,ψ Y ′ as follows. For
g ∈ G ∗H we set x(g) := (b, c), where

b := fX(gy ↾ F ), c := fY (gy ↾ E).

Since ϕ0
(
fX(gy ↾ F )

)
= y(g) = ψ0

(
fY (gy ↾ E)

)
, we have that (b, c) ∈

B ×ϕ,ψ C. In order to check that x ∈ X ′ ∗ϕ,ψ Y ′ we need to verify that for
every g ∈ G ∗ H we have PB(gx ↾ G) ∈ X ′ and PC(gx ↾ H) ∈ Y ′. We
verify the former, the latter is analogous, and without loss of generality, we
assume that g = 1. However, then

PB(x ↾ G) = ϕ−1(y ↾ G) ∈ ϕ−1[X] = X ′.



STRONG TOPOLOGICAL ROKHLIN PROPERTY 37

It remains to check that η(x) = y, which is straightforward and left to the
reader. □

Definition 4.10. Let G be a countable group, A and B be non-trivial
finite sets, and let X ⊆ AG and Y ⊆ BG be subshifts. Say that a continuous
G-equivariant map ϕ : Y → X is basic if it is induced by a finite map
ϕ0 : B → A.

Proposition 4.11. Let G and H be countable groups of the form allowed in
Definition 4.1. Let A be a non-trivial finite set and X ⊆ AG, resp. Y ⊆ AH
subshifts of finite type. Suppose that for every open neighborhood NX of
X in SG(A), resp. NY of Y in SG(A) there is a subshift X ′ ∈ NX , resp.
Y ′ ∈ NY isomorphic via a basic isomorphism to a subshift produced by a
coloring automaton. Then the same holds true for every open neighborhood
of the free product X ∗ Y .

Proof. Fix G, H, A, and X and Y as in the statement. Let N be an open
neighborhood of X ∗Y . Applying Lemma 4.5, without loss of generality, we

may assume that N = N {1}
X∗Y , i.e. for Z ⊆ AG∗H we have Z ∈ N if and only

if Z is fully colored, i.e. for every a ∈ A there is z ∈ Z with z(1) = a. By
the assumption there are X ′ ⊆ X and Y ′ ⊆ Y that are fully colored, i.e. for
every a ∈ A there are x ∈ X ′, resp. y ∈ Y ′ satisfying x(1) = a = y(1), and
moreover X ′ and Y ′ are isomorphic to subshifts X ′′ ⊆ BG, resp. Y ′′ ⊆ CH ,
for some non-trivial finite sets B and C that are produced by some coloring
automata ΩX and ΩY defined on finite symmetric generating sets SX ⊆ G
and SY ⊆ H. Moreover, the isomorphisms ϕ : X ′′ → X ′, resp. ψ : Y ′′ → Y ′

are basic, i,e. induced by finite (surjective) maps ϕ0 : B → A, resp. ψ0 :
C → A.

We define a new coloring automaton on G ∗ H with the set of colors
B ×ϕ,ψ C and with respect to the finite symmetric generating set S :=
SX ∪ SY . For (b, c) ∈ B ×ϕ,ψ C and s ∈ S we set

Ω(s, (b, c)) :=

{
(ΩX(s, b), c

′) if s ∈ SX so that (ΩX(s, b), c
′) ∈ B ×ϕ,ψ C;

(b′,ΩY (s, c)) if s ∈ SY so that (b′,ΩY (s, c)) ∈ B ×ϕ,ψ C.

In other words, if s belongs to, say, SX , Ω(s, (b, c)) is (b′, c′), where b′ is
produced by the automaton ΩX and c′ is arbitrary so that (b′, c′) ∈ B×ϕ,ψC.

Denote by Z ⊆ (B ×ϕ,ψ C)G∗H the subshift produced by the coloring
automaton Ω. Clearly we have Z ⊆ X ′′ ∗ϕ,ψ Y ′′. By Lemma 4.9, we have an
isomorphism η : X ′′ ∗ϕ,ψ Y ′′ → X ′ ∗ Y ′. Therefore Z ′ := η[Z] ⊆ X ′ ∗ Y ′ ⊆
X ∗Y . Since Z is fully colored, i.e. for every (b, c) ∈ B×ϕ,ψC there is z ∈ Z
such that z(1) = (b, c), also Z ′ is fully colored. Therefore Z ∈ N . □

Corollary 4.12. Let G and H be countable groups such that for each F ∈
{G,H} and every non-trivial finite set A the set of those subshifts that are
isomorphic to subshifts produced by coloring automata is dense in SF (A).
Then the same is true for F = G ∗H and any non-trivial finite set A.
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In particular, the set of strongly projectively isolated subshifts is dense in
SF (A), for every non-trivial finite set A, and F has the strong topological
Rokhlin property.

Proof. Fix the groups G and H and a non-trivial finite set A. Let N ⊆
SG∗H(A) be an open neighborhood. By Lemma 2.13, we may suppose that
N is an open neighborhood of some subshift of finite type X, and applying
further Lemmas 4.7 and 4.4 we may assume that X is a free product of
subshifts of finite type defined overG andH respectively. Then we just apply
Proposition 4.11. The ‘in particular’ part follows then from Theorems 4.3
and 3.1. □

We have already remarked that in [46, Theorem 3.6] they prove that
isolated subshifts are dense in SZ(n), for n ≥ 2. In fact, they prove that
subshifts that are isomorphic to subshifts of finite type given by Rouzy
graphs with no middle cycles property are isolated and dense. Here a Rouzy
graph (V,E) (in our previous notation from Definition 2.15, an {1}-Rouzy
graph) has no middle cycles property if it has no cycle that has both incoming
and outgoing edge from outside of the cycle - we refer to [46, Definition 3.1
and Lemma 3.3] for more details.

Theorem 4.13. Let (Gi)i≤n be a finite sequence of groups where each of
them is either finite or cyclic. Then ⋆i≤nGi has the strong topological
Rokhlin property.

In fact, the set of strongly projectively isolated subshifts is dense in the
spaces of subshifts over ⋆i≤nGi.

Proof. In order to apply Corollary 4.12 it suffices to show that for any group
G that is either finite or infinite cyclic and every non-trivial finite set A the
set of those subshifts produced by coloring automata is dense in SG(A).
Case 1. G is finite. Fix a non-trivial finite set A and a subshift X ⊆ AG.
Set B := XG and define a subshift Y ⊆ BG isomorphic to X via a map
ϕ : Y → X which induced by the map ϕ0 : B = XG → A defined by p ∈
XG → p(1G). Now we define an automaton Ω with respect to S = G \ {1G}
and B as the set of colors as follows. For b ∈ B = XG and g ∈ G \ {1G} we
set

Ω(g, b) := g−1b.

It is straighforward that the subshift produced by Ω is equal to Y .

Case 2. G is infinite cyclic.
Since G is isomorphic to Z, we shall use the additive notation for group

operations. We fix a non-trivial finite set A and a subshift of finite type
X ⊆ AZ and some nighborhood N od X. By [46, Theorem 3.6], N contains
an NMC (no middle cycle) subshift Y , where Y has NMC if there exists
n ∈ N such that the Rouzy graph on Y[0,n] (i.e. the graph where Y[0,n] is
the set of vertices and the set of edges is defined in the obvious way as in
Proposition 2.16) has no middle cycles property. By increasing n we may
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moreover assume that the graph, which we shall denote (V,E), has no vertex
that has both more than one incoming edges and more than one outgoing
edges. We let P : V → {0, 1} to be the characteristic function of the set of
those vertices of V that belong to a simple cycle.

We shall now define the automaton as follows, with respect to S = {−1, 1}
and V as the set of colors. Pick v ∈ V . We define

Ω(1, v) :=

{
w if P (v) = 0 and w is arbitrary such that (v, w) ∈ E;

w if P (v) = 1, P (w) = 1 and (v, w) ∈ E.

In words, we set Ω(1, v) to be the unique successor of v on a simple cycle
provided that v lies on a simple cycle, otherwise we set Ω(1, v) to be an
arbitrary successor ov v in the graph. We define Ω(−1, v) symmetrically.

It is clear that the subshift generated by Ω is a subshift Y ′ of Y Z
[0,n] iso-

morphic to Y via a map ϕ : Y ′ → Y induced by ϕ0 : Y[0,n] → A defined by
p ∈ Y[0,n] → p(0). □

5. Groups without the strong topological Rokhlin property

In this section we initiate the production of negative examples, i.e. we
find many new examples of groups without the strong topological Rokhlin
property. We prove here Theorem C. We start with one more characteriza-
tion of the strong topological Rokhlin property that is useful especially for
proving the negative results.

When X is a subshift and A is a collection of closed subsets of X, not
necessarily a partition, i.e. the sets need not be disjoint and cover X, we
say that X is A-minimal if there is no non-empty proper subshift Y ⊆ X
that intersects every element from A.

Theorem 5.1. A countable group G has the strong topological Rokhlin
property if and only if for every non-trivial finite set A, any sofic subshift
X ⊆ AG, which is a factor of a subshift of finite type Z ⊆ BG, for some
non-trivial finite B, via a factor map ϕ : Z → X, and any open neighborhood
N of X in SG(A), there are

• a sofic subshift Y ⊆ Z satisfying ϕ[Y ] ∈ N ,
• a subshift of finite type V ⊆ CG, for some non-trivial finite set C,
factoring on Y via some ψ : V → Y ,
• and a clopen partition P of V such that ϕ[Y ] is A-minimal, where
A = ϕ ◦ ψ(P).

Proof. Fix a countable group G.

Suppose first that there are a non-trivial finite set A, a sofic subshift
X ⊆ AG, which is a factor of a subshift of finite type Z ⊆ BG, for some
non-trivial finite B, via a factor map ϕ : Z → X, and an open neighborhood
N of X in SG(A) such that no sofic subshift Y ⊆ Z satisfying ϕ[Y ] ∈ N is
A-minimal for any A := ϕ ◦ψ[P], where V ⊆ CG, for some non-trivial finite
set C, factors onto Y via ψ : V → Y and P is a clopen partition of V .
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The open neighborhood of X is without loss of generality of the form NF
X

for some finite set F ⊆ G. Each pattern p ∈ XF determines a basic clopen
set Cp ⊆ X so that R := {Cp : p ∈ XF } is a clopen partition of X. The
preimage of R via ϕ is a clopen partition P ′ of Z. We may refine P ′ to
a clopen partition P ′′ that consists of basic clopen sets Cp(Z) indexed by
patterns p ∈ ZE , where E ⊆ G is a finite set, and so that for every Z ′ ∈ NE

Z
we have that Z ′ ⊆ Z - the latter claim by Lemma 2.13. We now claim
that NE

Z contains no projectively isolated subshift. If we show it, applying
Proposition 3.2, we get that G does not have the strong topological Rokhlin
property.

Suppose on the contrary that Z ′ ∈ NE
Z is projectively isolated. In par-

ticular, it is a sofic subshift of Z. Let V ⊆ CG be a subshift, for some
finite non-trivial set C, such that there are an open neighborhood N of V
in SG(C) and a map ψ defined on every subshift from N so that for every
V ′ ∈ N we have ψ[V ′] = Z ′. We may suppose that V is of finite type and
that N = N J

V , for some finite set J ⊆ G, so that for every V ′ ∈ N J
V we have

V ′ ⊆ V , again by applying Lemma 2.13. Set

Y := ϕ ◦ ψ[V ].

Since ψ[V ] = Z ′ ∈ NE
Z we get ψ[V ] ⊆ Z, and thus Y = ϕ[Z ′] ⊆ ϕ[Z] = X.

Second, since ψ[V ] ∈ NE
Z we get that ψ[V ] intersects every clopen subset

from P ′, and thus Y = ϕ ◦ ψ[V ] intersects every clopen subset of R, so
Y ∈ NF

X . Set now

A := {ϕ ◦ ψ
(
Cp(V )

)
: p ∈ VJ}.

We have Y =
⋃
A and by the assumption, Y is not A-minimal. Therefore

there is a proper subshift Y ′ ⊆ Y that non-trivially intersects every set from
A. However then

V ′ := (ϕ ◦ ψ)−1(Y ′)

is a proper subshift of V that non-trivially intersects every set Cp(V ), for
p ∈ VJ . In other words, V ′ ∈ N J

V . But then by the assumption on the
projective isolation of Z ′ we get ψ[V ′] = Z ′. Therefore

Y ′ = ϕ ◦ ψ[V ′] = ϕ[Z ′] = ϕ ◦ ψ[V ] = Y,

which is a contradiction as the inclusion Y ′ ⊆ Y is strict.

Now we prove the converse. Using Theorem 3.1, it suffices to show that
projectively isolated subshifts are dense in SG(A), for any non-trivial finite
set A. Fix such A and an open set N ⊆ SG(A). We may suppose that N is
of the form NF

X , where X ⊆ AG is a subshift of finite type, F ⊆ G is a finite
set, and moreover for every X ′ ∈ NF

X we have X ′ ⊆ X. Now we use the
assumption. Notice that since X is of finite type, we have Z = X and ϕ = id
in the notation of the statement. By the assumption, there is a sofic subshift
Y ∈ N F

X that is A-minimal, where A is an image of a clopen partition P
of some subshift of finite type V ⊆ CG, for some non-trivial finite set C,
that factors onto Y . We claim that Y is projectively isolated. Denote by ψ
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the factor map from V onto Y . We may refine the clopen partition P to a
clopen partition

P ′ := {Cp(V ) : p ∈ VE},
where E ⊆ G is a finite set. We can assume that E is big enough so that
for every V ′ ∈ NE

V we have V ′ ⊆ V . The image of P ′ is a family of closed
sets A′ that refines A, i.e. for every R′ ∈ A′ there is R ∈ A such that
R′ ⊆ R. It is clear that since Y is A-minimal it is also A′-minimal. In order
to show that Y is projectively isolated it is enough to show that for every
V ′ ∈ NE

V we have ϕ[V ′] = Y . Pick V ′ ∈ NE
V . First of all notice that since

V ′ ⊆ V , ψ is indeed defined on V ′. Second, since V ′ ∈ NE
V , by definition

V ′ ∩ Cp(V ) ̸= ∅ for every p ∈ VE . Thus ϕ[V ′] ∩ ϕ[Cp(V )] ̸= ∅, for every
p ∈ VE , so V ′ intersects non-trivially every element of A′. However, since Y
is A′-minimal, it follows that ϕ[V ′] = Y . □

5.1. Finitely generated groups without the STRP. We start with re-
sults that concern finitely generated groups. As we shall see it is much
harder to disprove the strong topological Rokhlin property for finitely gen-
erated groups.

Theorem 5.2. Let G be a countable group. Suppose that for some non-
trivial finite set A there is a sofic subshit X ⊆ AG, being a factor of a
subshift of finite type Z ⊆ BG, for some non-trivial finite set B, via a map
ϕ : Z → X, such that for every effective subshift Y ⊆ Z, ϕ[Y ] is a disjoint
union of infinitely many proper subshifts.

Suppose also that there is a short exact sequence of groups

1→ N → H → G→ 1,

where H is finitely generated and recursively presented, and N is finitely
generated. Then H, and in particular also G, does not have the strong
topological Rokhlin property.

Proof. Fix the groups G, N , and H, the non-trivial finite sets A and B,
and the subshifts X ⊆ AG, Z ⊆ BG, and the factor map ϕ : Z → X
- as in the statement. Notice first that since H is finitely generated and
recursively presented, and N is finitely generated, it follows that G is also
finitely generated and recursively presented, so the use of effective subshifts
over G is in accordance with Definition 2.29.

Let V ⊆ AH be the subshift

{v ∈ AH : ∀g ∈ H ∀h ∈ N
(
v(g) = v(gh)

)
},

and W ⊆ BH be the subshift

{w ∈ BH : ∀g ∈ H ∀h ∈ N
(
w(g) = w(gh)

)
}.

Clearly, there are a 1-1 correspondence

Y ⊆ AG → Y ′ ⊆ V
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between subshifts of AG and subshifts of V , and a 1-1 correspondence

Y ⊆ BH → Y ′ ⊆W.

Let therefore X ′ ⊆ V be the subshift of V , and so of AH , that corresponds
to X, and let Z ′ ⊆W be the subshift of W , and so of BH , that corresponds
to Z. Assuming without loss of generality, by applying Lemma 2.8, that
ϕ : Z → X is induced by a finite map f : B → A, the same map f also
induces a factor map ϕ′ : Z ′ → X ′. We claim that Z ′ is of finite type. To
see this, let S ⊆ N be a finite symmetric generating set of N . Let F be
the finite set of forbidden patterns for Z. We may suppose that they are all
defined on a finite set T ⊆ G. For each t ∈ T choose one t′ ∈ H such that
Q(t′) = t, where Q : H → G is the quotient map. For each pattern p ∈ P
define a patter p′ : T ′ → A by

p′(t′) = p(t) for t′ ∈ T ′,

and denote by F ′ the set of such patterns. Moreover, for every s ∈ S and
a ̸= b ∈ A define a pattern ps,a,b : {1, s} → A by

ps,a,b(1) = a and ps,a,b(s) = b,

and denote by F ′′ the set of patterns {ps,a,b : s ∈ S, a ̸= b ∈ A}. It is
now straightforward to verify and left to the reader that the set F ′ ∪ F ′′ of
forbidden patterns defines the subshift Z ′. It also follows that X ′ as a factor
of Z ′ is sofic. Now we show that for no sofic subshift Y ′ ⊆ Z ′, ϕ′[Y ′] is ϕ′[A]-
minimal for A being an image of clopen partition of some subshift of finite
type factoring onto Y ′. Once this claim is shown, we apply Theorem 5.1 to
conclude that H does not have the strong topological Rokhlin property.

Let us therefore prove the claim. Suppose on the contrary that Y ′ ⊆ Z ′

is a sofic subshift which is a factor of a subshift of finite type V ⊆ CH ,
for some non-trivial finite set C, via some ψ : V → Y ′, and that there is
a clopen partition P of V such that for A := ψ[P] we have that ϕ′[Y ′] is
ϕ′[A]-minimal. As in the proof of Theorem 5.1, we may suppose that P
is of the form {Cp(V ) : p ∈ VF }, for some finite set F ⊆ H, and moreover
for every V ′ ∈ NF

V we have V ′ ⊆ V . Suppose that Y , the subshift of Z
corresponding to Y ′, is effective. We show how to finish the proof then.
For each D′ ∈ ϕ′[A], which is a closed subset of ϕ′[Y ′], denote by D the
corresponding closed subset of ϕ[Y ].

Since by the assumption ϕ[Y ] is a disjoint union of infinitely many proper
subshifts, for each D corresponding to D′ ∈ ϕ′[A] we can find a proper
subshift YD ⊆ ϕ[Y ] with YD ∩D ̸= ∅, and moreover that for D1 ̸= D2 where
D′

1 ̸= D′
2 ∈ ϕ′[A] either YD1 = YD2 or YD1∩YD2 = ∅. Also by the assumption

there is a proper subshift Y0 ⊆ ϕ[Y ] such that Y0 ∩
⋃
D′∈ϕ′[A] YD = ∅. It

follows that

W :=
⋃

D′∈ϕ′[A]

YD
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is a proper subshift of ϕ[Y ] that intersects non-trivially every set D corre-
sponding to D′ ∈ ϕ′[A]. Thus the corresponding W ′ ⊆ ϕ′[Y ′] is a proper
subshift of ϕ[Y ′] that intersects non-trivially every set from ϕ′[A], thus ϕ′[Y ]
is not ϕ′[A]-minimal, a contradiction.

So it remains to show that Y is effective. Notice however that Y ′ is sofic,
thus effective, so we finish by the application of Lemma 2.31. □

Corollary 5.3. No infinite finitely generated nilpotent group that is not
virtually cyclic has the strong topological Rokhlin property.

Proof. Let H be a finitely generated nilpotent group that is not virtually
cyclic. Then H has Z2 as a quotient and both H and Z2 are finitely pre-
sented. In particular, they are finitely generated and recursively presented,
and moreover the kernel of the quotient map from H onto Z2 is finitely
generated. So in order to apply Theorem 5.2 it is enough to show that Z2

satisfies the conditions imposed on G in the statement of the theorem. This

follows from the results in [33]. The desired sofic subshift X ⊆ AZ2
is the

subshift Z from [33, Theorem 5.3]. Notice that by the construction X is a
disjoint union of minimal subshifts. Let Z be a subshift of finite type factor-
ing on X via some factor map ϕ. To show that for every effective subshift
Y ⊆ Z, ϕ[Y ] ⊆ X is a disjoint union of infinitely many subshifts, notice
first that ϕ[Y ] is then itself effective. So by [33, Lemma 5.5] each minimal
subsystem of ϕ[Y ] is an accumulation point of other minimal subsystems of
ϕ[Y ]. This finishes the proof. □

We now need few notations. First, if H ≤ G are a group and a subgroup,
A is a non-trivial finite set, and X ⊆ AG is a subshift, the H-projective
subdynamics of X is the subshift

{x ↾ H : x ∈ X} ⊆ AH .
Moreover, we say that an element x ∈ AG is Toeplitz if for every g ∈ G

the set
{g−1h : x(h) = x(g)} ⊆ G

is a finite-index subgroup. We refer the reader to [39] for details on Toeplitz
elements in subshifts over general countable groups.

Recall also that a group is indicable if it admits an epimorphism onto Z.
We shall also need the notion of (a non-trivial) Medvedev degree (see

[33, Section 3.2]). Let X ⊆ 2N be a set. We say that it is effective if its
complement is a recursive set of cylinders (cf. with Defintion 2.29). We
say that an effective set X ⊆ 2N has non-trivial Medvedev degree if there
is no computable function computing an element of X. Let X,Y ⊆ 2N be
effective sets. If there is a computable function from X into Y and Y has
non-trivial Medvedev degree, then clearly so does X.

In the following result we use the simulation theorem of Barbieri from [5]
where we ‘simulate’ certain effective subshifts as projective subdynamics of
sofic subshifts
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Theorem 5.4. Let G be a finitely generated recursively presented indicable
group. Let H1, H2 be finitely generated recursively presented groups. Then
G×H1 ×H2 does not have the strong topological Rokhlin property.

Proof. Fix G, and H1 and H2 as in the statement. Fix also an epimorphism
f : G ↠ Z. We show that G × H1 × H1 satisfies the requirement on the
group G from the statement of Theorem 5.2. The conclusion will then follow
by Theorem 5.2.

Let g ∈ G be an arbitrary element satisfying f(g) = 1 ∈ Z. Notice that
G splits as a semi-direct product ⟨g⟩ ⋉ K, where K ⊆ G is the kernel of
the epimorphism f and ⟨g⟩ is infinite cyclic. We also fix a finite symmetric
generating set S of G containing g. We now follow Hochman’s argument
from [33, Section 5.2] to code effectively closed subsets of 2N by effectively
closed subshifts of 3G. We also correct a mistake that appeared in that cod-
ing in [33, Section 5.2] (notice that the map defined there cannot distinguish
between the elements 10000 . . . and 01111 . . .). Let ω ∈ 2N, where again 2
is here identified with the two-element set {1, 2}. We define zω ∈ 3G as
follows. We choose an arithmetic progression A1 ⊆ Z of period 3 passing
through 0 and we set zω(g

i) = ω(1) for i ∈ A1. We also set zω(g
i) = 3 for

i ∈ 1 + A1 := {j + 1: j ∈ A1}. Next let A2 be an arithmetic progression
of period 9 passing through 2 and we set zω(g

i) = ω(2) for i ∈ A2 and
zω(g

j) = 3 for j ∈ 3 + A2. Next we take an arithmetic progression A3 of
period 27 passing through 8 and set zω(g

i) = ω(3) for i ∈ A3, etc. Finally,
we set zω(h) = zω(g

i) if and only if h = gik, where k ∈ K.
Clearly, zω is a Toeplitz configuration, so

Zω := G · zω ⊆ 3G

is a minimal subshift by [39, Corollary 3.4]. Moreover, for every z ∈ Zω there
is an algorithm that computes ω with z as an input. Indeed, zω is invariant
under the shift by the subgroup K, therefore so is z, and the algorithm only
reads the data from z ↾ {gi : i ∈ Z}. The element ω can then be recovered
as in [5, Section 3.1].

Moreover, if Ω ⊆ 2N is an effectively closed subset, defining

Z :=
⋃
ω∈Ω

Zω,

we claim that

• the Medvedev degree of Z is at least that of Ω; in particular, if Ω
has non-trivial Medvedev degree, then so does Z;
• Z is an effectively closed subshift of 3G.

The argument from the paragraphs above show that Ω is computable from
Z, so the Medvedev degree is at least the Medvedev degree of Ω and if Ω
has non-trivial Medvedev degree, so does Z.

We clearly have that Z is closed under the shift action of G, so we need
to show it is effective, i.e. we need to show that there is an algorithm that
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given a finite pattern p ∈ 3F , for some finite F ⊆ G, decides whether it
is forbidden in Z. Given such a pattern p ∈ 3F , the algorithm first checks
whether p is invariant under f , i.e. whether for h ̸= h′ ∈ F such that
f(h) = f(h′) we have p(h) = p(h′). This is verifiable by an algorithm and
if p is not f -invariant, then the algorithm considers p to be forbidden. If
on the other hand p is f -invariant, the algorithm decides whether p is a
fragment of a coding of some ω ∈ 2N into zω. If not, then p is considered as
forbidden. If yes, then the algorithm appeals to the algorithm computing
that Ω is effectively closed to semi-decide whether p is forbidden.

Now let Z ′ ⊆ Z be an effectively closed subshift. We claim that it is a
disjoint union of infinitely many proper subshifts. Since Z is a disjoint union
of minimal subshifts, so is Z ′. Therefore we just need to show that Z ′ is
a union of infinitely many of them. This however follows from [33, Lemma
5.4] - notice it was proved there for G = Zd, but it works generally.

Now we apply [5, Theorem 4.2] with G, H1, H2, and the effectively closed
subshift Z ⊆ 3G to obtain a sofic subshift Y ⊆ BG×H1×H2 , for some non-
trivial finite set B, such that the restriction of the shift action of G to Y
is conjugate to X and the G-projective subdynamics of Y is equal to Z,
and H1 ×H2 acts trivially. Since Y is sofic, let X ⊆ DG×H1×H2 , for some
non-trivial finite set D, be a subshift of finite type that factors via some
ϕ : X ↠ Y onto Y . In order to finish the proof, we need to show that for
every effective subshift X ′ ⊆ X, ϕ[X ′] ⊆ Y is a disjoint union of infinitely
many proper subshifts. LetX ′ ⊆ X be effective. Then since symbolic factors
of effective subshifts are effective, ϕ[X ′] ⊆ Y is effective as well. Since G-
projective subdynamics is Z, subshifts of Y are in 1−1 correspondence with
subshifts of Z, so ϕ[X ′] corresponds to an effective subshift of Z which is
by the argument above a disjoint union of infinitely many disjoint minimal
subshifts. □

5.2. STRP for groups that are not finitely generated. In this sec-
tion we investigate the strong topological Rokhlin property for groups that
are not finitely generated. We have already mentioned that Kechris and
Rosendal noticed in [35] that the free group on countably infnitely many
generators does not have the strong topological Rokhlin property. It is
plausible, although we cannot prove it at the moment, that finite generation
is a necessary condition for having the strong topological Rokhlin property.
One however cannot immediately dismiss the idea that a non-finitely gen-
erated group with the STRP could exist. Interesting recent observations of
Barbieri [6] point out that the problem of existence of a strongly aperiodic
subshift of finite type for groups that are not finitely generated also looks
impossible on the first sight, however he shows that the ‘first sight’ is wrong
in this case.

Our most general result is the following.
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Theorem 5.5. Let G be a countable group. If for every finitely generated
subgroup H ≤ G there exists g ∈ G\H such that one of the conditions below
holds:

(1) g centralizes H, i.e. gh = hg for all h ∈ H;
(2) The subgroup ⟨g,H⟩ is equal to the free product ⟨g⟩ ∗H;

then G does not have the strong topological Rokhlin property.

Proof. We shall show something much stronger. We show that for such G
and for any finite A with at least two elements, the only projectively isolated
subshifts in SG(A) are the singletons, i.e. the monochromatic configurations.
An application of Proposition 3.2 then immediately gives that G does not
have the strong topological Rokhlin property.

Fix G and A. Assume that X ⊆ AG is a projectively isolated subshift
which is witnessed by some subshift of finite type Y ⊆ BG, for some finite
alphabet B, some open neighborhood N of Y and a factor map ϕ defined on
every Z ∈ N so that ϕ[Z] = X. Applying Lemma 2.27 and Proposition 2.16
we may and will without loss of generality suppose that

• ϕ is induced by a finite map ϕ0 : B → A;
• N is of the form NF

Y for some finite F and Y is of the form XVF
for

some F -Rouzy graph VF = (V, (Ef )f∈F ). In particular, B = V .

Let H := ⟨F ⟩ ≤ G be the subgroup of G generated by F . By our as-
sumption, there exists g ∈ G \H such that either g centralizes H or has no
relations with H, i.e. ⟨g,H⟩ is equal to the free product ⟨g⟩ ∗H.

Let us at first assume the latter. We define a new F ′-Rouzy graph V ′F ′ :=
(V, (E′

f )f∈F ′), where

• F ′ := F ∪ {g};
• E′

f = Ef , for f ∈ F ;
• E′

g is {(v, v) : v ∈ V }, the directed graph on V consisting of all loops.

Set Z := XV ′
F ′
. It is immediate that Z ∈ N . We need to check that Z is

non-empty and that ϕ[Z] ̸= X.
Denote by H̄ the subgroup ⟨g,H⟩. Let p1 be the identity map on H and

let p2 : ⟨g⟩ :→ {1G} be the map sending g to the unit. Set

p := p1 ∗ p2 : H̄ → H.

Notice that every h ∈ H̄ can be uniquely written as a word h1h2 . . . hn,
where for i < n, hi ∈ H and hi+1 ∈ ⟨g⟩, or vice versa, and assuming for
concreteness that e.g. h1 ∈ H and hn ∈ ⟨g⟩ we have in that case

p(h1h2 . . . hn) = h1h3 . . . hn−1.

To check that Z is non-empty, pick any y ∈ Y . Let (gn)n∈N be an arbitrary
set of left coset representatives for H̄ in G. We define z ∈ BG as follows.
Any g ∈ G can be uniquely written as gn · h for some n ∈ N and h ∈ H̄ and
we set

z(g) := y(p(h)).
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We claim that z ∈ Y witnesses that Z is non-empty since z contains only
allowed patterns as defined by V ′F ′ . This needs to be checked only on the left
cosets of H̄ since the forbidden patterns are determined by a finite subset
of H̄. We check it for the coset H̄.

We need to check that for every h ∈ H̄ and f ∈ F ′, (z(h), z(hf)) is
allowed. We do it by induction on the length of h as a word h1h2 . . . hn,
where for i < n, hi ∈ H and hi+1 ∈ ⟨g⟩, or vice versa. Suppose first that
n = 1. Either h ∈ H, or h ∈ ⟨g⟩. In the former case, if moreover f ∈ F ⊆ H,
then (z(h), z(hf)) = (y(h), y(hf)), and if f = g, then z(h) = y(h) and
z(hf) = y(p(hf)) = y(h) = z(h)) which is again allowed. In the latter case,
i.e. h ∈ ⟨g⟩ we have z(h) = y(p(h)) = z(1G). If f ∈ H then arguing as
before we have (z(h), z(hf)) = (y(1G), y(f)) which is allowed, or if f = g we
have z(h) = z(hf) = y(1G) which is again allowed. The general induction
step is verified similarly and left to the reader.

Now we check that ϕ[Z] ⊊ X. Notice first that since for every z ∈ Z and
h ∈ G we have z(h) = z(hg) and since ϕ is induced by ϕ0 : B → A we get
ϕ(z)(h) = ϕ(z)(hg). Thus in order to show that ϕ[Z] ⊊ X it is enough to
find x ∈ X and h ∈ G such that x(h) ̸= x(hg).

Denote by (vn)n∈N some left coset representatives for H in G, where
v1 = 1G and v2 = g. For y ∈ BG we have y ∈ Y if and only if there exist
(zn)n∈N ⊆ Y such that for any n ∈ N

∀h ∈ H
(
y(vnh) = zn(h)

)
.

Find arbitrarily some (zn)n∈N ⊆ Y such that

ϕ0
(
z1(1G)

)
̸= ϕ0

(
z2(1G)

)
,

and define y ∈ BG so that for any n ∈ N
∀h ∈ H

(
y(vnh) = zn(h)

)
.

Then by above, we have y ∈ Y , however by definition

ϕ(y)(1G) = ϕ0
(
z1(1G)

)
̸= ϕ0

(
z2(1G)

)
= ϕ(y)(g).

Since ϕ(y) ∈ X, this is the desired contradiction.

Now we assume that there exists g ∈ G \ H that centralizes H. We
distinguish two cases.

(1) Either H̄ := ⟨g,H⟩ is equal to the direct product H × ⟨g⟩,
(2) or g is a root of a non-trivial element of H, i.e. there exist h ∈

H \{1G} and n ≥ 2 such that gn = h (where h must be in the center
of H).

In the first case, we can define Z to be XV ′
F ′
, where V ′F ′ is exactly the

same as above and we leave to the reader to verify that again Z ∈ N , Z is
non-empty, and ϕ[Z] ⊊ X.

So we now consider the case that there are h ∈ H \ {1G} and n ≥ 2
such that gn = h. We also assume that n is the minimal m ≥ 2 such that
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gm ∈ H. We then set Z ⊆ Y to be the subshift of finite type where for any
z ∈ BG, in order to be in Z, we require that (obviously) z ∈ Y and there
are no h ∈ G and 1 ≤ i < j < k ≤ n− 1 such that

z(hgi) ̸= z(hgj) ̸= z(hgk).

It is straightforward to check that Z ∈ N and ϕ[Z] ⊊ X, so we only show
that Z is non-empty. Pick any y ∈ Y and let (gm)m∈N be some set of left
coset representatives of H̄ = ⟨g,H⟩ in G. Then we define z ∈ AG by setting
for any m ∈ N, h ∈ H and i ≤ n− 1

z(gmhg
i) = y(h).

Clearly, z ∈ Y . Moreover, one can easily read off the definition that there
are no m ∈ N, h ∈ H and 1 ≤ i < j < k ≤ n − 1 such that z(gmhg

i) ̸=
z(gmhg

j) ̸= z(gmhg
k), thus z ∈ Z as desired. This finishes the proof. □

The following immediate corollary is another proof of the fact proved in
[35, 2nd remark on page 331].

Corollary 5.6. Let G be the free group on countably many generators. Then
G does not have the strong topological Rokhlin property.

The next result also immediately follows from Theorem 5.5. It is perhaps
not so surprising that the free abelian group on countably many generators
does not have the strong topological Rokhlin property since already Zd, for
d ≥ 2, does not have it, however we get that even ‘one-dimensional’ groups
such as Q do not have the strong topological Rokhlin property.

Corollary 5.7. Let G be a group that contains a center that is not finitely
generated. Then G does not have the strong topological Rokhlin property.
In particular, non-finitely generated abelian groups do not have the strong
topological Rokhlin property.

One of the possible candidates for a non-finitely generated group that
has the strong topological Rokhlin property could be the Hall universal
locally finite group. Recall that the Hall group is defined as the unique
countably infinite locally finite group which contains every finite group as
a subgroup and where any two finitely generated, i.e. finite, subgroups
are conjugated (see [29]). This group itself is generic, in a sense, in the
class of countable locally finite groups, so one might hope that this could
be the natural candidate for a non-finitely generated group with the strong
topological Rokhlin property.

Corollary 5.8. The Hall universal locally finite group does not have the
strong topological Rokhlin property.

Proof. We apply Theorem 5.5. Denote by G the Hall group and let H ≤
G be some finitely generated subgroup. We verify that condition (2) of
Theorem 5.5 is satisfied. Since G contains every finite group as a subgroup
the direct productH×Z2 embeds via some monomorphism ϕ into G. Denote
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by f ∈ Z2 the non-trivial element of order 2. Set H ′ := ϕ[H × {1}]. Since
H ′ ≤ G is isomorphic to H there exists g ∈ G such that gH ′g−1 = H. It
follows that gϕ

(
1, f)

)
g−1 is a non-trivial element commuting with H. This

finishes the proof. □

6. Dynamical properties of the generic actions

This section contains several other genericity results in Cantor dynamics
of group actions. Most of them are consequences of Theorem 3.1 and they
reduce to investigating properties of the single generic action. However, this
is not the case in general - see the results concerning entropy and shadowing
below. We also prove here Theorem D from Introduction.

6.1. Basic dynamics and entropy. We start with a simple proposition.

Proposition 6.1. For no countable group with the strong topological Rokhlin
property the generic action is transitive.

Proof. Let G be a group with the STRP and let α ∈ ActG(C) be the generic
action. Suppose it is transitive. By the proof of Theorem 3.1, α factors
onto every projectively isolated subshift over G. Setting X ⊆ 2G to be e.g.
the two element subshift consisting of the two fixed points, we see that X
is isolated and thus it is a factor of α. Factors of transitive systems are
transitive though, a contradiction. □

Our next focus is on topological entropy. Here we do not appeal to The-
orem 3.1 and follow and apply the results from [20].

Definition 6.2. Let G be a countable amenable group and let (Fn)n∈N be
a Følner sequence of strictly increasing finite subsets that cover G. Suppose
thatG acts continuously on a compact metrizable spaceX with a compatible
metric d. For a finite set F ⊆ G denote by dF the metric on X defined for
x, y ∈ X by

dF (x, y) := sup
g∈F

d(gx, gy).

The topological entropy htop(X,G) of the action is

sup
ε>0

hsep(ε),

where for ε > 0

hsep(ε) := lim sup
n→∞

1

|Fn|
log sep(dFn , ε),

and sep(dFn , ε) is the maximal size of an ε-separated subset ofX with respect
to the metric dFn .

If X ⊆ AG is a subshift then in fact we have

htop(X,G) = lim sup
n→∞

log |XFn |
|Fn|

.
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It is known that the value of entropy does not depend on the compatible
metric d. We refer to [36, Chapter 9.9] for more details on topological
entropy of general countable group actions.

Lemma 6.3. Let G be a countable amenable group acting on a zero-dimensional
compact metrizable space X so that the action is an inverse limit of sub-
shifts (Xn)n∈N. Then htop(X,G) = 0 if and only if for all n ∈ N we have
htop(Xn, G) = 0.

Proof. Fix G, the action of G on a space X, and the sequence (Xn)n∈N. The
left-to-right implication is clear since entropy cannot increase under taking
factors, see e.g. [36, Remark 10.16]. So suppose that htop(Xn, G) = 0 for
all n ∈ N and let us show that htop(X,G) = 0. For the rest of the proof,
we fix some compatible metric on X and the metric notions are considered
with respect to it. Suppose on the contrary that htop(X,G) > δ > 0. Fix a
Følner sequence (Fn)n∈N of G that is strictly increasing and covers G, and
we may moreover supppose it consists of symmetric sets. Then there exists
ε > 0 so that hsep(ε) > δ, and so for an arbitrarily large n, and without loss
of generality for all n, we have log sep(dFn , ε)/|Fn| > δ.

By Lemma 2.8, for each n ∈ N the factor map ϕn : X → Xn is induced
by a clopen partition Pn of X so that ϕn = QPn . Since X is an inverse limit
of the sequence (Xn)n∈N there exists m ∈ N so that max{diam(P ) : P ∈
Pm} < ε. For every n ∈ N let En ⊆ X be a subset of size sep(dFn , ε)
that is ε-separated with respect to dFn . Set Dn := ϕm[En] ⊆ Xm. Since
for x ̸= y ∈ En there exists g ∈ Fn so that d(gx, gy) > ε we have that
gx and gy lie in a different element of the partition Pm. It follows that
|(Xm)Fn | ≥ |Dn| = |En|. However, then by definition we have

0 = htop(Xm, G) = lim sup
n→∞

log |(Xm)Fn |
|Fn|

≥ lim sup
n→∞

log |En|
|Fn|

> δ,

a contradiction. □

Corollary 6.4. Let G be a countable amenable group that has the strong
topological Rokhlin property. Then the entropy of the generic action is zero.

Proof. Let G be a countable amenable group with the strong topological
Rokhlin property and let α ∈ ActG(C) be the generic action. By the proof
of Proposition 3.6, α is an inverse limit of projectively isolated subshift. It is
enough to show that every projectively isolated subshift has zero topological
entropy since then we will be done by Lemma 6.3. By [20, Theorem 1.4],
for every non-trivial finite set A, the set {X ∈ SG(A) : htop(X) = 0} is
comeager, in particular it is dense. Since for every projectively isolated
subshift Z there is an open set N of subshifts all of whose factors onto Z, it
follows that there is a zero-entropy subshift factoring onto Z. Since entropy
cannot increase in factors, we are done. □

There are however many amenable groups that do not have the strong
topological Rokhlin property, e.g. all finitely generated nilpotent groups
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that are not virtually cyclic by Corollary 5.3. In fact, we do not know any
amenable group that is not virtually cyclic that has the strong topological
Rokhlin property. We want to show that nevertheless, zero entropy is generic
in ActG(C) for any countable amenable group.

In what follows, we freely identify the spaces SG(n) and SG(A), when
|A| = n. The following proposition is of independent interest and could be
possibly applied in more situations.

Proposition 6.5. Let G be a countable group and let E be a property of
subshifts over G that is closed under taking factors and such that for each
n ∈ N

Dn := {X ∈ SG(n) : X has E}
is a dense Gδ set. Then the set

D := {α ∈ ActG(C) : ∀P clopen partition of C
(
Q(α,P) ∈ D|P|

)
}

is dense Gδ in ActG(C).

Proof. We fix the notation from the statement. Fix a clopen partition P. It
suffices to show that the set

DP := {α ∈ ActG(C) : Q(α,P) ∈ D|P|}
is dense Gδ as

D =
⋂

P clopen partition

DP .

By the continuity of the map Q(·,P), for every clopen partition P, DP is Gδ,
so we need to prove it is dense. Let N ⊆ ActG(C) be an open set which we

may suppose is of the form NF,P ′

β for some β ∈ ActG(C), finite set F ⊆ G,

and a clopen partition P ′ ⪯ P.
Set Y := Q(β,P ′) and notice that by Proposition 2.11 we haveQ(·,P ′)[N ] =

N F
Y . Since D|P ′| is dense in SG(P ′) there exists Y ′ ∈ N F

Y ∩ D|P ′|. Let

ϕ : (P ′)G → PG be the factor map induced by the inclusion map ϕ0 : P ′ → P
defined so that for every P ∈ P ′ we have P ⊆ ϕ0(P ). As E is closed under
taking factors, we have ϕ[Y ′] ∈ D|P|. Again by Proposition 2.11 (1), there
exists γ ∈ N such that Q(γ,P ′) = Y ′, and then, by Proposition 2.11 (2),
we have

Q(γ,P) = ϕ
(
Q(γ,P ′)

)
∈ D|P|,

showing that DP is dense as N was arbitrary. This finishes the proof. □

Corollary 6.6. Let G be a countable amenable group. Then the set

{α ∈ ActG(C) : htop(α) = 0}
is dense Gδ.

Proof. Fix a countable amenable group G and let A be a non-trivial finite
set. By [20, Theorem 1.4] the set of subshifts in SG(A) with zero entropy is
comeager. However, an inspection of the proof in fact shows it is dense Gδ.
In fact, it is easy to see that the set of subshifts with zero entropy is Gδ.
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Applying Proposition 6.5 with E being the property of having zero entropy,
which is closed under taking factors, concludes the proof. □

6.2. Shadowing. As mentioned in Introduction, shadowing has been orig-
inally defined for actions of Z, however now the notion is available for any
countable group (see [43] and [13]).

Definition 6.7. Let G be a countable group acting on a compact metrizable
space X. Let d be a compatible metric on X. For δ > 0 and finite set S ⊆ G,
a G-indexed set (xg)g∈G ⊆ X is called a (δ, S)-pseudo-orbit if for every g ∈ G
and s ∈ S we have

d(s · xg, xsg) < δ.

We say that the action has the shadowing, or the pseudo-orbit tracing
property, if for any ε > 0 there are δ > 0 and finite set S ⊆ G such that for
any (δ, S)-pseudo-orbit (xg)g∈G ⊆ X there exists x ∈ X whose orbit ε-traces
the pseudo-orbit, i.e. for every g ∈ G

d(xg, g · x) < ε.

It is straightforward to verify that shadowing does not depend on the
choice of the compatible metric.

Proposition 6.8. Let G act on a zero-dimensional compact metrizable
space. If the action is an inverse limit of subshifts of finite type, then it
has the pseudo-orbit tracing property.

Proof. Fix the group G, zero-dimensional compact metrizable space X and
the action α : G ↷ X, which is an inverse limit of subshifts of finite type,
as in the statement. We also fix a compatible metric d on X.

We show that α has the pseudo-orbit tracing property. Fix ε > 0. We can
find a partition P of X into non-empty disjoint clopen sets whose diameters
are less than ε and such that Z := Q(α,P) ⊆ AG, for some finite A, is a
subshift of finite type. Let δ > 0 be the Lebesgue number of P and let S ⊆ G
be a finite symmetric set defining the subshift, i.e. the allowed patterns ZS
define Z. Suppose that (xg)g∈G ⊆ X is a (δ, S)-pseudo-orbit and for each
g ∈ G set yg := QαP(xg) ∈ Z. Then for every g ∈ G and s ∈ S we have

yg(s
−1) = ysg(1G).

Indeed, since (xg)g∈G is a (δ, S)-pseudo-orbit, we have d(s · xg, xsg) < δ and
thus, since δ is the Lebesgue number of P, QαP(s ·xg) and QαP(xsg) lie in the
same element of the partition of P, so by definition yg(s

−1) = ysg(1G). We
define y ∈ AG as follows. For g ∈ G we set

y(g) := yg−1(1G).

In order to check that y ∈ Z we need to verify that for every g ∈ G,
g · y ↾ S ∈ ZS . So fix g ∈ G. Then for every s ∈ S we have

g · y(s) = y(g−1s) = ys−1g(1G) = yg(s).
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Since yg ∈ Z, thus yg ↾ S ∈ ZS , we get that g · y ↾ S ∈ ZS as well. This
shows that y ∈ Z. Now let x ∈ X be an arbitrary preimage of y under QαP ,
i.e. any x ∈ X satisfying QαP(x) = y. We claim that x is as desired; that is,
for every g ∈ G

d(g · x, xg) < ε.

Fix g ∈ G. By definition, QαP(g ·x) = g · y and we have g · y(1G) = y(g−1) =
yg(1G). It follows that g · x and xg lie in the same element of the partition
of P and since the diameter of this element is less than ε, we are done. □

Lemma 6.9. Let G be a countable group. Suppose that strongly projectively
isolated subshifts are dense in SG(A), for every finite A with at least two
elements. Then the generic action of G, guaranteed by Theorem 3.1, is an
inverse limit of subshifts of finite type.

Proof. Fix G satisfying the assumption of the lemma. By Theorem 3.1, G
admits a generic action α that is, by the proof of Proposition 3.6, an inverse
limit of a sequence (Xn)n∈N of projectively isolated subshifts satisfying (1)
and (2). In order to show that α is an inverse limit of subshifts of finite
type, it is enough to show that for any clopen partition P of C there exists
a refinement P ′ ⪯ P such that Q(α,P ′) is a subshift of finite type. Fix
therefore a clopen partition P. Then there is a clopen partition P ′′ ⪯ P
such that Q(α,P ′′) = Xn, for some n ∈ N. Since Xn is projectively isolated
there exists a basic open neighborhood N of some subshift Y and a factor
map ϕ defined on the whole N such that for every Z ∈ N

ϕ[Z] = Xn.

Since by the assumption, strongly projectively isolated subshifts are dense,
there exist a subshift W ∈ N , an isolated subshift V and a factor onto map
ϕ′ : V → W . So we have ϕ ◦ ϕ′[V ] = Xn. V is, in particular, of finite
type and projectively isolated. Therefore by (2), there exist m > n and
ψVm : Xm → V such that ψnm : Xm → Xn = ϕ ◦ ϕ′ ◦ ψVm. Let ψm be the
factor map from α onto Xm. Then ψ

V
m ◦ψm is a factor map from α onto the

subshift of finite type V which is by Lemma 2.8 determined by some clopen
partition P ′. Since ϕ ◦ϕ′ ◦ψVm ◦ψm is the factor map from α onto Xn which
is determined by P ′′, we get that P ′ ⪯ P ′′, therefore P ′ ⪯ P and we are
done. □

The preceding arguments conclude in the following result.

Theorem 6.10. Let G be a countable group such that strongly projectively
isolated subshifts are dense in SG(A), for every finite A with at least two
elements. Then the pseudo-orbit tracing property (shadowing) is generic in
ActG(C), the space of Cantor G-actions.

Proof. This is an immediate consequence of Proposition 6.8 and Lemma 6.9.
□

As a corollary of Theorems 6.10 and 4.13 we get the following.
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Corollary 6.11. Let G = ⋆i≤nGi, where for i ≤ n, Gi is finite or cyclic.
Then shadowing is generic in ActG(C).

Now we reformulate the original definition of pseudo-orbit tracing prop-
erty to an equivalent definition for zero-dimensional spaces that is more
convenient for us as it employs clopen partitions instead of compatible met-
rics.

Lemma 6.12. Let G be a finitely generated group acting continuously on a
zero-dimensional compact metrizable space X. Let S ⊆ G be a finite sym-
metric generating set. Then the action has the pseudo-orbit tracing property
if and only if for every clopen partition P of X there exists a refinement
P ′ ⪯ P so that for every (xg)g∈G ⊆ X satisfying that for all g ∈ G and
s ∈ S we have xsg and sxg lie in the same element of the partition P ′, there
is x ∈ X such that gx and xg lie in the same element of P for every g ∈ G.
Proof. The straightforward proof is similar to the proof of Lemma 2.2 and
left to the reader. □

By definition, every symbolic factor of a subshift of finite type is sofic.
Since subshifts of finite type are precisely those subshifts with pseudo-orbit
tracing property (this is easy to check, a formal proof can be found in [13]),
the following proposition is a generalization of this fact - that a factor of an
SFT is sofic.

Proposition 6.13. Let G be a finitely generated group acting continuously
on a zero-dimensional compact metrizable space X so that the action has
the pseudo-orbit tracing property. Then every symbolic factor of the action
is sofic.

Proof. Fix the group G and its finite symmetric generating set S ⊆ G con-
taining the unit. Fix also a zero-dimensional compact metrizable space X on
which G acts continuously with the pseudo-orbit tracing property. Denote
the action by α. Let ϕ : α→ Y be a factor map, where Y ⊆ AG is a subshift
for some non-trivial finite set A. We show that Y is sofic. By Lemma 2.8
there exists a clopen partition P of X, with |P| = |A|, so that ϕ = QαP . By
the assumption and Lemma 6.12, there exists a refinement P ′ ⪯ P so that
for every (xg)g∈G ⊆ X satisfying that for all g ∈ G and s ∈ S we have xsg
and sxg lie in the same element of the partition P ′, there is x ∈ X such that
gx and xg lie in the same element of P for every g ∈ G.

We define a subshift Z ⊆ (P ′)G of finite type with defining window S as
follows. A pattern p ∈ (P ′)S is allowed if and only if there exists x ∈ X
such that for every s ∈ S and P ∈ P ′

p(s) = P ⇔ s−1x ∈ P.
Let f0 : P ′ → P be the inclusion map, i.e. P ⊆ f0(P ) for every P ∈ P ′.
It induces a continuous G-equivariant map ψ : Z → PG. We claim that
ψ[Z] = Y . The proof of the claim will finish the proof of the proposition
since Y will then be a factor of a subshift of finite type, therefore sofic.
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Let us first show that Y ⊆ ψ[Z]. Set ϕ′ := QαP ′ and notice that

• ϕ = ψ ◦ ϕ′,
• ϕ′[X] ⊆ Z ⊆ (P ′)G since by the definition of Z, we have (ϕ[X])S =
ZS .

Pick y ∈ Y and x ∈ X such that ϕ(x) = y. For z := ϕ′(x) ∈ ϕ′[X] ⊆ Z
we then have

ψ(z) = ψ ◦ ϕ′(x) = ϕ(x) = y.

Finally we show that ψ[Z] ⊆ Y . Pick z ∈ Z and let us show that ψ(z) ∈ Y .
For every g ∈ G, pg := gz ↾ S ∈ (P ′)S is an allowed pattern of Z, so by the
definition of pg there exists xg ∈ X such that for every s ∈ S and P ∈ P ′

p(s) = P ⇔ s−1xg ∈ P.

It follows that (xg)g∈G ⊆ X has the property that for every g ∈ G and s ∈ S
we have xsg and sxg lie in the same element of the partition of P ′. Then,
applying the pseudo-orbit tracing property with respect to P ′ and P, there
exists x ∈ X such that for every g ∈ G we have that gx and xg lie in the
same element of P. We claim that ϕ(x) = ψ(z). Pick g ∈ G and let us show
that ϕ(x)(g) = ψ(z)(g). For P ∈ P we have

ϕ(x)(g) = P ⇔ g−1x ∈ P ⇔ xg−1 ∈ P ⇔ pg−1(1G) ⊆ P ⇔
g−1z(1G) ⊆ P ⇔ z(g) ⊆ P ⇔ ψ(z)(g) = P.

□

Proposition 6.14. Let G be a countable group that does not have the strong
topological Rokhlin property. Then the set

A := {α ∈ ActG(C) : ∃P clopen partition (Q(α,P) is not sofic)}

is non-meager.

Proof. Fix G without the strong topological Rokhlin property. By Proposi-
tion 3.2, there exist a non-trivial finite set A and an open set N ⊆ SG(A)
that contains no projectively isolated subshift. Applying Lemma 2.13, with-
out loss of generality, we may assume that N = NF

X , where X ⊆ AG is
a subshift of finite type, F ⊆ G is a finite subset, and for every X ′ ∈ N
we have X ′ ⊆ X. By Proposition 2.10, there exist α ∈ ActG(C) and a
clopen partition P of C such that Q(α,P) = X. Moreover, again by Propo-
sition 2.10, by the continuity of Q(·,P) there exists an open neighborhood

of α, which we may suppose to be of the form NE,P ′
α , for some finite set

E ⊆ G and a clopen partition P ′ ⪯ P such that Q(·,P)[NE,P ′
α ] ⊆ NF

X . In

particular, for every β ∈ NE,P ′
α we have Q(β,P) ⊆ X.

Let {Xn : n ∈ N} be an enumeration of all sofic subshifts inside N . Notice
that the set is indeed infinite since otherwise, as N does not contain isolated
points, N would contain an open subset without any sofic subshift which
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is a contradiction as subshifts of finite type are dense - recall Lemma 2.13.
Let m = |A| and for each n ∈ N set

An :={α ∈ ActG(C) :
for no clopen partition R = {R1, . . . , Rm} of C, Q(α,R) = Xn}.

By Claim from Proposition 3.2, An is dense Gδ.
Suppose now that A is meager, so ActG(C) \A is comeager, and we reach

a contradiction. There exists an action

γ ∈ NE,P ′
α ∩

(
ActG \ A

)
∩

⋂
n∈N

An,

since the set on the right-hand side is non-meager, so non-empty. Since γ ∈
NE,P ′
α we get that Q(γ,P) ⊆ X. Since γ /∈ A we get that Y := Q(γ,P) ⊆ X

is sofic. However, then Y = Xn for some n ∈ N. Since γ ∈ An it follows
that Q(γ,P) ̸= Xn, a contradiction. □

Theorem 6.15. Let G be a countable group that does not have the strong
topological Rokhlin property. Then the set

S := {α ∈ ActG(C) : α has shadowing}
is not comeager, i.e. shadowing is not generic for actions of G.

Proof. Fix G as in the statement. Suppose that S is comeager. Then it
has a non-empty intersection with the set A from the statement of Propo-
sition 6.14, so there is α ∈ S ∩A. It follows that there is a clopen partition
P of C such that Q(α,P) is not sofic. That is however in contradiction with
Proposition 6.13. □

7. Actions of locally compact groups

Recall that given a locally compact second-countable Hausdorff topologi-
cal group G (equivalently, G is locally compact and Polish) the set ActG(C)
of all continuous actions of G on the Cantor space can be given a Polish
topology generated by the basic open neighborhoods

NK,P
α := {β ∈ ActG(C) : ∀g ∈ K ∀x ∈ C ∀P ∈ P (α(g)x ∈ P ⇔ β(g)x ∈ P )},

where α ∈ ActG(X), K ⊆ G is a compact subset, and P is a clopen partition
of C.

Clearly this definition agrees with Definition 2.1 when G is discrete.
It is therefore possible to extend the definition of having the strong topo-

logical Rokhlin property to locally compact Polish groups by again requiring
that there is a continuous action of such a group on the Cantor space whose
conjugacy class is generic in the space of all actions.

Given a locally compact group G, there is a short exact sequence

1→ G0 → G→ G/G0 → 1,

where G0 is the connected component of the unit of G and G/G0 is totally
disconnected. Whenever such G acts continuously on the Cantor space, the
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action is trivial when restricted to G0, since C is totally disconnected, so
the action factorizes through an action of G/G0. From this it follows that
if G is a locally compact group, then G has the strong topological Rokhlin
property if and only if G/G0 does. It is therefore reasonable to restrict to
the case when G is totally disconnected.

Definition 7.1. Let G and H be groups (possibly topological) acting con-
tinuously on compact spaces X and Y respectively. Denote the respective
actions by α and β. A generalized factor map from α onto β consists of
a surjective continuous map ϕ : X → Y and an epimorphism f : G → H
(which is continuous if G and H are topological) such that for every x ∈ X
and g ∈ G

ϕ
(
α(g)x

)
= β(f(g))

(
ϕ(x)

)
.

If there is no danger of confusion, by abusing the notation, we shall still
call such (pairs of) maps factor maps.

Let G be a pro-countable group acting continuously on C via an action
denoted by α and let P be a clopen partition of C. Let N ⊴ G be a clopen
normal subgroup such that P is N -invariant, meaning that for every g ∈ N
and P ∈ P we have α(g)[P ] ⊆ P (and thus α(g)[P ] = P ). Denote by ϕ the
quotient map G → Γ, where Γ = G/N is countable discrete. We can the
define a factor map Q : α→ ΓP by setting for x ∈ C and gN ∈ Γ

Q(x)(gN) = P if and only if α(g−1)x ∈ P.

Since P is N -invariant, this is well-defined. We leave to the reader the
straightforward verification that Q is continuous and that for g ∈ G and
x ∈ C we have

Q(α(g)x) = gN ·Q(x).

In case when P and N are not clear from the context we shall write QP,N in-
stead of simply Q. We shall also denote byQ(·,P, N) the corresponding con-
tinuous map from the clopen set {α ∈ ActG(C) : P is N -invariant with respect to α}
to SG/N (P).

Lemma 7.2. Let G be a pro-countable group. Suppose that G continuously
acts on C and let P be a clopen partition of C. Then there is a clopen normal
subgroup N ⊴ G such that P is N -invariant.

Proof. Denote the action of G on C by α. Pick x ∈ C and let PX ∈ P be
the element of the clopen partition so that x ∈ Px. Since there is an open
neighborhood basis of the unit of G consisting of clopen normal subgroups,
there is a clopen normal subgroup Nx ⊴ G and an open neighborhood
x ∈ Ux ⊆ Px such that for every g ∈ Nx and y ∈ Ux we have α(g)y ∈ Px.
Since C =

⋃
x∈C Ux, by compactness there is a finite set E ⊆ C such that

C =
⋃
x∈E Ux. Set

N :=
⋂
x∈E

Nx.
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We claim that N is as desired. N is, as a finite intersection of clopen normal
subgroups, a clopen normal subgroup. Pick g ∈ N and P ∈ P and let us
prove that α(g)[P ] ⊆ P . Choose any y ∈ P . Then there is x ∈ E such that
y ∈ Ux ⊆ Px = P and moreover we have g ∈ Nx. Therefore α(g)y ∈ Px = P
and since y ∈ P was arbitrary we get α(g)[P ] ⊆ P . □

Proposition 7.3. Let G be a pro-countable group acting continuously on C.
Then the action is an inverse limit of (Xn)n∈N, where for each n ∈ N

• Xn is a subshift of ΓAn
n ,

• An is a non-trivial finite set;
• Γn is a countable discrete group,

and G is an inverse limit of (Γn)n∈N.

Proof. Fix G and the action, which we shall denote by α. Let (Pn)n∈N be a
sequence of refining clopen partitions of C such that, with respect to some
compatible metric d on C,

lim
n→∞

max{diamd(P ) : P ∈ Pn} → 0.

For each n ∈ N we apply Lemma 7.2 to get a clopen normal subgroup
Nn ⊴ G such that Pn is Nn-invariant. We may without loss of generality
assume that Nn ⊆ Nm, for n > m, and that

⋂
n∈NNn = {1}. For n ∈ N

denote by Γn the discrete group G/Nn and let Qn be the factor map from
α onto a subshift Xn ⊆ ΓPn

n defined using Pn and Nn. The spaces (Xn)n∈N
will be as desired, we need to define the connecting (generalized) factor maps
between them.

We show that for each n > m there is a canonical factor map ωmn : Xn →
Xm. First we notice that there is an epimorphism Ωmn : Γn → Γm coming
from the short exact sequence

1→ Nm/Nn → Γn → Γm → 1.

Denote the group Nm/Nn simply by N and we identify it with a normal
subgroup of Γn so that we have Γn/N = Γm. Second, since Pn ⪯ Pm there
is a map f : Pn → Pm such that for P ∈ Pn we have P ⊆ f(P ). Now we
claim that for every x ∈ Xn and every g ∈ Γn and h ∈ N we have

f(x(g)) = f(x(gh)).

Indeed, pick any z ∈ C such that x = Qn(z) and g′ ∈ G, resp. h′ ∈ Nm

such that g′Nn = g, resp. h′Nn = h. The equality f(x(g)) = f(x(gh)) is, by
definitions of Qn and f , equivalent with the statement that α((g′)−1)z and
α((g′h′)−1)z lie in the same element of Pm. However, since (g′h′)(g′)−1 ∈ Nm

and Pm is Nm-invariant, this statement follows.
Consequently, we can safely define ωmn : Xn → Xm by setting for x ∈ Xn

and gN ∈ Γm, where g ∈ Γn

ωmn (x)(gN) = f(x(g)).
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It is easy to verify that this map moreover satisfies

∀z ∈ C ∀g ∈ Γm
(
Qm(z)(g) = ωmn ◦Qm(z)(g).

)
From the preceding formula one also gets that for every n > m > k we have

ωkn = ωkm ◦ ωmn .
We leave to the reader the verification that α is the inverse limit of (Xn)n∈N
with respect to the system of connecting maps (ωmn )n>m∈N. □

We extend the notion of a projectively isolated subshift so that it incor-
porates the notion of a generalized factor map.

Definition 7.4. Let Γ be a countable group and A be a non-trivial finite
set. We say that a subshift X ⊆ AΓ is projectively isolated with respect to
an epimorphism f : Λ → Γ, where Λ is a countable group, if there exist a
subshift Y ⊆ BΛ, for some non-trivial finite set B, an open neighborhood
N F
Y , for some finite subset F ⊆ Λ, and a map ϕ0 : YF → A such that for

every Z ∈ N F
Y the map ϕ0 defines a generalized factor map ϕZ : Z → X

onto X together with the epimorphism f .

Lemma 7.5. Let Γ and Γ′ be countable groups such that there is an epimor-
phism ω : Γ′ → Γ with finite (or more generally finitely generated) kernel
H. Let A be a non-trivial finite set and define a subshift (of finite type)

X := {x ∈ AΓ′
: ∀g ∈ Γ′ ∀h ∈ H (x(g) = x(gh))}.

The set of subshifts of X is an open subset in SΓ′(A) and there is a canonical
inclusion-preserving bijection Ψ between subshifts of X and subshifts of AΓ

with Φ(X) = AΓ. Moreover, Φ is continuous. In particular, for every open
subset N ⊆ SΓ(A), Φ−1(N ) is open in SΓ′(A).

Proof. Fix Γ, Γ′ and A as in the statement. First we notice that subshifts of
X are an open set in SΓ′(A). For simplicity, assume that H is finite since we
shall later use only this case; however, the argument also works with a small
change for H finitely generated. We claim that the open neighborhood NH

X
contains precisely subshifts of X. This follows from the observations that
NH
X consists precisely of subshifts whose elements are constant on cosets of

H, and all such subshifts are subshifts of X.
The existence and definition of Φ are obvious, we only show the continuity.

Let N ⊆ SΓ(A) be open; we may suppose it is of the form NF
Y for some

subshift Y ⊆ AΓ and a finite set F ⊆ Γ. Set Y ′ := Φ−1(Y ) and F ′ :=
ω−1(F ) ⊆ Γ′, which is a finite subset. Then it is easy to check that

Φ−1(NF
Y ) = NF ′

Y ′ ⊆ SΓ′(A).

The ‘In particular’ part then follows. □

Corollary 7.6. Let ω1 : Γ′′ → Γ′ and ω2 : Γ′ → Γ be two epimorphisms
between countable groups, where ω1 has a finite (or finitely generated) kernel.
Suppose that X ⊆ AΓ, for some non-trivial finite A, is projectively isolated
with respect to ω2. Then it is also projectively isolated with respect to ω2◦ω1.
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Theorem 7.7. Let G be a locally compact pro-countable second-countable
group. Then G has the strong topological Rokhlin property if and only if for
some, equivalently for every, inverse sequence of countable groups (Γn)n∈N
with connecting epimorphisms (ωmn : Γn → Γm)n>m whose inverse limit is
G we have that for every n ∈ N, non-trivial finite set A, and an open set
U ⊆ SΓn(A) there are m > n and a subshift X ∈ N which is projectively
isolated with respect to the epimorphism ωnm.

Proof. Let G be a locally compact pro-countable Polish group. Suppose
first that the right-hand side condition is not satisfied and fix an inverse
sequence of countable groups (Γn)n∈N with connecting epimorphisms (ωmn :
Γn → Γm)n>m whose inverse limit is G. Denote by (Nn)n∈N the decreasing
sequence of compact clopen normal subgroups with trivial interesection such
that G/Nn = Γn for every n ∈ N. By assumption, there are n ∈ N, a non-
trivial finite set A, and an open set U ⊆ SΓn(A) that contains no subshift
that is projectively isolated with respect to ωnm, for any m > n.

For every X ∈ U define the set

A(X) := {α ∈ ActG(C) : ∀P a clopen partition

P is not Nn-invariant with respect to α or Q(α,P, Nn) ̸= X}.

We claim that A(X) is dense Gδ. In order to prove that, it suffices to show

that fixing a clopen partition P and denoting by ActP,Nn

G (C) the clopen set

{α ∈ ActG(C) : P is Nn-invariant with respect to α},

the set

A(X,P) := {α ∈ ActP,Nn

G (C) : Q(α,P, Nn) ̸= X}

is open and dense in ActP,Nn

G (C). Indeed, then we have

A(X) =
⋂

P clopen partition

(
A(X,P) ∪

(
ActG(C) \ActP,Nn

G (C)
))
,

and so A(X) is dense Gδ by the Baire category theorem and since there are
only countably many clopen partitions.

By continuity of Q(·,P, Nn), A(X,P) is open, we need to check that it is

dense. Fix an open subset N ⊆ ActP,Nn

G (C). Without loss of generality, we

may assume that N is of the form NK,P ′

β , where β ∈ ActP,Nn

G , P ′ ⪯ P and

K ⊆ G is a compact subset containing the clopen compact normal subgroup
Nn. Applying Lemma 7.2, we can find m > n so that P ′ is Nm-invariant.
We may also assume that K = F · Nm, where F ⊆ G is a finite subset.
We can now proceed as in the proof of Proposition 3.2, so we only sketch
how to continue. As in the proof of Proposition 3.2 we define a subshift
of finite type Y ⊆ (P ′)Γm whose defining window is F/Nm ⊆ Γm and its

basic open neighborhood NF/Nm

Y so that for every Y ′ ∈ N F/Nm

Y we have
Y ′ ⊆ Y . The inclusion map ϕ : P ′ → P defined so that P ⊆ ϕ(P ), for
every P ∈ P”, induces a generalized factor map ϕ from Y into AΓn . Since
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X is not projectively isolated with respect to ωnm there exists Y ′ ∈ NF/Nm

Y
so that ϕ[Y ′] ̸= X. Then as in the proof of Proposition 3.2 we can define
β ∈ ActG(C) so that

• β ∈ N ;
• Q(β,P, Nn) = ϕ[Y ′] ̸= X.

This finishes the proof of the density.
Now we conclude as in the proof of Proposition 3.2. Set k := |A| and let

P be an arbitrary partition of C into k-many non-empty clopen sets. The
set

V := {β ∈ ActP,Nn

G : Q(β,P, Nn) ∈ U}
is an open subset of ActG(C). Therefore if there were a generic action of
G, let us denote it by α, some of its conjugates would lie in V. Without
loss of generality, assume α ∈ V and set X := Q(α,P, Nn) ⊆ U . Then
the conjugacy class of α intersects the dense Gδ set A(X) and we reach a
contradiction as at the end of the proof of Proposition 3.2.

We now prove the other direction. We fix a sequence of countable groups
(Γn)n∈N such that G is an inverse limit of this sequence. As before, we shall
denote, for n > m ∈ N, by ωmn : Γn → Γm the connecting epimorphisms, and
by Ωn : G → Γn the epimorphism from the inverse limit. We also denote
by Nn the kernel of Ωn which is a clopen normal subgroup of G and we
may moreover, without loss of generality, assume that it is compact - as G
is locally compact and the groups (Nn)n∈N form its neighborhood basis at
the unit. The proof proceeds as the proof of Proposition 3.6, so we satisfy
ourselves just with a sketch. In the proof of Proposition 3.6 we used the
Fräıssé theory implicitly; here in order to reduce the arguments we use it
explicitly and assume the reader is familiar with its basics (we refer to [40]
for an introduction to a general category-theoretic framework).

Consider now the class D of all subshifts X ⊆ AΓn , where

• A is a non-trivial finite set;
• n ∈ N, thus Γn is an approximation of G from the fixed inverse
sequence;
• X is a subshift that is projectively isolated with respect to the epi-
morphism ωnm : Γm → Γn, for some m > n.

Below we prove a claim, analogous to Claims 1 and 2 from the proof of
Proposition 3.6, showing that D has the joint embedding and amalgamation
properties.

Claim D has the joint embedding/projection and amalgamation properties.

Let X,Y ∈ D and let X ′ ∈ NX ⊆ SΓn(A), resp. Y
′ ∈ NY ⊆ SΓm(B) be

projectively isolated subshifts with respect to epimorphisms ωnk , resp. ω
m
l .

By Corollary 7.6 we may assume that n = m and k = l. Now we can proceed
exactly as in Claim 1 from the proof of Proposition 3.6 to form a product
subshift X ′×Y ′ ⊆ ΓA×Bn and to find a projectively isolated subshift Z with
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respect to some epimorphism in the neighborhood of X ′ × Y ′ that factors
onto both X and Y .

The amalgamation is proved analogously as in Claim 2 of the proof of
Proposition 3.6 with the help of Corollary 7.6 as in the proof of the joint
embedding/projection above.

By the general Fräıssé theory, D has a limit which is a generic inverse
limit of systems (Xn)n∈N from D. Denote for each k > l by ϕlk : Xk → Xl

the connecting map which is a generalized factor map. For each n ∈ N,
Xn ⊆ A

Γmn
n for some mn ∈ N such that the sequence (mn)n∈N is, without

loss of generality, strictly increasing, and An is a non-trivial finite set. The
inverse limit is thus a continuous action of lim←−n→∞ Γmn , which is equal to
G, on a compact metrizable zero-dimensional space which is an inverse limit
of Xn’s as topological spaces. This is verified to have no isolated points as
in Lemma 3.7. Therefore we get a continuous action of G on the Cantor
space.

In order to simplify the notation, we shall assume that nm = m for every
m ∈ N. This generic inverse limit also satisfies the following two properties
that uniquely characterize it up to conjugacy- analogously as the generic
inverse limit from the proof of Proposition 3.6 does:

∀n ≥ 2 ∀m,m′ ∈ N ∀Y ∈ SΓm(n) projectively isolated with respect to ωmm′

∃m′′ ≥ m′ ∃ψYm′′ : Xm′′ ↠ Y

(3)

∀m,m′,m′′ ∈ N ∀n ≥ 2 ∀Y ∈ SΓ′(n) projectively isolated with respect to ωm
′

m′′

∀∀ψmY : Y ↠ Xm ∃k > m ∃ψYk : Xk ↠ Y (ψmY ◦ ψYk = ϕmk )

(4)

One then checks, as in Fact 3.10 using G1, that the set of those actions
β ∈ ActG(C) that are inverse limits of subshifts over the groups (Γn)n∈N
that projectively isolated with respect to epimorphisms of the type ωnm is a
Gδ set. The set of such inverse limits satisfying (3), resp. (4) is shown to
be Gδ as in Fact 3.11 using G2 ∩ G1, resp. as in Fact 3.12 using G3 ∩ G1.

The density in ActG(C) of the conjugacy class of the generic inverse limit
is shown similarly as in Proposition 3.8. □

8. Remarks, problems, and questions

It is our hope that this paper will stimulate further research in this area,
even among researchers working in symbolic dynamics over general groups,
and more applications of Theorem 3.1 will be found. The following is the
most general problem that we state and believe it is worth of attention.
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Problem 8.1. Apply Theorem 3.1 to a wider class of groups. That is, find
more groups for which (strongly) projectively isolated subshifts are dense in
the spaces of subshifts.

We know very little about the permanence properties of the class of count-
able groups satisfying the STRP. We even do not know whether every vir-
tually cyclic group satisfies the STRP. Inspired by the results from [14] we
ask the following.

Question 8.2. Is the class of countable groups satisfying the STRP closed
under commensurability? Under virtual isomorphism? Under quasi-isometry?

The following consists of two questions which the reader familiar with the
results of this paper finds closely related.

Question 8.3. Do there exist a group G and a subshift X ⊆ AG, for
some non-trivial finite A, such that X is projectively isolated, however not
strongly projectively isolated?

Does the generic action of every countable group with the STRP have
shadowing?

We conclude with a question related to the results of Section 5.

Question 8.4. Does there exist a countable group that is not finitely gen-
erated, yet it still has the STRP?
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[40] W. a. Kubís, Fräıssé sequences: category-theoretic approach to universal homoge-
neous structures, Ann. Pure Appl. Logic, 165 (2014), pp. 1755–1811.

[41] A. Kwiatkowska, The group of homeomorphisms of the Cantor set has ample gener-
ics, Bull. Lond. Math. Soc., 44 (2012), pp. 1132–1146.

[42] T. Meyerovitch, Pseudo-orbit tracing and algebraic actions of countable amenable
groups, Ergodic Theory Dynam. Systems, 39 (2019), pp. 2570–2591.

[43] A. V. Osipov and S. B. Tikhomirov, Shadowing for actions of some finitely gen-
erated groups, Dyn. Syst., 29 (2014), pp. 337–351.

[44] J. C. Oxtoby and S. M. Ulam, Measure-preserving homeomorphisms and metrical
transitivity, Ann. of Math. (2), 42 (1941), pp. 874–920.

[45] K. Palmer, Shadowing in dynamical systems, vol. 501 of Mathematics and its Ap-
plications, Kluwer Academic Publishers, Dordrecht, 2000. Theory and applications.

[46] R. Pavlov and S. Schmieding, On the structure of generic subshifts, arXiv preprint
arXiv:2203.15159, (2022).

[47] S. Y. Pilyugin and O. B. Plamenevskaya, Shadowing is generic, Topology Appl.,
97 (1999), pp. 253–266.

Institute of Mathematics, Czech Academy of Sciences, Žitná 25, 115 67
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