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Abstract

We show a general stability result in the framework of strong solutions of the Navier–
Stokes–Fourier system describing the motion of a compressible viscous and heat conducting
gas. As a corollary, we develop a concept of statistical solution in the class of regular solutions
“beyond the blow up time”.

Keywords: Navier–Stokes–Fourier system, regular solution, stability, statistical solution

Contents

1 Introduction 2
1.1 Local existence of regular solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Conditional regularity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Data dependence and statistical solutions . . . . . . . . . . . . . . . . . . . . . . . . 6

∗The work of E.F. was partially supported by the Czech Sciences Foundation (GAČR), Grant Agreement
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1 Introduction

The goal of the present paper is to develop a mathematical framework for studying the motion of
a general compressible, viscous and heat conducting fluid with random (uncertain) data. Basically
all well established models in continuum fluid mechanics, notably the Navier–Stokes system, are
known to be well posed in the natural framework of smooth or at least sufficiently regular solutions.
Unfortunately, the solutions may develop a finite time blow up for certain data, see Merle et al. [22],
[23], whereas the problem is expected to be ill posed in the class of generalized (weak) solutions,
cf. Buckmaster and Vicol [5] or Albritton et al. [2].

Unique dependence of solutions on the data seems mandatory in problems with random param-
eters. If at least existence of some kind of generalized solution is known, uniqueness can be restored
by means a suitable selection process, see [10]. In this case, the associated statistical solutions
can be identified with a Markov semigroup of operators defined on a suitable space of probability
distributions. For a weaker concept of statistical solution based on the weak solutions, we refer to
Constantin and Wu [8], Foias [14], Foias, Rosa, and Temam [15], [16], Vishik and Fursikov [30].
For compressible Euler system statistical solutions were identified with a hierarchie of correlation
measures by Fjordholm et al. [17]. Unfortunately, for certain class of problems, the existence of
a suitable generalized solution is still open. In particular, solutions may loose regularity or even
become unbounded in a finite time lap, which excludes any “natural” continuation.

Statistical solutions are inevitable in the analysis of uncertainty quantification methods, such
as the collocation, Monte Carlo or stochastic Galerkin methods. These methods are routinely used
in engineering, physics, meteorology or medicine to quantify the uncertainty of data. We refer
to monographs and review papers by Abgrall and Mishra [1], Le Mâıtre and Knio [21], Mishra
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and Schwab [24], Nordström [25], Xiu [9]. Rigorous convergence analysis of these uncertainty
quantification methods leans on uniqueness and, ideally, continuous dependence of solutions on
random parameters and was done only for simplified model problems. For complex system, such as
the compressible Navier–Stokes–Fourier equations rigourous analysis of uncertainty quantification
method is not available. Our aim in this paper is to fill this gap and provide a rigorous solution
concept for uncertainty quantification analysis.

The Navier–Stokes–Fourier (NSF) system describes the time evolution of the mass density
% = %(t, x), the (absolute) temperature ϑ = ϑ(t, x), and velocity u = u(t, x) of a general Newtonian
compressible heat conducting fluid:

• Mass conservation, equation of continuity:

∂t%+ divx(%u) = 0. (1.1)

• Momentum balance, Newton’s second law:

∂t(%u) + divx(%u⊗ u) +∇xp(%, ϑ) = divxS(Dxu) + %g. (1.2)

• Internal energy balance, First law of thermodynamics:

∂t(%e(%, ϑ)) + divx(%e(%, ϑ)u) + divxq = S(Dxu) : Dxu− p(%, ϑ)divxu + %Q. (1.3)

For viscous and heat conducting gases, the problem may be formally closed by the following
constitutive relations :

• Equations of state, Boyle–Mariotte law:

p(%, ϑ) = %ϑ, e(%, ϑ) = cvϑ. (1.4)

• Newton’s rheological law:

S(Dxu) = µ

(
∇xu +∇xu

t − 2

3
divxuI

)
+ ηdivxuI, µ > 0, η ≥ 0, (1.5)

• Fourier’s law:
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q = −κ∇xϑ, κ > 0. (1.6)

The initial state of the system at the reference time t = 0 is given through initial data:

%(0, ·) = %0, u(0, ·) = u0, ϑ(0, ·) = ϑ0. (1.7)

For simplicity, we assume that all quantities are spatially periodic, meaning the fluid domain can
be identified with the flat torus

T3 =

(
[−1, 1]

∣∣∣
{−1;1}

)3

. (1.8)

The quantity

D =
(
%0,u0, ϑ0; g, Q; cv, µ, η, κ

)
represents the data of the problem. Ideally, for any physically admissible data and the time t > 0,
the NSF system should admit a unique solution [%(t, ·), ϑ(t, ·),u(t, ·)]. By physically admissible we
mean the data satisfying

inf %0 > 0, inf ϑ0 > 0, cv > 1, µ > 0, η ≥ 0, κ > 0. (1.9)

Hereafter we always tacitly assume that the data we deal with are admissible.

1.1 Local existence of regular solutions

Probably the “optimal” existence result in the class of strong solutions was established by Cho
and Kim [7, Theorem 1].

Theorem 1.1 (Local existence). Let 3 < q ≤ 6 be given. Let

%0 ∈ W 1,q(T3), %0 > 0, ϑ0 ∈ W 2,2(T3), ϑ0 > 0, u0 ∈ W 2,2(T3;R3), (1.10)

and

g ∈ BC([0,∞);L2(T3;R3)) ∩ L2(0,∞;Lq(T3;R3)), ∂tg ∈ L2(0,∞;W−1,2(T3;R3)),

Q ∈ BC([0,∞);L2(T3)) ∩ L2(0,∞;Lq(T3)), ∂tQ ∈ L2(0,∞;W−1,2(T3)), Q ≥ 0. (1.11)

Then there exists T > 0 and a strong solution of the Navier–Stokes–Fourier system (1.1)–(1.7)
unique in the class

% ∈ C([0, T ];W 1,q(T3)), ∂t% ∈ C([0, T ];Lq(T3)), % > 0, (1.12)
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ϑ ∈ C([0, T ];W 2,2(T3)) ∩ L2(0, T ;W 2,q(T3)), ϑ > 0,

∂tϑ ∈ L∞(0, T ;L2(T3)) ∩ L2(0, T ;W 1,2(T3)), (1.13)

u ∈ C([0, T ];W 2,2(T3;R3)) ∩ L2(0, T ;W 2,q(T3;R3)),

∂tu ∈ L∞(0, T ;L2(T3;R3)) ∩ L2(0, T ;W 1,2(T3;R3)). (1.14)

Remark 1.2. A brief inspection of the existence proof in [7] reveals that the length of the existence
interval Tmax can be bounded below by a positive constant depending solely on the norm of the
initial data and forcing terms in the function spaces specified in (1.10) and (1.11) as well as on
infT3 %0 > 0. In particular, Tmax is independent of inf ϑ0. As a matter of fact, the local existence
established in [7] holds for non–negative %0, ϑ0 under suitable compatibility conditions.

We define the life span – maximal existence time Tmax – of the local solution,

0 < Tmax = sup
{
T > 0

∣∣∣ regular solution (%, ϑ,u) exists in [0, T ]
}
≤ ∞. (1.15)

In accordance with Remark 1.2,

Tmax <∞
⇒

lim
t→Tmax−

(
‖%(t, ·)‖W 1,q(T3) + ‖ϑ(t, ·)‖W 2,2(T3) + ‖u(t, ·)‖W 2,2(T3;R3) + ‖%(t, ·)−1‖C(T3)

)
=∞. (1.16)

Note that ‖%−1‖C(T3) = infT3 %−1.

1.2 Conditional regularity

It is still open whether Tmax in Theorem 1.1 may be finite for some data. If this is the case,
however, the density and/or temperature must become unbounded at the same time. We report
the following conditional regularity criterion, see [13, Theorem 1.4]:

Theorem 1.3 (Conditional regularity criterion). Let the data

cv > 1, µ > 0, η ≥ 0, κ > 0

be given. Under the hypotheses of Theorem 1.1, let [%, ϑ,u] be the local strong solution of the NSF
system defined on [0, Tmax).

Then there exists a function Λ, bounded for bounded values of its argument, such that

sup
t∈[0,T ]

‖%(t, ·)‖W 1,q(T3) + sup
t∈[0,T ]

‖ϑ(t, ·)‖W 2,2(T3) + sup
t∈[0,T ]

‖u(t, ·)‖W 2,2(T3;R3)

+

∫ T

0

‖ϑ‖2W 2,q(T3) dt+

∫ T

0

‖u‖2W 2,q(T3;R3) dt
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+ sup
t∈[0,T ]

‖∂t%‖Lq(T3;R3) + sup
t∈[0,T ]

‖∂tϑ‖L2(T3) + sup
t∈[0,T ]

‖∂tu‖L2(T3;R3)

+

∫ T

0

‖∂tϑ‖2W 1,2(T3) dt+

∫ T

0

‖∂tu‖2W 1,2(T3;R3) dt

≤ Λ
(
T, ‖%0‖W 1,q(T3), ‖ϑ0‖W 2,2(T3), ‖u0‖W 2,2(T3;R3), ‖%−10 ‖C(T3),

sup
t∈[0,T ]

‖g(t, ·)‖L2(T3;R3), sup
t∈[0,T ]

‖Q(t, ·)‖L2(T3),

∫ T

0

‖g‖2Lq(T3;R3)) dt,

∫ T

0

‖Q‖2Lq(T3)) dt,∫ T

0

‖∂tg‖2W−1,2(T3;R3)) dt,

∫ T

0

‖∂tQ‖2W−1,2(T3)) dt, sup
(0,T )×T3

%, sup
(0,T )×T3

ϑ, cv, µ, µ
−1, η, κ, κ−1

)
(1.17)

for any 0 < T < Tmax.

Besides the given data, the function Λ depends only on the uniform norm of % and ϑ. The
conclusion of Theorem 1.3 can be therefore equivalently formulated as

lim sup
t→Tmax−

sup
x∈T3

(
%(t, x) + ϑ(t, x)

)
=∞. (1.18)

1.3 Data dependence and statistical solutions

In the absence of global–in–time existence results in the class of regular solutions, the weak solu-
tions may represent a suitable alternative, Unfortunately, the existence theory developed in [11] is
restricted to a rather specific class of constitutive relations that does not cover (1.4)–(1.6). What
is more, the available a priori bounds are not sufficient to use the framework of the more general
measure–valued solutions in the spirit of [6]. In particular, there is no guarantee the solution
(%, ϑ,u) remains continuous up to the blow up time Tmax even in a weak sense. Indeed the only
available a priori bounds result from the physical principles of mass conservation∫

T3

%(t, ·) dx =

∫
T3

%0(t, ·) dx, (1.19)

energy conservation (if g = 0, Q = 0)∫
T3

(
1

2
%|u|2 + cv%ϑ

)
(t, ·) dx =

∫
T3

(
1

2
%0|u0|2 + cv%0ϑ0

)
dx, (1.20)

and entropy production∫
T3

% log

(
ϑcv

%

)
(t, ·) dx ≥

∫
T3

%0 log

(
ϑcv0
%0

)
dx+

∫ t

0

∫
T3

1

ϑ

(
S(Dxu) : Dxu + κ

|∇xϑ|2

ϑ

)
dx ds.

(1.21)
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Our plan is to develop the theory for random data, notably the concept of statistical solution,
using the framework of regular solutions. In view of the blow up criterion (1.18), this approach
suits well to problems related to convergence of numerical approximations, where (1.18) is very
often taken for granted. In addition, we may also “anticipate” the idea that solutions violating
(1.18) and thus blowing up in a finite time are statistically insignificant and can be ignored in large
samples of data.

The theory is based on a stability result that may be of independent interest: The life span
Tmax is a lower semi–continuous function of with respect to a suitable topology of the data space,
see Section 2. Given a regular solution of the NSF system, any other solution corresponding to
a sufficiently close data remains regular at least on the same time interval. Similar results in the
context of barotropic fluids were obtained by Bae and Zajaczkowski [3], see also [4]. Once stability
is established, the statistical solutions are obtained via the push forward measure argument, see
Section 3. In order to accommodate the possible blow up of solutions, we modify the original
topology of the phase space in the spirit of the celebrated Jakubowski Theorem [18]. Finally, in
Section 4 we illustrate the theory showing convergence of the Monte-Carlo method.

2 Stability

We denote (%, ϑ,u)[D] the strong solution of the NSF system corresponding to the data

D = (%0, ϑ0,u0; g, Q; cv, µ, η, κ) .

We introduce the data space DX,F,P ,

DX,F,P = X × F × P,

where X 3 (%0, ϑ0,u0) is the phase space, F 3 (g, Q) the space of external forces, and P 3
(cv, µ, η, κ) the parameter space. Furthermore, motivated by the local existence result stated in
Theorem 1.1, the afore mentioned spaces are endowed with the following topologies:

• The phase space
X = W 1,q(T3)×W 2,2(T3)×W 2,2(T3;R3)

– a separable reflexive Banach space compactly embedded into the space of continuous func-
tions

C(T3;R5).

• The trajectory space

XT = C([0, T ];W 1,q(T3)) ∩ C1([0, T ];Lq(T3))

× C([0, T ];W 2,2(T3)) ∩ L2(0, T ;W 2,q(T3)) ∩W 1,∞(0, T ;L2(T3)) ∩W 1,2(0, T ;W 1,2(T3))

× C([0, T ];W 2,2(T3;R3)) ∩ L2(0, T ;W 2,q(T3;R3))
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∩W 1,∞(0, T ;L2(T3;R3)) ∩W 1,2(0, T ;W 1,2(T3;R3))

– a separable Banach space compactly embedded into the space of continuous functions

C([0, T ]× T3;R5).

• The data space
DX,F,P = X × F × P,

where

F =
[
BC[0,∞;L2(T3;R3) ∩ L2(0,∞;Lq(T3;R3) ∩W 1,2(0,∞;W−1,2(T3;R3))

]
×
[
BC[0,∞;L2(T3) ∩ L2(0,∞;Lq(T3) ∩W 1,2(0,∞;W−1,2(T3))

]
,

P = R4.

2.1 Stability in the basic topology

In accordance with Theorem 1.1, the solution exists on a maximal time interval [0, Tmax[D]) as
long as the data D are admissible and belong to DX,F,P . Motivated by the regularity criterion
established in Theorem 1.3, we introduce a “stopping time”

TM [D] = sup
τ∈[0,Tmax)

{
sup

t∈[0,τ ],x∈T3

(
%(t, x) + ϑ(t, x)

)
< M

}
= inf

τ>0
sup
x∈T3

(
%(τ, x) + ϑ(τ, x)

)
≥M. (2.1)

Obviously, TM [D] is a non–decreasing functions of M , and, in view of Theorem 1.3 and (1.18),

TM [D] < Tmax[D], TM [D]↗ Tmax[D] as M →∞. (2.2)

Now, suppose that Dn → D in DX,F,P , where D are admissible data, specifically,

%0,n → %0 in W 1,q(T3), where %0 > 0,

ϑ0,n → ϑ0 in W 2,2(T3), ϑ0 > 0,

u0,n → u0 in W 2,2(T3;R3), (2.3)

gn → g in BC([0,∞;L2(T3;R3)) ∩ L2(0,∞;Lq(T3;R3)), ∂tgn → ∂tg in L2(0,∞;W−1,2(T3;R3)),

Qn → Q in BC([0,∞);L2(T3)) ∩ L2(0,∞;Lq(T3)), ∂tQn → ∂tQ in L2(0,∞;W−1,2(T3)), (2.4)

and
cnv → cv > 1, µn → µ > 0, λn → λ ≥ 0, κn → κ > 0. (2.5)

In addition, assume that

TM [Dn]→ τ and fix 0 ≤ T− ≤ τ < T+.

8



Finally, consider the sequence (%n, ϑn,un) = (%, ϑ,u)[Dn](t∧TM [Dn], ·), specifically (%n, ϑn,un)(t, ·)
is the strong solution of the NSF system if t ≤ TM(Dn) and (%n, ϑnun)(t, ·) = (%n, ϑnun)(TM(Dn), ·)
if t > TM [Dn].

Now, it follows from the uniform bounds (1.17) and the standard compact embedding relations
for Sobolev spaces that

(%n, ϑn,un)∞n=1 if precompact in BC([0,∞)× T3);R5),

and, by the same token
%n → %, ϑn → ϑ, un → u

in the weak-(*) topology of the trajectory space XT+ . Here and hereafter, by the weak-(*) topology
on the trajectory space XT we mean the weak star topology of the space

XT,w−(∗) = L∞(0, T ;W 1,q(T3)) ∩W 1,∞(0, T ;Lq(T3))

× L∞(0, T ;W 2,2(T3)) ∩ L2(0, T ;W 2,q(T3)) ∩W 1,∞(0, T ;L2(T3)) ∩W 1,2(0, T ;W 1,2(T3))

× L∞(0, T ;W 2,2(T3;R3)) ∩ L2(0, T ;W 2,q(T3;R3))

∩W 1,∞(0, T ;L2(T3;R3)) ∩W 1,2(0, T ;W 1,2(T3;R3)).

The following is easy to check:

• The limit (%, ϑ,u) is the unique solution of the NSF system in [0, T−] corresponding to the
limit data D.

•
sup
x∈T3

(
%(t, ·) + ϑ(t·)

)
= M for any t ≥ T+.

As T− ≤ τ ≤ T+ are arbitrary, we conclude TM [D] ≤ τ , in other words, the mapping

D 7→ TM [D] is lower semi–continuous. (2.6)

Accordingly, Tmax, being a supremum of l.s.c. mappings, is lower semi–continuous function of D.
We have shown the following result.

Theorem 2.1 (Stability). For any sequence Dn → D in DX,F,P , where D are admissible
data, we have

lim inf
n→∞

Tmax[Dn] ≥ Tmax[D], (2.7)

and
(%, ϑ,u)[Dn]→ (%, ϑ,u)[D] weakly-(*) in XT (2.8)

for any 0 < T < Tmax[D].
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Remark 2.2. As agreed, the convergence (2.8) means

%n → % weakly-(*) in L∞(0, T ;W 1,q(T3)),

ϑn → ϑ weakly-(*) in L∞(0, T ;W 2,2(T3)) and weakly in L2(0, T ;W 2,q(T3)),

un → u weakly-(*) in L∞(0, T ;W 2,2(T3;R3)) and weakly in L2(0, T ;W 2,q(T3;R3)),

∂t%n → ∂t% weakly-(*) in L∞(0, T ;Lq(T3)),

∂tϑn → ∂tϑ weakly-(*) in L∞(0, T ;L2(T3)) and weakly in L2(0, T ;W 1,2(T3)),

∂tun → ∂tu weakly-(*) in L∞(0, T ;L2(T3;R3)) and weakly in L2(0, T ;W 1,2(T3;R3)), (2.9)

in particular,
[%, ϑ,u](Dn)→ [%, ϑ,u](D) in C([0, T ]× T3;R5).

2.2 Higher regularity of solutions

In the section, we consider the data enjoying higher regularity properties.

2.2.1 Local existence by Valli and Zajaczkowski

Local existence result can be shown in higher regularity spaces – see [28, Theorem A], [27] and
also Valli and Zajaczkowski [29].

Theorem 2.3 (Local existence [Valli]). Let

%0 ∈ W 3,2(T3), %0 > 0, ϑ0 ∈ W 3,2(T3), ϑ0 > 0, u0 ∈ W 3,2(T3;R3), (2.10)

and

g ∈ L2(0,∞;W 2,2(T3;R3)), ∂tg ∈ L2(0,∞;L2(T3;R3)),

Q ∈ L2(0,∞;W 2,2(T3)), ∂tQ ∈ L2(0, T ;L2(T3)), Q ≥ 0. (2.11)

Then there exists T > 0 and a strong solution of the Navier–Stokes–Fourier system (1.1)–(1.7)
unique in the class

% ∈ C([0, T ];W 3,2(T3)), ∂t% ∈ C([0, T ];W 2,2(T3)), % > 0, (2.12)

ϑ ∈ C([0, T ];W 3,2(T3)) ∩ L2(0, T ;W 4,2(T3)), ϑ > 0,

∂2t ϑ ∈ L2(0, T ;L2(T3)), (2.13)

u ∈ C([0, T ];W 3,2(T3;R3)) ∩ L2(0, T ;W 4,2(T3;R3)),

∂2t u ∈ L2(0, T ;L2(T3;R3)). (2.14)
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Similarly (1.15), (1.16), we can define the maximal time interval T Vmax on which the solution
exists. Obviously,

T Vmax ≤ Tmax,

where Tmax is the life–span introduced in (1.16).

Lemma 2.4. Under the hypotheses of Theorem 1.1,

Tmax = T Vmax

Proof. In view of the regularity criterion [12, Theorem 2.1], it is enough to show that any solution
belonging to the regularity class (1.12)–(1.14) satisfies

∇xu ∈ L∞((0, T )× T3;R3×3). (2.15)

The momentum equation reads

∂tu−
1

%
divxS(Dxu) = −u · ∇xu−

1

%
∇xp(%, ϑ) + g.

As (%, ϑ,u) belong to the class (1.12)–(1.14), it is easy to check that

−u · ∇xu−
1

%
∇xp(%, ϑ) + g ∈ L∞(0, T ;Lq(Td;R3)),

where 3 < q ≤ 6 is the exponent introduced in Theorem 1.1. Note that, in view of (1.14), %
is bounded below in terms of inf %0, T and ‖divxu‖L1(0,T ;L∞(T3)). Consequently, in view of the
maximal Lp − Lq regularity estimates, we get

∂tu ∈ Lp(0, T ;Lq(T3;R3)), u ∈ Lp(0, T ;W 2,q(T;R3) for any 1 ≤ p <∞

as soon as u0 ∈ W 2,q(T3;R3) ⊂ W 3,2(T3;R3). Consequently, for any α < 1, there exists p > 1
large enough so that

u ∈ C([0, T ];W 2α,q(T3;R3)) ⇒ ∇xu ∈ C([0, T ];W 2α−1,q(T3;R3×3)).

Thus choosing (2α− 1)q > 3 yields (2.15).

2.2.2 Local existence by Kawashima and Serre

We have observed in the preceding section that

%(τ, ·) ≥ inf %0 exp

(
−
∫ τ

0

‖divxu‖L∞(T3;R3) dt

)
. (2.16)
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Similarly, as

cv∂tϑ+ cvu · ∇xϑ−
1

%
κ∆xϑ ≥ ϑdivxu,

we get, by the standard comparison theorem,

ϑ(τ, ·) ≥ inf ϑ0 exp

(
− 1

cv

∫ τ

0

‖divxu‖L∞(T3;R3) dt

)
. (2.17)

Consequently, both the density and the temperature remain bounded below away from zero on any
compact subinterval of [0, Tmax), where Tmax is the maximal life span for the solution constructed
by Cho and Kim.

In view of (2.16), (2.17), the following local existence result in higher order Sobolev spaces
holds, see Serre [26, Theorem 1.2] and Kawashima and Shizuta [19].

Theorem 2.5 (Local existence [Serre]). Let

%0 ∈ W k,2(T3), %0 > 0, ϑ0 ∈ W k,2(T3), ϑ0 > 0, u0 ∈ W k,2(T3;R3), (2.18)

and

g ∈ L2(0,∞;W k−1,2(T3;R3)), ∂tg ∈ L2(0,∞;W k−3(T3;R3)),

Q ∈ L2(0,∞;W k−1,2(T3)), ∂tQ ∈ L2(0, T ;W k−3,2(T3)), Q ≥ 0. (2.19)

for some integer
k ≥ 3.

Then there exists T > 0 and a strong solution of the Navier–Stokes–Fourier system (1.1)–(1.7)
unique in the class

% ∈ C([0, T ];W k,2(T3)), ∂t% ∈ C([0, T ];W k−1,2(T3)), % > 0, (2.20)

ϑ ∈ C([0, T ];W k,2(T3)), ϑ > 0, ∂tϑ ∈ L2(0, T ;W k−1,2(T3)), (2.21)

u ∈ C([0, T ];W k,2(T3;R3)), ∂tu ∈ L2(0, T ;W k−1,2(T3;R3)). (2.22)

Remark 2.6. As a matter of fact, the results by Serre and Kawashima, Shizuta have been estab-
lished for the Cauchy problem, meaning the underlying spatial domain is R3. Adapting the proof
to the space–periodic setting is straightforward.

A short inspection of the proof reveals that the maximal time interval for the local solutions
in Theorem 2.5 is the same for all k ≥ 3 and therefore coincides with Tmax. In view of Lemma 2.4,
the maximal existence time of the local solutions in Theorems 1.1–2.5 coincide.

Summarizing the above discussion, we get the following version of the local existence for the
Navier–Stokes–Fourier system for regular data.

12



Theorem 2.7 (Local existence for regular initial data). Let the data belong to the class

%0 ∈ W 1,q(T3), %0 > 0, ϑ0 ∈ W 2,2(T3), ϑ0 > 0, u0 ∈ W 2,2(T3;R3), (2.23)

and

g ∈ BC([0,∞);L2(T3;R3)) ∩ L2(0,∞;Lq(T3;R3)), ∂tg ∈ L2(0,∞;W−1,2(T3;R3)),

Q ∈ BC([0,∞);L2(T3)) ∩ L2(0,∞;Lq(T3)), ∂tQ ∈ L2(0, T ;W−1,2(T3)), Q ≥ 0, (2.24)

where
3 < q ≤ 6. (2.25)

(i) Then there exists 0 < Tmax ≤ ∞ and a strong solution (%, ϑ,u) of the Navier–Stokes–Fourier
system unique in the class

% ∈ C([0, T ];W 1,q(T3)), ∂t% ∈ C([0, T ];Lq(T3)), % > 0, (2.26)

ϑ ∈ C([0, T ];W 2,2(T3)) ∩ L2(0, T ;W 2,q(T3)), ϑ > 0,

∂tϑ ∈ L∞(0, T ;L2(T3)) ∩ L2(0, T ;W 1,2(T3)) (2.27)

u ∈ C([0, T ];W 2,2(T3;R3)) ∩ L2(0, T ;W 2,q(T3;R3)),

∂tu ∈ L∞(0, T ;L2(T3;R3)) ∩ L2(0, T ;W 1,2(T3;R3)). (2.28)

for any 0 < T < Tmax. The maximal time interval Tmax is bounded below by a positive constant
depending only on the norm of the data in the spaces (2.23)–(2.25). Moreover,

Tmax <∞
⇒

lim
t→Tmax−

(
‖%(t, ·)‖W 1,q(T3) + ‖ϑ(t, ·)‖W 2,2(T3) + ‖u(t, ·)‖W 2,2(T3;R3) + ‖%−1(t, ·)‖C(T3)

)
=∞. (2.29)

(ii) If, in addition,

%0 ∈ W k,2(T3), %0 > 0, ϑ0 ∈ W k,2(T3), ϑ0 > 0, u0 ∈ W k,2(T3;R3), (2.30)

and

g ∈ L2(0,∞;W k−1,2(T3;R3)), ∂tg ∈ L2(0,∞;W k−3(T3;R3)),

Q ∈ L2(0,∞;W k−1,2(T3)), ∂tQ ∈ L2(0, T ;W k−3,2(T3)), Q ≥ 0. (2.31)

for some integer
k ≥ 3. (2.32)

Then

% ∈ C([0, T ];W k,2(T3)), ∂t% ∈ C([0, T ];W k−1,2(T3)), % > 0, (2.33)

ϑ ∈ C([0, T ];W k,2(T3)), ϑ > 0, ∂tϑ ∈ L2(0, T ;W k−1,2(T3)), (2.34)

u ∈ C([0, T ];W k,2(T3;R3)), ∂tu ∈ L2(0, T ;W k−1,2(T3;R3)). (2.35)

for any 0 < T < Tmax.
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2.2.3 Conditional regularity with regular initial data

Combining Theorem 1.3 with Theorem 2.7 and the bounds (2.16), (2.17), we obtain:

Theorem 2.8. (Regularity criterion, higher order estimates)
In addition to the hypotheses of Theorem 1.3, suppose that the data belong to the regularity

class (2.30)–(2.32).
Then there exists a function Λ, bounded for bounded values of its argument, such that

sup
t∈[0,T ]

‖%(t, ·)‖Wk,2(T3) sup
t∈[0,T ]

‖ϑ(t, ·)‖Wk,2(T3) + sup
t∈[0,T ]

‖u(t, ·)‖Wk,2(T3;R3)

+ sup
t∈[0,T ]

‖∂t%‖Wk−1,2(T3;R3) +

∫ T

0

‖∂tϑ‖2Wk−1,2(T3) dt+

∫ T

0

‖∂tu‖2Wk−1,2(T3;R3) dt

≤ Λ
(
T, ‖%0‖Wk,2(T3), ‖ϑ0‖Wk,2(T3), ‖u0‖Wk,2(T3;R3),∫ T

0

‖g‖2Wk−1,2(T3;R3)) dt,

∫ T

0

‖Q‖2Wk−1,2(T3)) dt,∫ T

0

‖∂tg‖2Wk−3,2(T3;R3)) dt,

∫ T

0

‖∂tQ‖2Wk−3,2(T3)) dt,

sup
(0,T )×T3

%, sup
(0,T )×T3

ϑ,

(
inf
T3
%0

)−1
,

(
inf
T3
ϑ0

)−1
, cv, µ, µ

−1, η, κ, κ−1

)
(2.36)

for any 0 < T < Tmax.

2.2.4 Stability in higher order topologies

In view of the refined regularity criterion stated in Theorem 2.8, the spaces X, XT as well as the
data space DX,F,P can be modified to develop the same theory in stronger topologies. In particular,
we get the stability result stated in Theorem 2.1. We leave the details to the interested reader.

3 Statistical solutions

We introduce a suitable topology on the phase space X and the corresponding concept of statistical
solution via the push forward measure argument. To simplify presentation, we denote by U =
(%, ϑ,u) the solution of the Navier–Stokes system, U0 = (%0, ϑ0,u0) the initial data, and (f, p) ∈
F × P the driving force and the parameter set, respectively.

In particular, U[U0, f, p](t, ·) stands for the value of the strong solution of the NSF system
emanating from initial data U0, driven by the external forcing f , and with constitutive parameters
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p evaluated at a time t. For the above definition to make sense we may either (i) focus only on
t < Tmax[U0, f, p] or (ii) define the solution U “after the blow up time” Tmax. Pursuing the later
strategy, we set

U(t, ·) = U∞ ≡ (0, 0, 0) whenever t ≥ Tmax.

At first glance, this may seem a bit surprising as, apparently, the solution is not “continuous”
for t → Tmax. However such a choice is convenient as (i) the value U∞ is never reached by any
trajectory in finite time (ii) U0 = U∞ is not an admissible initial state so isolated in the family of
initial data.

Our goal in the next section is to modify the topology on the phase X in such a way that
U→ U∞ for any solution trajectory whenever t→ Tmax, meaning(

‖U(t, ·)‖X + ‖%−1(t, ·)‖C(T3)

)
→∞ as t→ Tmax − .

To this end, we convert X to a Riemannian manifold with boundary modelled over X.

3.1 Topology on the phase space

The space X is a reflexive separable Banach space, in particular a Polish metric space. We consider
its open subset

X+ =
{

(%, ϑ,u) ∈ X
∣∣∣ ‖%−1‖C(T3) <∞, ‖ϑ−1‖C(T3) <∞

}
.

Note carefully that X+ is an open subset of the Polish space X, whence Polish as well. Finally,
we set

X+
∞ = X+ ∪ {U∞}, U∞ = (0, 0, 0).

Next, we introduce a class of functions

C =

{
F ∈ X+

∞ → R
∣∣∣ F|X+ ∈ BC(X+), lim

‖U‖X+‖%−1‖C(T3)+‖ϑ−1‖C(T3)→∞
F|X+(U) = F(0)

}
. (3.1)

Our goal is to define a suitable metrics on the space X+
∞, for which the class C will coincide with

BC(X+
∞). To this end, consider the functions – the Fourier coefficients – defined as

Fk(U) =

∫
T3

U · ek dx, ek are normed trigonometric polynomials, k ∈ Z5, U ∈ X,

together with G : X+
∞ → R,

G(0) ≡ G(U∞) = 0, G(U) =
(
1 + ‖U‖X + ‖%−1‖C(T3) + ‖ϑ−1‖C(T3) <∞

)−2
if U = (%, ϑ,u) ∈ X+.

Finally, set

Qi,k(U) =


G(U) if i = 1,

G(U)Fk(U) if i = 2.

Observe that Qi,k ∈ C, i = 1, 2, k ∈ Z5.
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Proposition 3.1 (Topology on the phase space X+
∞). Let

d(U; V) =
∑

i=1,2,k∈Z5

exp(−|k|) |Qi,k(U)−Qi,k(V)|
1 + |Qi,k(U)−Qi,k(V)|

. (3.2)

Then d defines a metric on X+
∞ and (X+

∞; d) is a Polish space. In addition, the class C coincides
with BC(X+

∞) – the space of bounded continuous functions on X+
∞.

Remark 3.2. Note carefully that the topology on the space X+
∞ is not a one point compactification

of the space X+ in the sense of Alexandroff.

Proof. Step 1:
To see d is a metric, it is enough to observe that

d(U; V) = 0 ⇔ U = V.

First observe
G(U) = 0 ⇔ U = 0.

Thus if U 6= 0 and d(U; V) = 0, then necessarily V 6= 0, and Fk(U) = Fk(V) for all k, which
yields the desired conclusion.

Step 2:
Next, we show the equivalence

d(Un; U)→ 0 and U ∈ X+ ⇔ Un ∈ X+ for all n large enough, and Un → U in X. (3.3)

Indeed
G(Un)→ G(U) =

(
1 + ‖U‖X + ‖%−1‖C(T3) + ‖ϑ−1‖C(T3)

)−2
> 0

yields Un ∈ X+ for all n large enough. In particular,(
1 + ‖Un‖X + ‖%−1n ‖C(T3) + ‖ϑ−1n ‖C(T3)

)−2 → (
1 + ‖U‖X + ‖%−1‖C(T3) + ‖ϑ−1‖C(T3)

)−2
,

in other words

‖Un‖X + ‖%−1n ‖C(T3) + ‖ϑ−1n ‖C(T3) → ‖U‖X + ‖%−1‖C(T3) + ‖ϑ−1‖C(T3). (3.4)

Thus it follows
Fk(Un)→ Fk(U) for any k ∈ Z5, (3.5)

which, together with (3.4), yields

Un → U weakly in X. (3.6)

Since the phase space X is compactly embedded in C(T3;R5) we deduce, using (3.4),

‖%−1n ‖C(T3) → ‖%−1‖C(T3), ‖ϑ−1n ‖C(T3) → ‖ϑ−1‖C(T3);
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whence
‖Un‖X → ‖U‖X . (3.7)

As X is a reflexive Banach space, relations (3.6), (3.7) yield the desired conclusion

Un → U in X.

The reverse implication in (3.3) is trivial.
Step 3:
We show the equivalence

d(Un; U)→ 0, U = 0

⇔
for any M > 0 there exists n(M) such that for all n ≥ n(M)

either Un = 0 or ‖Un‖X + ‖%−1n ‖C(T3) + ‖ϑ−1n ‖C(T3) > M (3.8)

Indeed d(Un, 0) → 0 implies G(Un) → 0 yielding the left-right implication. The reverse
implication is similar.

Step 4:
On the one hand, given (3.3), (3.8), it is easy to show that C ⊂ BC(X+

∞). On the other hand,
if F ∈ BC(X+

∞) and U, the equivalence (3.3) shows that F is continuous at U in the d−metric.
Moreover, we have

F(Un)→ F(0) whenever d(Un, 0)→ 0.

In view (3.3), this necessarily means

lim
‖U‖X+‖%−1‖C(T3)→∞

F|X+(U) = F(0);

whence F ∈ C.
Step 5:
Next we show that the metric space (X+

∞; d) is complete. To this end consider a Cauchy
sequence (Un)∞n=1. First suppose there is a subsequence such that

Un(k) ∈ X+, ‖Un(k)‖X + ‖%−1n(k)‖C(T3) + ‖ϑ−1n(k)‖C(T3) → Y ∈ (0,∞). (3.9)

As the space X with the original topology is complete, we conclude that

Un(k) → U in X, U ∈ X+.

However, as the sequence is Cauchy, we infer Un → U in X.
If (3.9) does not hold, we have the alternative (3.8) yielding d(Un; 0)→ 0.
Step 6:
As the spaceX is separable, the corresponding dense countable set augmented by U∞ = (0, 0, 0)

is dense countable in (X+
∞; d).
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3.2 Continuity of the solution operator in time

At this stage, we may extend the solution U beyond the existence time Tmax by setting

U[U0; f ; p](t, ·) =


the strong solution of the NSF system it t < Tmax[U0; f ; p],
U∞ = (0, 0, 0) if t ≥ Tmax, U0 ∈ X+,
U∞ = (0, 0, 0) if U0 = U∞.

(3.10)

It is easy to check that the mapping

t ∈ [0,∞) 7→ U[U0; f ; p](t, ·) ∈ X+
∞ (3.11)

is continuous with values in X+
∞ endowed with the metric d introduced in (3.2) for any admissible

data.

3.3 Continuity of the solution operator with respect to the data

We examine the continuity of the extended operator with respect to the data Dn. Consider

Dn → D in DX,F,P

with the corresponding solution

U[Dn](t, ·) at a specific time t > 0.

Suppose first that t < Tmax[D]. Then, in view of Theorem 2.1,

U[Dn](t, ·)→ U[D](t, ·) in C(T3;R5). (3.12)

3.4 Autonomous problem and the semigroup property

Suppose that the functions g and Q are independent of time. Accordingly, the data space can be
written as

DX,F,P = X × F × P, X = W 1,q(T3)×W 2,2(T3)×W 2,2(T3;R3),

F = Lq(T3;R3)× Lq(T3), P = R4

Now, it is easy to check that the operator U defined through (3.10) enjoys the semigroup
property:

U[U0; f ; p](t+ s, ·) = U
[
U[U0; f ; p](s, ·); f ; p

]
(t, ·), s, t ≥ 0. (3.13)
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3.5 Statistical solutions

Suppose we are given a complete Borel probability measure V on the data space DX,F,P = X+ ×
F × P . We define the push forward measure∫

X+
∞

F(U0)dVt(U0) =

∫
DX,F,P

F(U[D](t, ·)) dV(D) for any F ∈ C, (3.14)

where U is the extended solution operator defined by (3.10). Note that∫
X+
∞

F(U0)dVt(U0) =

∫
DX,F,P

F(U[D](t, ·)) dV(D)∫
DX,F,P

F(U[D](t, ·))1t<Tmax[D]dV(D) + F(0)V{t ≥ Tmax}. (3.15)

Thus (Vt)t≥0 is a family of Borel probability measures on X+
∞ with V0 = ΠX+

∞
V .

Definition 3.3 (Statistical solution). The family of Markov operators

Mt : P[DX,F,P ]→ P[X+
∞],

defined as

Mt(V) =

∫
X+×F×P

δU[D](t,·)dV(D), t ≥ 0

for any V supported by admissible data is called statistical solution of the NSF system.
In addition, the Markov operators Mt are regular with the dual operators

M∗
t : BC(X+

∞)→ B(DX,F,P ) (Borel functions on the data space)

M∗
t : F 7→

[
D 7→ F(U[D](t, ·))

]
.

There holds ∫
X+
∞

F dMt(V) =

∫
DX,F,T

M∗
t (F) dV , t ≥ 0.

Remark 3.4. Note that Mt(V){U∞} = V{t > Tmax}, meaning the measure of the data set for
which the solution blows up before reaching t..

Remark 3.5. Conformally with the existing theory of stationary statistical solutions (see e.g.
[16]), one can define the statistical solutions as measures on the trajectory space

C([0,∞);X+
∞),

Mt(V) =

∫
X+×F×P

δU[D] dV(D) ∈ P[C([0,∞);X+
∞)].
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3.5.1 Disintegration, autonomous problem, semigroup property

We focus on the situation described in Section 3.4, where the forcing terms g and Q are independent
of t. First we use the Disintegration Theorem to write∫

DX,F,P

F(D) dV(D) =

∫
F×P

(∫
X

F(U0; f ; p)d[V|(f, p)](U0)

)
dΠF×PV(f, p)

where Vf,p = V|(f, p) is a family of Borel probability measures on X. Given (f, p) ∈ F × P , the
push forward measure Vf,pt is defined on data phase space X+

∞ as∫
X+
∞

F(U0) dVf,pt (U0)

=

∫
X

F
(
U[U0; f ; p](t, ·)

)
1{t<Tmax[U0;f ;p]} d[V|(f, p)](U0) + F(0)V{t ≥ Tmax}. (3.16)

for any F ∈ C.
It follows from the semigroup property of the solution operator established in Section 3.4 that

the exists a semigroup of Markov operators

(Mf,p
t )t≥0 : P[X+

∞]→ P[X+
∞], Vf,pt =Mf,p

t ([V|(f, p)]).

Finally, we assume that the initial data and the forcing/parameter data are independent, meaning

[V|(f, p)] = ΠXV , V = ΠXV ⊗ ΠF×PV .

This leads to the following result:

Theorem 3.6 (Autonomous problem, semigroup property). Suppose that g, Q are
independent of t and that the measure V defined on the data space DX,F,P = X × F × P and
supported by admissible data decomposes as

V = ΠXV ⊗ ΠF×PV .

Then the statistical solution introduced in Definition 3.3 can be written in the form

Mt(V) =

∫
F×P
Mf,p

t (ΠXV) dΠF×PV(f, p), t ≥ 0, (3.17)

where (Mf,p
t )t≥0 is a semigroup of Markov operators:

•
Mf,p

t : P[X+
∞]→ P[X+

∞],
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•
Mf,p

t (δU0) = δU[U0,f,p](t,·), t ≥ 0,

•
Mf,p

0 (ν) = ν, Mf,p
t+s(ν) =Mf,p

t (Mf,p
s (ν)), s, t ≥ 0,

•

Mf,p
t

(
n∑
i=1

λiνi

)
=

n∑
i=1

λiMf,p
t (νi) , λi ≥ 0,

n∑
i=1

λi = 1, t ≥ 0,

•
t 7→ Mf,p

t (ν) is continuous in the narrow topology of P[X+
∞].

4 Applications, Monte Carlo approximation of statistical

solution

We consider the Monte Carlo type approximation of statistical solutions with random initial data
leaving the forcing and parameters (f, p) deterministic. We suppose that (%0, ϑ0,u0) are admissible
random initial data - random variables on a probability space (Ω,B,P).

Consider N independent identically distributed (i.i.d.) copies of the data (%0, ϑ0,u0) de-
noted (%n0 , ϑ

n
0 ,u

n
0 )Nn=1. To each data we associate the extended solution introduced in (3.10),

(%n, ϑn,un)[%n0 , ϑ
n
0 ,u

n
0 ; f ; p](t, ·) – i.i.d. random variables for any t ≥ 0.

Suppose that

E
[∫

T3

%0 dx

]
<∞, E

[∫
T3

(
1

2
%0|u0|2 + cv%0ϑ0

)
dx

]
<∞, −E

[∫
T3

%0 log

(
ϑcv0
%0

)
dx

]
<∞,

where E stands for expected value. In view of the a priori bounds (1.19) – (1.21), we get

E
[
‖%(t, ·)‖L1(T3)1t<Tmax[%0,ϑ0,u0;f ;p]

]
<∞,

E
[
‖%u(t, ·)‖L1(T3;R3)1t<Tmax[%0,ϑ0,u0;f ;p]

]
<∞,

E

[∫
T3

∥∥∥∥% log

(
ϑcv

%

)
(t, ·)

∥∥∥∥
L1(T3)

1t<Tmax[%0,ϑ0,u0;f ;p]

]
<∞. (4.1)

Applying the Banach space variant of Strong Law of Large Numbers, see Ledoux, Talagrand
[20, Chapter 7, Corollary 7.10], we conclude

1

N

N∑
n=1

%n(t, ·)1t<Tmax[%n0 ,ϑ
n
0 ,u

n
0 ;f ;p]

→ E
[
%(t, ·)1t<Tmax[%0,ϑ0,u0;f ;p]

]
in L1(T3) P a.s.,
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1

N

N∑
n=1

%nun(t, ·)1t<Tmax[%n0 ,ϑ
n
0 ,u

n
0 ;f ;p]

→ E
[
%u(t, ·)1t<Tmax[%0,ϑ0,u0;f ;p]

]
in L1(T3;R3) P a.s.,

1

N

N∑
n=1

%n log

(
(ϑn)cv

%n

)
(t, ·)1t<Tmax[%n0 ,ϑ

n
0 ,u

n
0 ;f ;p]

→ E
[
% log

(
ϑcv

%

)
(t, ·)1t<Tmax[%0,ϑ0,u0;f ;p]

]
in L1(T3) P a.s. (4.2)

To justify the last step in the context of the present theory, we have to observe that the mapping

G : (%, ϑ,u) 7→


(
%, %u, % log

(
ϑcv

%

))
if (%, ϑ,u) ∈ X+, ϑ > 0,

0 if (%, ϑ,u) = (0, 0, 0)

is Borel measurable from X+
∞ to L1(T3)× L1(T3)× L1(T3, R3). Indeed if

Gn ∈ BC[0,∞), 0 ≤ Gn ≤ 1, Gn(Y ) = Y for Y ≤ n,

then

Gn

(
‖U‖X + ‖%−1‖C(T3) + ‖ϑ−1‖C(T3)

)
G(U) ∈ BC(X+

∞; (L1)3)→ G(U) for any U ∈ X+.
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[22] F. Merle, P. Raphaël, I. Rodnianski, and J. Szeftel. On the implosion of a compressible fluid
I: smooth self-similar inviscid profiles. Ann. of Math. (2), 196(2):567–778, 2022.
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